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On superpositions of automata 
B y P . D O M O S I 

We say that an automaton A realises an automaton B if B can be given as an 
/4-homomorphic image of an ^4-subautomaton of A. If there exists a one-to-one 
homomorphism having the above property then it is said that B can be embetted A-
isomorphically into A. 

Let A be a finite automaton and denote by C(A) the class of all finite super-
positions of automata having fewer states than A. For any natural number /, let C,(A) 
be the class of all automata f rom C(A) whose factors have not more states than /. 

For any finite automaton A and natural number / one can raise the following 
questions: 

(a) Whether there exists an A ^ C ^ A ) such that A, is ^-isomorphic to A. 
(b) Whether A can be embetted y4-isomorphicaIly into a superposition f rom 

C, (A) . ' " ' 
(c) Whether A can be realized by an automaton in C,(A). 
Using results published by M. Yoeli [6], we can solve (a). Moreover, by specializ-

ing Theorem 4.3.2. stated by F. Gecseg [2], problem (b) can also be solved. In both 
cases we can give an effective procedure. 

In this paper, using a result mentioned by F.' Gecseg and some results achieved 
by R. J. Nelson [5] and H. P. Zeiger [8], we present an algorithm to decide for any 
automaton A whether it can be realized by an automaton B f rom C(A). Moreover, 
if such B exists then it can be given by a procedure presented in this paper. 

Before studying these questions, we introduce some notions and notations. 
In the sequel by an automaton we always mean a finite automaton. 
Take two automata A1 = A1(X1, Alt Yi^x,.^) and A 2 = A 2 ( X 2 , A2, Y2,S2,X2) 

with Y1QX2. It is said that the automaton A=A(X, A, Y, <5, X) with X=Xx, A = 
= AJXA2 and Y=Y2 is the superposition of Ax by A2 (in notation: A = A 1 *A 2 ) if 
for any x£X and (at, a2)£A, 

5 ((a!, a2), x) = (¿j (au x), <S2 (a2, / ] (a, , *))) 
and 

a 2 ) , x ) = A2(a2, X^a^ JC)) 

hold. 
The concept of superposition can be generalized in a natural way for any finite 

system of automata A f —A¡(Xi , Al,Yi,5l, X^ ( / ' = 1 , 2 , . . . , « ) with Yj
r=XJ+1 ( j = 

= 1,2, . . . , « - l ) . 
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Let A: be a natural number and A=A(X, A, Y, 8, A) be an au tomaton . Then by 
Ak we mean the au tomaton B = B ( Z , B, Y',3', /.') with 

B = AXAX-..XA a n d Y' = YX YX...X Y 
V ' V 

(¡-times It —times 

•such tha t for any x6X and (a1, a2, ..., ak)6B, we have 

¿'(fa, ..., ak), x) = (SOi, x), ..., 5(ak, x)) 
a n d 

A' ( (a 1 ; ..., ak), x) = (/(ax, x), ...,?.(ak, *)). 

Let Aj = Ai(X, Ai, Y,8t, / , ) ( / = 1, . . . ,« ) be a system of au tomata such t h a t 
f o r any i, ..., n), AlC\ Aj=& if i ^ j . Then the au toma ton A=A(X, A, Y, 3, ?.) 

k 
is called the direct sum of A;(/ = l , ...,n) if A=-{J At and for any x f X and a£A, 

/=1 

8(a, x) = ¿¡(a, x) (a£Ai) 
a n d 

/.(a, x) = /.¡(a, x) (a£Ai) 
hold. 

Take an arbi trary au tomaton A=A(X, A, Y,3, A): A n x£X is called reset 
signal if there exists an a£A such tha t 3(b, x)=a for any b£A. We say tha t this a 
belongs t o x. A n input signal said to be permutation signal if t]x: a-»8 (a, x) {a 6 
€A) is a permutat ion of A. Generally, for an au toma ton A with input set X, XR 

denotes the set of all reset signals and XP is the set of all permutat ion signals. A n au to -
m a t o n A = A(X, A, Y, 8, ?.) is reset, permutation and permutation-reset a u t o m a t o n 
if respectively X=XR, X=XP and X=XR\JXP. 

For any set H let F(H) denote the free semigroup freely generated H. Fur the r -
more, let ap be the last letter in the word 3(a,p) (a£A, p$F(x)). Let A be a n au toma-
ton and B a subset of the state set A of A. Then for any input word p, we set Bp = 
=(c\c=bp\b£B). Moreover we say tha t a system r = (B1, ..., Bn) of subsets of A 

^ n 
is cover of A i f ' U B{ = A, B^Bj implies i ^ j and for any B^T and x£X there 

<=i 
exists a B j £ r such tha t B f Q B j . Fo r any B ^ F take a 1—1 mapping o f . ( l , 2 , . . . , 
. . . , Bi) onto Bt. We say tha t a pair (A1 ; A2) of au tomata is an 57?-system of A be-
longing to r if the following conditions are satisfied: 

A1 = A1(X,r,rxX,51,?J, A2 = A 2 ( r x l , ( l , . . . , />, T, <5a,/,), 

where / = m a x ; fur thermore, for any x£X, Bt£F and ¿ 6 ( 1 , . . . , / ) , 
Bter 

B?Q81{Bi,x), 

X^Bi, x) = (Bt, x), 

* ( K R ^ if kr^B,, 
dt[k,(Ji„x)). | a r b i t r a r y m£(l, 2, . . . , />-otherwise, 

• ' W t m i f k
 ~

 B i > 
M ' X ) ) ~ 1 arbitrary T-othemise . 
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It has been proved (see [5]) that for any such pair Ax , A2 the superposition 
A ! * A 2 realises A. 

A system (A1 ; ..., A„) of automata is called an SR-system of A with rank k 
if ... * A„ realizes A, at least one A,- (1 ̂ i^ri) has k states and none of A l 5 . . . , An 
has more than k states. 

Finally, it is said that A can be mapped MA-homomorphically (MA-isomor-
phically) onto B if the automaton without output belonging to A can be mapped 
^-homomorphical ly (/1-isomorphically) onto the automaton without output belong-
ing to B. 

Now we are ready to present our algorithm. 
Let A = A ( X , A, Y, 15, A ) be an arbitrary automaton. We shall investigate whether 

A has an STi-system of rank less than A. 
We distinguish the following cases: 

(I) If A ^ 2 then A has no S7?-system of rank less than A. 
(II) Let X=XR and A > 2 . Then every system r^ = (Bi2\ 5 | 2 ) >with BP ( J B ^ = 

= A and 1 S | 2 ) < I is a cover of A. Giving an SR-system (A/2>, A| 2 ) ) of A 
belonging to r , we get the desired construction. 

(III) Let X=XP, A>-2 and assume that A can be given as a direct sum of t w o 
automata B with state set B=(b,, ..., bn) and C with state set C such that BpC. 
In this c a s e r ^ ) = {{bi), (b2), ..., <&„>,C) is a cover of A.. Therefore, since BSC 
and A > 2 thus every 5^-system (A^3), A|3 )) of A belonging to r ( 3 ) is suitable f o r 
our purpose. 

(IV) Assume that X= Xp, A >2 and A cannot be given as a direct sum of any two 
automata. . Consider.all proper subsets Cj of A having at least two elements and f o r 
any Cj give a cover rJ = (Cl-\p£ F(X)). For any such Fj, let us consider an SR-sys-
tem (Bj-, Aj) of A belonging to r } . If one of these STi-systems has rank less than A 
then it is a suitable S7?-system of A. If none of them has rank less than A then t ake 
all pairs (Bj-, Aj) such that the number of states of B y * A ; is less than A\. (In this 
case this is only a formal requirement since the number of states of any Bj*Aj i s 
less than At). For any subset C;j- of the state set of such By- having at least two ele-
ments, let us construct a cover ri] = {C?j\p£F{X)) of Bj and an 5J?-system (Bfj-, A>7) 
belonging to this cover. If one.of these triples (B,7, A;j-, A j) is of rank less than A 
then we get a desired 5/?-system of A. If there exists no such system let us consider 
all systems (Bfj-, A y , Ay) for which the number of states of Bi7- * A;j- * A ; is less 
than A\. Now repeating the above process, we get the following cases: 

(IV. A) We get an 5^-system (A/4 ) , ..., A<4,)_of A with rank less than A. 
(IV. B) For all sequences (B, A 1 ; ..., A„), B ^ A and the number of states o f 

B * A]_ * . . . * A„ is not less than A!. In this case A cannot be realized by a superposition 
of automata having fewer states than A. 

(V) Assume that X=XRUXP, XP^0 and A>2. If the JT-subautomaton 
of A having input set XP can be given as a direct sum then let us apply to this X-
subautomaton the procedure presented in (III); in the opposite case let us apply 
to it the procedure given in (IV). In case (IV. B) the automaton A cannot be realized 
by a superposition of automata having fewer states than A. If we get (IV. A) t hen 
one can apply (III) or, using (VIJ), we get a desired 5i?-system (A}5), ..., A ® ) of A; 

(VI) Let J5r\(JTRUArp)?i0, A > 2 and consider the construction given by H. P . 
Zeiger in [8]: For any x£X\XP, let a (x) denote the state of A such that 5 (a', x)^ 
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7±a(x) where a' £ A is arbitrary. Consider the cover r ( 6 ) = ( i ? | 5 = , 4 \ ( a > , a 6 A) a n d 
take the au tomaton Af6) =A1

(6)(X, r<6), T ( 6 ) XX, 51, such that for any XIX 
and 5 e r ( 6 ) , 

iBx if x£XP, 
= U\<f l ( jc)>-otherwise , 

and 
x) = (B, x). 

N o w choosing a suitable au tomaton A^6>, we get an Si?-system (Af8 ' , A^6 ') of A 
such that the number of states of is less than A, A}6' is permuta t ion-rese t ; 
moreover, if XP?±& then the X-subautomata of A and Af6 ' having input set X P are 
^ - i somorphic (see [5]). 

Thus we get the following subprocedures. 
(VI. A) If is a reset au tomaton then apply (II) to it. In this case (Ai 2 ' , A^2), 

A| 6 ) ) is a required system. 
(VI. B) If A{6) has a permutat ion signal then apply (V) to it. If A{G) has no 

Sii-system with rank less than A then neither has A. In the oppos i t e case 
(Ap>, A| 5 ) , ..., Aj?\ A|6>) is an S7?-system of A with rank less t han A. 

(VII) Assume that X\XR XR ^ 0 and the superposit ion Ax * A2 * ... * A„ 
of the au tomata Ai = Ai(Xi, Ais Yt, <5,, /.¡) (A^A; /= 1, . . . , n) realises the X-sub-
au tomaton B with input set X\XR of the au toma ton A. Let ip be an /1-homomor-
phism of an / i - subautomaton of the superposition A 1 * A 2 * . . . *A„ onto B. F o r any 
X£Xr take an element (%(*), ..., an(x)) of A1XA2X...XAn such tha t ¡¡/((^(x), . . . , 
. . . ,a„(x))) is an element of A belonging t o x. Construct the a u t o m a t o n A/7) = 
= AP(X;, Ah Y[, 5i, ?/,) ( / = 1, ..., n) with X'x =X and Y'n = Y such t h a t fo r any 

j(=2,...,n) and k(=l, ...,n-l), X j = A1XA2X...XAJ_1XX and i J ^ X . . . 
. . . X ^ X A ' ; fur thermore, for any / ( = 1 , . . . , « ) , x ^ X i ,and a ^ A j , 

S'i(q„xl) = 

di(a;,x,) if / = 1 and x^XR, 
_ ai(xi) if i = l and xt£XR, 

<5;(a«> ¿¡ - i ( f l ; - i> •••> ¿ i( a i> *)> •••)) if 1 > 1> _xi = (a1,ai,..., ai_1, x), x ^ A ^ , 
ai(x) if 1, *, = ( « ! , a 2 , x ) , X£Xr, 

• i;(ai,xi) = 

(a,-,*;) if / = 1 , 
_ a2, . . . , x) if 1 < / < n and Xi = (alf . . . , ai_1, x), 
~ a2, ..., a„), x) if / = n, xt= (alt ..., a„_ 1 ; x) and ^ ( ( ^ , a2, ..., an)) is 

defined, arbitrary y£ F-otherwise. 

The system ( A f , ..., A<7)) given above is an S^-sys tem of A with r a n k less 
than A. 

We now show that the process given above is right. Superposit ions of a u t o m a t a 
with one-element state sets have one-element state sets, too. Moreover , the state 
set is never void. Therefore (I) is obviously valid. 

It can be seen directly f r o m the definition that (II) and (III) are valid. 
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After proving (IV) and (VII), the validity of (V) follows obviously, and (VI) 
is valid by the results published in [8]. 

In order to deal with the construction given in (VII) take the partial mapping 
i¡/': A1XA2X-.-XAn-^A given as follows: For any (au a2, ..., a„)£A1XA2X...XA„, 
let 

f ((<?!, ..., a,,)) if '//((«!, ... , a„)) is defined, 
undefined-otherwise. 

It can be proved easily that ip' is an /4-homomorphism of a suitable /1-sub-
automaton of A{7) * ... * A,i7) onto A, i.e., the superposition A{7) * A " ' * ... *A(

n
7) 

realizes A. This shows the applicability of (VII). 
It remains to show that (IV) is valid. To do this consider the following two 

results. 
Theorem 1. Let A be an automaton with n states. Then for any natural number 

k, every connected /f-subautomaton of the ¿[-direct power Afc of A is M^-isomprphic 
to a suitable /1-subautomaton of the /(-direct power A". 

Theorem 2. (R. J. Nelson [5]). Every permutation automaton is strongly con-
nected or can be given as a direct sum of strongly connected permutation automata. 

We now prove two lemmas. Applying them, we get Theorem 3 which shows 
the validity of (IV). 

Lemma 1. Let n and / be arbitrary natural numbers such that 1 < / < « . Further-
more, let A be a connected permutation automaton with n states having an SR-
system (Ax, ..., Am) of rank less than or equal to I. 

Assume that an ,Si?-system (B, C) of A has the following properties. 
~(a) B * C is an M^-homomorphic image of a connected ^4-subautomaton of A", 

(b) (A l f ..., A,-) (1 < i S m ) is an ^ - s y s t e m of B. 
Then, using (IV), one can find an S7?-system (Bx, C,) of B and a natural number 

t such that 
(c) B 1 * C 1 * C is M/i-homomorphic image of an / i-subautomaton of A " ' , 
(d) A ± *• . . .* A f^x realises Bx , 
(e) C j has a number of states not exceeding /. 

Proof. Using Theorem 2, it can be proved easily that every connected /l-subauto-
maton of A" is strongly connected permutation automaton. Therefore, the same is 
true for B * C, too. Thus B (as the first component of B * C) should be strongly 
connected permutation automaton. From this it follows, by an easy computation, 
that A 1 * . . . * A / _ 1 has a strongly connected / i-subautomaton D such that D*A,-
realizes B. 

Let us denote by F(X) the input semigroups of A and D. Moreover, let D and 
Ai be the state sets of D and A;, respectively. Take an ^4-homomorphism \j/ of a 
suitable ^4-subautomaton of D * A ; onto B. For any d£D, define the set 

A(d) = (rl,((d,ai))\ai£Ai). ",(1) 

Since B is strongly connected thus r=((A(d))p\p£F(x)) is a cover of B for 
any d(LD. 

Accomplishing a step of (IV), we get an 5^-system (B t , Cx) of B belonging 
to F . 
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On the other hand, since the number of states of At does not exceed / and, 

by definition (1), A (d)^l(d£D) thus Q has not more states than /. Therefore, (e) 
is valid. 

Define a partitition i7 on D as follows: dy=d2(/7) if and only if 
A(dl)=A(d2)(d1,d2d£>). Then, by (1), II is congruent. Therefore, Ba is an MA-
homomorphic image of D, i.e., (d) is valid. 

Now in order to prove our Lemma it is enough to show that, choosing a suitable 

natural number t, (c) is also true. Since B is a permutation automaton thus (A (d))p = 
= A(d) holds for arbitrary d£D and p£F(X). Therefore, it is easy to prove that for 
any d£D and p£F(X), 

[A(d)Y = A (dp). (2) 

By this equality (2), we can use the notation A(d)(d£D) for the elements of r. 

For any A(d)£T, let <Pj(d) be the one-to-one mapping of <1, 2, ..., A (d)) onto 
A (d) determined by C j . Moreover, let ip' be the AL4-homomorphism of a suitable 
connected ^-subautomaton of A" onto B * C . Since this subautomaton is strongly 
connected permutation automaton (see Theorem 2) thus the number of elements 
of arbitrary class of the partitition induced by ip' is the same natural number tx. 

Denote by C the state set of C and let / = t x • A(d) • C (d£ D). 
For arbitrary state (A (d), cx , c) of B ^ C ^ C , let 

/ ' - i ' 
Q(A(d),c1,c) = ((a1,a2,...an.t)\ U {V((ai.n+1, •••> «(i+D.n))) = 

¡ = 0 

= A(d)XC,V((a1,...,an)) = (4>AW(c1),c)). (3) 

We show that for any pair (A (d), c1} c), (A (d'), c[, c'), 

(A(d), Cl, c) * (A(d'), ci, O Q(A(d), Cl, c)DQ(A(d'), ci, c) = 0. (4) 

Assume that A(d)^A(d'). Then it can also be assumed that there exists a 
b£A(d) with b$A{d'). Take a state (a{,..., O f rom A" such that ip'((a{, ..., < ) ) € 
€ ( 6 ) X C . Then, by (3), every element (au ..., an.t) of Q(A (d), c,, c) has a par t 
(a,-.„+i, ..., fl(i+i).„) (O^i^t-1) which is equal to (a'{, ..., al), and for any element 

, ia[, ...,a'n.t) of Q(A(d'),ci,c') we have (a'j.H+1, ..., a'a+1).n)^(a'{, ..., cQ (j= 
= 0, 1, . . . , / — 1). Therefore (4) is true. 

Let A(d) = A(d') and assume that (c l5 c)yi(ci, c). Then by (3) for any pair 
(fix, a2, ..., an.,)eQ(A (d), c 1 : c), (a[, a'2, ..., an.t)£Q(A(d'), c[, c') we . have that 
(alt ..., an)^(a[, ..., a'n). This completes the proof of (4). 

Let us show that for any state (a l 3 a2,..., a„.t) of the -direct power A" ' ' defined 
by (3) and for any input word p£F(X) 

(«!, a2,..., a„,t)£Q(A(d), c l 5 c) (ax, ..., a„.,)-peQ((A(d), cu c)-p). (5) 

Since B and B * C are permutation automata thus 

. (V(d,P))(d£D,PeF(X))((AWp = W ) , W ^ C ) " = ¿ ( f i x C ) , 
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i.e. ( J ( r f ) X C ) p = ( J ( d ) ) p X C . Thus for arbitrary element (ax, a,, 
Q(A(d), c l 5 c) we have 

U (V((ai .n+1',...,au + 1).„)-p)) = (A(d))"XC. 
i = 0 

F r o m ( a x , . . . , a„. ,)£ Q(A (d), c x , c) and (3) 

V((ai, a2, ..., a„)-p)= (<Pj(d).p(ci), c ' ) . 

where c[ and c' are the second and third components of (A (d), c 1 ; c)-p. Hence 
used the definition (3) implies the (6) and (7) the (5) is valid, too. 

F rom (4) and (5) we have that an / i -subautomaton of /4-direct power A" ' ' c a n 
be mapped M/4-homomorphically onto Bj *'C2 * C. The classes of this homomorph i sm 
are represented by definition (3). This completes the proof of Lemma 1. 

The following holds. 
Lemma 2. Let (B, C) be an Si?-system of a connected permutat ion au tomaton 

A and assume that C has fewer states than A. Then it can be found an STi-system 
(B' C ' ) of A such tha t 

(a) B ' is Af/4-isomorphic to a strongly connected y4-subautomaton of B, 
(b) using (IV) C ' can be constructed as the second component of an &R-system 

of A, 
(c) C ' has not more states than C, ' 
(d) B ' * C ' is strongly connected, 
(e) B * C realises B ' * C ' . 

Proof. Let i]/ be an A-homomorphism of an y4-subautomaton M of B * C o n t o 
A and take a fixed state (b 0 , c0) of M . Since A is strongly connected thus it can be 
assumed that M is also strongly connected. 

Let B = B (X, B, Y, SB, AB) and take 

A(b0) = (*P(b0,c)\c£C), and A{b) = (A(b0))" (8) 

where b=b0p (b£B,p£F(X) and C is the state set of C). 
Since M is strongly connected thus A (b0) is non-empty. Therefore, T = 

=((A(b0))p\p€F(X)) is a cover of A. 
Denote by (Bj, C ' ) an S7?-system of A belonging to r . By (8) and the construc-

tion of r , it can be seen tha t C ' satisfies conditions (b) and (c) of Lemma 2. 
Now let us define the au tomaton B ' = B ' ( X , B', FxX, 6B,, in the following -

way: B' = (b\b=b0p,p£F(Xy) and for any x£X and b£B, SB.(b, x) = 8B(b, x) and 
>.B,(b,x) = {A (b),x). 

By our construction, it is clear that (B' , C ' ) is an ^ - s y s t e m of A; fur thermore , 
conditions (a) and (d) of Lemma 2 is satisfied. 

Again, since A is a permutat ion au tomaton thus 

. [A(b)Y = A (bp) ' (9) 
for any b£B' and p£F(X). 

For any (b, k) €B' X <1, 2 , . . . , J(Z>}>, take 

Q(b, k) - ((b, c)\ceC, 4>{(b, c)) = <PA(b)(k)) (10) 

...,an.,) o f 

(6> 

<7> 
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where ^am's the one-to-one mapping of (1, 2, ..., A (b)) onto A (b) determined by 
C ' . By (9), the set Q(b, k) given by (10) is defined for any (6, k) f rom fi'X<l, 2, 

. . . ,max A(b)). On the other hand, since the mappings (1, 2, ..., ¿1 (6))-» 
btB-

- A ( b ) defined by C' are 1—1 thus the sets Q(b,k){bZB',k£{ 1, ...,A(b))) forms 
a partition of a given subset of BxC. Taking into consideration that tp is a homomor-
phism this partition can be induced by a homomorphism t¡/' onto B ' * C ' because of 
(9). Therefore, B * C realizes B' C which ends the proof of Lemma 2. 

It can be proved that if A is an permutation automaton with n states then none 
of the strongly connected /1-subautomata of A" has more states than n \ Thus the va-
lidity of (IV) follows from. 

Theorem 3. Let n and I be natural numbers with 1 Moreover, assume 
that the connected permutation automaton A with n states has an S/?-system (Ax, . . . , 
..., Am) of rank /. Then, using (IV), we get an Sft-system (B l 5 ..., B,„) of A with 
rank not exceeding / such that A" has an A-subautomaton which can be mapped 
My4-homomorphically onto Bx * . . . * Bra. 

Proof. Let B,„+1 an automaton with one state having the same input set as A; 
moreover, under any input signal x, B m + 1 produces the same output signal x. 

Let B = A, C = Bm + 1 and i = m. It is clear hat for any (B, C) and natural i, the 
conditions of Lemma 1 are satisfied. By Lemma 2, it can be assumed that for the 
pair (D 0 ,Bm ) ( D 0 = B 1 ; B m = C 1 ) given at the first step of (IV), D 0 * B m is strongly 
connected, i.e., A"'f has a strongly connected /1-subautomaton which can be map-
ped Afv4-homomorphically onto D 0 * B m . Since B = A thus (D0 , Bm) is an STÎ-system 
of A; i.e., we can disregard B m + 1 . 

Using Theorem 1, there is an /l-subautomaton of A" which can be mapped MA-
homomorphically onto. D 0 * B m . Thus the system B = D 0 , C = Bm , i=m— 1 satisfies 
the conditions of Lemma 1. 

By Lemma 2, it can be assumed that for any pair (Dx , B,„_1) obtained at the 
second step of (IV), D 1 * B m _ 1 is strongly connected. Again, using Lemma 2, it 
can also be shown that D 1 * B m _ 1 * B m is strongly connected. This, by Theorem 1, 
implies that A" has a strongly connected /4-subautomaton which can be mapped 
/W/f-homomorphicaliy onto D 1 * B m _ 1 * B m . Therefore, thé system B = D , , C = 
= B m _ 1 * B m , i=m—2 satisfies the conditions of Lemma 2. Repeating this procéss, 
we get an &R-system (B1 ; ..., Bm) of A such that 

(a) A, realizes B2 and the number of states of Bx and Bj ( / = 2 , ..., m) do not 
exceed /, 

(b) A" has an /4-subautomaton which can be mapped M/l-homomorphically 
onto Bi * . . . * Bm , 

(c) the system (B1 ; ..., Bm) (except one-state components) can be given by 
applications of (IV). 

This completes the proof of Theorem 3 and at' the same time we proved that 
our process is right. 

We now show the validity of. 
Theorem 4 (see [2])."There exists an automaton A with four states such that A 

can be realized by .a superposition of three automata having fewer states than A 
but no superposition of two automata having fewer states than A realizes A. 
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Proof. Let A = A ( X , A, AXX, d, J.) be the a u t o m a t o n with X=(xx, x2) given 
by the t r ans i t ion table be low 

Ô 

Ű1 a2 a2 

"ű2 03 

as a4 öi 

fl4 öi a 4 

T h e AXX-+AXX o u t p u t f u n c t i o n induces t h e identical m a p p i n g . 
I t c an be p roved easily t h a t any cover of A has a t least f o u r e lements . There-

fore , us ing a resul t by M . Yoel i [7], A c a n n o t be real ized as a supe rpos i t ion of two 
a u t o m a t a hav ing fewer states t h a n A. 

N o w take, an S7?-system ( B t , A3) be long ing to t h e cover r0-((al, a2)p\p 6 F(X)) of 
A. F u r t h e r m o r e , let (A , , A2) be an ¿ R - s y s t e m belonging to the cover J \ = {{{ax, a2), 
{a3, a4))"\p£F(X)) of B j . By the cons t ruc t ions of T 0 a n d r l f it can be p ro v ed easily 
t h a t A 1 ; A2 a n d A 3 have fewer s tates t h a n four . Th i s ends the p roo f of T h e o r e m 4. 
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