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## Introduction

Each context-free grammar $G$ can be transformed into a Chomsky-normalform (CNF) and into a Greibach-normalform (GNF) without changing the languages generated by the grammars. Our interest does not concern the invariance of the languages under such transformations but the ambiguity of the grammars, the multiplicity of words relative to the grammars and relations between pairs of grammars. Syntactical transformations of languages are induced by the grammars. Therefore, it should be of interest, if certain syntactical transformations between languages transform in a natural manner with the normal form transformations. The role of monoid homomorphisms in connection with rational transformation is played by functors between the syntactical categories of grammars in connection with tree transformations.

In this paper we define three different transformations $\tau_{1}, \tau_{2}$ and $\tau_{3}$ of grammars in CNF into GNF. $\tau_{1}$ produces productions with one terminal and at most two non-terminals in the range of the productions. $\tau_{2}$ and $\tau_{3}$ generate productions $p$ with maximally two resp. three non-terminals and one terminal on each side of the range $(p)$.
$\tau_{1}$ has been considered for the first time in a technical report 1967 by S. Greibach. One finds it again in [GR] (1975). Implicitely the construction is contained in [Ho 2] (1974) too. $\tau_{2}$ and $\tau_{3}$ seem to be studied here the first time.

Geller, Harrison and Havel showed in [GE-HA], that for each $L R(k)$ language there exist a $L R\left(k^{\prime}\right)$ grammar in GNF with $k^{\prime}=k$ for $k \geqq 1$ and that there exist $L R(0)$ languages for which one has always $k^{\prime} \geqq 1$. But they did not use the simple transformation $\tau_{1}$.

We show that $\tau_{1}, \tau_{2}$ and $\tau_{3}$ preserve unambiguity and do not increase multiplicities. But there exist grammars for which the multiplicity decreases. Non $L R(k)$ grammars may be transformed into $L R(k)$ grammars.

We show that functors between the syntactical categories of the grammars $G_{1}$ and $G_{2}$ are transformed into functors between the syntactical categories between the grammars $\tau_{1}\left(G_{1}\right)$ and $\tau_{1}\left(G_{2}\right)$.

With the same methods we show in a following paper, that $\tau_{1}{ }^{\prime}$ preserves $L L(k)$ for all $k$ and $L R(k)$ for $k \geqq 1$ and that $L R(0)$ is transformed into $L R(1)$. The proofs for both properties are nearly identical. From this paper we use the unambiguity lemma for the existence of well formed decompositions of morphisms (classes of derivations) in products of ( $t, 1$ )-prime derivations. $\tau_{2}$ and $\tau_{3}$ may destroy the $L R$ and $L L$ properties. This means that transformations inverse to $\tau_{2}$ and $\tau_{3}$ may eventually transform non $L R(k)$ grammars into such grammars.

Because until now we do not know much about transformations which transform certain grammars of $L R(k)$ languages into $L R(k)$ grammars the relations $\tau_{2}^{-1}, \tau_{3}^{-1}$ may be of interest.

For certain transformations from general context-free grammars into• CNF the $L R$-invariance has been showed by $[\mathrm{BE}]$ (1976) and $[\mathrm{SCH}]$ (1973).

We use the notation of $x$-categories or syntactical categories as defined in [ $\mathrm{Ho}-\mathrm{Cl}$ ]. An introduction in related questions the reader may find in [A-ULL] or [SA].

## Definitions and preliminaries

In the following $T$ is the terminal and $Z$ the variable alphabet, and $S$ is the axiom of the context-free grammar $G$. We assume that the set $P$ of productions of $G$ is in Chomsky normal form. This means that for $f \in P$ we have

$$
f=\left(z, z_{1} z_{2}\right) \quad \text { or } f=(z, t)
$$

where, as always in this paper, $z, z_{1}, z_{2}$ are in $Z$ and $t$ in $T$. We assign to $G$ the free $x$-category $F(G)$; that means that we wish to calculate with derivations of $G$, or - more precisely formulated - we wish to calculate with the classes of inessentially different derivations of $G$. We write

$$
w \underline{f} u \quad \text { and } \quad D(f)=w, \quad C(f)=u
$$

if $f$ is a derivation class from $w$. to $u$. $w$ is the domain and $u$ the codomain of $f$. From

$$
\underset{\sim}{f} u \quad \text { and } \quad w^{\prime} \xrightarrow{g} u^{\prime}
$$

we from

$$
w w^{\prime} \xrightarrow{f X_{g}} u u^{\prime}
$$

the class of derivations we get from $f$ and $g$ by doing the derivations $f$ and $g$ in parallel.

We form

$h=g \circ f$
by executing first $f$ and then $g$ if $C(f) \doteq D(g)$.
For $F(G)$ we also write $\dot{F}(P)$ where $P$ is the production set of $G$, and we write

$$
\begin{aligned}
& w \underset{P}{\longrightarrow} v \\
& w \xrightarrow{f} v
\end{aligned}
$$

if there exists $f \in F(P)$ such that
holds.
Now we study as in [Ho 2] special derivations which are related to canonical derivations of words $u w$ with $u \in T^{*}$ and $w \in Z^{*}$. These special derivations will be used to construct the productions in our normal form grammars.

Definition. A derivation $f$ in Chomsky normalform

$$
z \stackrel{f}{f} u w v, u \in T^{*}, v \in T^{*}, w \in Z^{*}
$$

is called $(u, v)$-prime if from

$$
f=\left(1_{u} \times g \times 1_{v}\right) \circ h
$$

it follows that $g=1_{w}$.
This means that $f$ is $(u, v)$-prime if $f$ is a shortest derivation which generates from $\dot{z}$ a word which begins with the terminal symbols $u$ and ends with the terminal symbols $v$ and has only nonterminal symbols (possibly none) between.

As we will see later, of special interest are the cases

1. $u=1, v \in T$,
2. $u \in T, v=1$,
3. $u \in T, v \in T$.

Let

$$
B(z, u, v)=\left\{w \in Z^{*} \mid \text { there exists. } z \xrightarrow{f} u w v, f(u, v) \text {-prime }\right\}
$$

In [Ho 2] we showed that $B(z, u, 1)$ is a regular set for all $u \in T^{*}$. By symmetry arguments it follows that $B(z, 1, v)$, too, is a regular set for $v \in T^{*}$.

For $f(u, v)$-prime $u, v \in T$ we have a decomposition

$$
f=\left(1_{u} \times 1_{w} \times g\right) \circ h, \quad \dot{w} \in Z^{*}
$$

such that $h$ is $(u, 1)$-prime and $g$ is $(1, v)$-prime.
On the other hand $f$ is $(u, v)$-prime for all $(u, 1)$-prime $h$ and $(1, v)$-prime $g$. We define for $L \subset Z^{*}$ and $x \in Z^{*}$
and

$$
L_{x}=\left\{w \in Z^{*} \mid w x \in L\right\}
$$

$$
{ }_{x} L=\left\{w \in Z^{*} \mid x w \in L\right\} .
$$

With this notation we have

Now, the relation $w_{1} \equiv w_{2} \Leftrightarrow L_{w_{1}}=L_{w_{2}}$ is the well known syntactical congruence (i.e., left invariant equivalence relation): For regular sets $L$ there are only a finite
number of these congruence classes where each class is also a regular set. From this we conclude that $[B(z, t, 1)]_{y}$ is a regular set and thus that $B(z, t, r)$ is regular for all $t, r \in T \cup\{1\}$.

Lemma 1. The set

$$
B=\left\{x[B(z, t, r)]_{y} \mid z \in Z, x \in Z^{*}, y \in Z^{*}\right\}
$$

is a finite set of regular sets for all $t, r \in T \cup\{1\}$.
Proof. We know from the above discussion that $B(z, t, r)$ is regular. We know also that

$$
A=\left\{[B(z, t, r)]_{y} \mid y \in Z^{*}, z \in Z\right\}
$$

is a finite set of regular sets.
Now as one sees immediately

$$
\left[{ }_{p} L_{q}\right]_{s}={ }_{p} L_{s q}, \cdot{ }_{s}\left[{ }_{p} L_{q}\right]={ }_{p s} L_{q}
$$

Therefore we conclude from the finiteness of the set $A$, that $B$ is also finite and from the regularity of the elements of $A$, that the elements of $B$ are regular. This finishes our proof.

Lemma 2. For

$$
u, v \in T^{*}, \quad z \in Z \quad \text { and } \quad t, r \in T
$$

it follows that

$$
\begin{aligned}
B(z, u t, r v) & =\sum_{x, y \in Z} B(x, t, 1)_{x}[B(z, u, v)]_{y} B(y, 1, r) \\
& \cup \underbrace{}_{x \in B(-, u, v) \cap Z} B(x, t, r) .
\end{aligned}
$$

$B(z ; u t, r v)$, then, is regular.
Proof. Let $f$ be a (ut, rv)-prime derivation with $D(f)=z$. Then $f$ can be decomposed into

$$
f=\left(1_{u} \times g \times 1_{v}\right) \circ h
$$

such that $h$ is $(u, v)$-prime.
Now we discuss the two cases corresponding to $D(g) \in Z^{m}$ for $m \geqq 2$ and $D(g) \in Z$; these are the only two possibilities, since $G$ is in Chomsky normal form.

1. For this case $g$ can be decomposed into

$$
g=g_{1} \times 1_{w} \times g_{2}
$$

Here $g_{1}$ is $(t, 1)$-prime and $g_{2}$ is $(1, r)$-prime. Otherwise $f$ would not be $(u t, r v)$ prime. Let $D\left(g_{1}\right)=x, D\left(g_{2}\right)=y$. Then we have

$$
C(h)=u x w y v, \quad \text { where } \quad x w y \in B(z, u, v)
$$

Further, let $C\left(g_{1}\right)=t w_{1}$ and $C\left(g_{2}\right)=w_{2} r$. Then we have $w_{1} \in B(x, t, 1), w_{2} \in B(y, 1, r)$ and for $C(f)=u t \tilde{w} r v$ the following holds:

$$
\quad \tilde{w}=w_{1} w w_{2} \in B(x, t, 1) \cdot{ }_{x}[B(z, u, v)]_{y} \cdot B(y, 1 ; r)
$$

2. För this case $g$ can be decomposed into

$$
g=\left(1_{t} \times 1_{w_{1}} \times g_{2}\right) \circ g_{1}
$$

with $g_{1}(t, 1)$-prime and $g_{2}(1, r)$-prime. Then for $C\left(g_{1}\right)=t w_{1} y, C\left(g_{2}\right)=w_{2} r, C(f)=$ $=$ utwro and $C(h)=u x v$ we have for $y \in Z$

$$
w=w_{1} \cdot w_{2} \in[B(x, t, 1)]_{y} \cdot B(y, 1, r) \subset B(x, t, r)
$$

From case 1 and case 2 we conclude that the left part of the equation in our lemma is contained in the right part. This completes the proof in one direction.

The inclusion in the other direction follows directly from the following facts. For $g_{1}(t, 1)$-prime and $g_{2}(1, r)$-prime and $h(u, v)$-prime, then if the product -

$$
f=\left(1_{u} \times g_{1} \times 1_{w} \times g_{2} \times 1_{v}\right) \circ h
$$

is defined where $w \in Z^{*}, f$ is $(u t, r v)$-prime. This means that each $B(x, t, 1)[B(z, u, v)]_{y}$. $B(y, 1, r)$ is contained in $B(z, u t, r v)$. For $x \in B(z, u, v)$ it is clear that $B(x, t, r) \subset$ $\subset B(z, u t, r v)$. This completes the proof of the lemma.

This lemma nearly gives us a recursive equation for calculating the sets $B(z, u, v)$. The importance of these sets follows from the obvious

Theorem 1.

$$
w=u \cdot v \in L \Leftrightarrow 1 \in B(S, u, v) .
$$

This means that the word problem $w \in L$ can be reduced to the problem of whether 1 is in a regular set. We are here not interested in developing this direction further, however. For our purposes of constructing a normal form grammar we do not need a complete recursive definition of the $B(z, u, v)$.

To construct the productions of our normal form grammars we will use the ( $u, v$ )-prime derivations of the free $x$-category $F(G)$ for the special case that $u, v \in T$ rather than $T^{*}$. If, for example, $S \xrightarrow{f} u w v$ is sụch a $(u, v)$-prime derivation, we could include a production of the form $S \rightarrow u R v$ in one of our normal form production systems, $\mathscr{P}$, where $R=B(S, u, v)$. Then for any such new variable $R$ we would also have to introduce productions of the form

$$
R \rightarrow t \cdot B(R, t, r) \cdot r
$$

into $\tilde{P}$ representing the class of all $(t, r)$-prime derivations from the set $R \subset Z^{+}$ in $P$. Here $B(R, t, r)$ is a simple extension of the definition of $B(z, t, r)$ :

$$
B(R, t, r)=\{\tilde{w} \mid w \xrightarrow{f} t \tilde{w} r \text { is }(t, r) \text {-prime and } w \in R\} .
$$

To see that this process of constructing productions for $\widetilde{P}$ can be continued with the $B(R, t, r)$ sets we give the following lemma which one can easily prove.

Lemma 3. For $t, r \in T$ and $R \subset Z^{+}$

$$
\begin{gathered}
B(R, t, r)=\underbrace{}_{x, y \in Z} B(x, t, 1)_{x}[R]_{y} B(y, 1, r) \\
\cup \underbrace{}_{x \in R \cap Z} B(x, t, r) .
\end{gathered}
$$

This lemma gives us a way to factor the set $B(R, t, r)$ into the regular sets we introduced earlier. Thus we are now able to generate all codomain sets of derivations $f \in F(G)$, where each such $f$ is a product in " 0 " and " $X$ " of prime derivations, from the domain sets

$$
{ }_{p}[B(z, t, r)]_{q}, \quad t, r \in T \cup\{1\}, \quad t \cdot r \neq 1
$$

where length $(p)$-length $(q)$ for $p, q \in Z^{*}$. From Lemma 1 it follows that ${ }_{p}[B(z, t, r)]_{q}$ is a tinite set of regular sets. More precisely formulated, from Lemma 3 we can select the following classes of derivations from $F(P)$ for all $p, q \in Z^{*}$, length $(p)=\operatorname{length}(q)$ and $x, y \in Z, u, v \in T$, and $t, r \in T \cup\{1\}, t \cdot r \neq 1$ :

$$
\begin{gather*}
S \rightarrow t \cdot B(S, t, r) \cdot r, \\
{ }_{p}[B(z, t, r)]_{q} \rightarrow u \cdot B(x, u, 1) \cdot{ }_{p x}[B(z, i, r)]_{y q} \cdot B(y, 1, v) \cdot v, \\
{ }_{p}[B(z, t, r)]_{q} \rightarrow u \cdot B(x, u, v) \cdot v, \quad x \in_{p}[B(z, t, r)]_{q} \cap Z .
\end{gather*}
$$

Each of the classes $\left(P^{\prime} 1\right),\left(P^{\prime} 2\right)$ and $\left(P^{\prime} 3\right)$ represents an entire set of derivations generated from the choices of $p, q, r, t, u, v, w, x$, and $y$. Clearly, many of these choices will lead to empty sets. However, it is evident that each of these classes is finite (since $B(z, t, r)$ is a regular set, the congruence relation established by ${ }_{p}[B(z, t, r)]_{q}$ for all $p, q \in Z^{*}$ is of finite index). T'arefore, we can use these derivations as the basis for constructing the productions $\widetilde{P}$ of our normal form grammars. Before constructing such a normal form production system, however, we must convince ourselves that every. derivation class in $F(P)$ can be decomposed as above.

## Well formed decompositions of derivations

Now we consider normal forms of derivations for any context-free grammar $G$ in Chomsky normal form using the $x$-categorical expressions which define derivations. We show that each class $f$ of derivations has exactly one normal form derivation which we will call well formed (w.f.).

Definition. A decomposition $f=f_{n} \circ \ldots \circ f_{1}$ with $D(f) \in Z$ and

$$
f_{i}=f_{i, 1} \times \ldots \times f_{i, m_{i}} \text { for } i=1, \ldots, n
$$

is well formed if conditions ( $W 1$ ), (W2) and (W3) hold.
See Fig. 1 for ( $W 1$ ) and Fig. 2 for ( $W 2$ ).
(W1) $D\left(f_{i, l}\right) \in Z \cup T$. If. $D\left(f_{i, l}\right)=t \in T$ then $f_{i, l}=\mathbf{I}_{t}$. If $D\left(f_{i, l}\right) \in Z$ then $f_{i, l}$ is $(t, r)$-prime with $t, r \in T \cup\{1\}$ and $t \cdot r \neq 1$.
(W2) Let

$$
f_{i+1} \circ f_{i}=F_{1} \times \ldots \times F_{m_{i}}
$$

be the uniquely determined decomposition with $D\left(F_{i}\right) \in Z \cup T$ for $i=1, \ldots, m_{i}$, and

$$
F_{l}=\left(H_{1} \times \ldots \times H_{m} \times H \times G_{m} \times \ldots \times G_{1}\right) \circ f_{i, t}
$$


$f_{22} \quad\left(t_{22}, 1\right)$-prime, $\begin{aligned} & f_{21}=1_{t_{1}}, f_{25}=1_{r_{1}}, \\ & \left.f_{24}, f_{22}\right) \text {-prime }, f_{23} \quad\left(t_{23}, r_{23}\right) \text {-prime }\end{aligned}$
Fig. 1

with $H=1$ for $j_{l+1}-j_{l}=o(2)$
Fig. 2
be the uniquely defined decomposition with $D\left(H_{i}\right) \in Z \cup T, D\left(G_{i}\right) \in Z \cup T, D(H) \in Z \cup$ $\cup\{1\}$ and $f_{i, l}\left(t_{1}, r_{1}\right)$-prime. Then it follows that $H_{1}=1_{t_{1}}, G_{1}=l_{r_{1}}$ for $t_{1}, r_{1} \in T \cup\{1\}$, $t_{1} \cdot r_{1} \neq 1$ and

$$
\begin{array}{ll}
H_{i} \text { is }\left(t_{i}, 1\right) \text {-prime, } & t_{i} \in T, \\
G_{i} \text { is }\left(1, r_{i}\right) \text {-prime, } & r_{i} \in T
\end{array}
$$

for $i=2, \ldots, m$, and $H=1$ for length $\left(C\left(f_{i, 1}\right)\right)$ even; for length $\left(C\left(f_{i, 1}\right)\right)$ odd $H \in P$ (the set of productions of the underlying grammar) with $C(H) \in T^{+}$, or $H$ is ( $t_{m+1}, r_{m+1}$ )-prime with $t_{m+1}, r_{m+1} \in T$.
(W3) $f_{1} \in P$ and $f_{1}$ is terminal, or $f_{1}$ is $(t, r)$-prime with $t, r \in T$.
Lemma 4. Let $F(P)$ be the free $x$-category generated by the context-free production system $P$ in Chomsky normal form. For each $f \in F(P)$ there exists exactly one (w.f.)-decomposition of $f$ if $D(f) \in Z$ and $C(f) \in T^{+}$.

Proof.. Let

$$
z \stackrel{\stackrel{f}{f}}{w} w, z \in Z, w \in T^{+} .
$$

If $f \in P$, then $f$ is terminal and $f$ is a unique (w.f.)-decomposition of itself.
Now assume $f \notin P$. Then we can write $w=t w^{\prime} r$ with $t, r \in T$ and $w^{\prime}$ uniquely determined by $t$ and $r$. Therefore there exists a unique decomposition

$$
f=\left(1_{t} \times h \times 1_{r}\right) \circ f_{1}
$$

such that $f_{1}$ is $(t, r)$-prime. We decompose

$$
h=H_{2} \times \ldots \times H_{k} \times H \times G_{k} \times \ldots \times G_{2}
$$

such that $D\left(H_{i}\right) \in Z, D\left(G_{i}\right) \in Z$ and $H=1$ or $D(H) \in Z$ for $k \geqq 2$.
Again this decomposition is unique, if it is possible. If it is not possible to decompose $h$ in this way then $h=1$ and $f=f_{1}$; that is, one has
with

$$
f=f_{1}=\left(g_{1} \times g_{2}\right) \circ g_{3}
$$

$$
z \xrightarrow{g_{3}} z_{1} z_{2}, \quad z_{1} \xrightarrow{g_{1}} t, \quad z_{2} \xrightarrow{g_{2}} r
$$

productions in $P$, and our lemma holds in this case.
Now with $h$ decomposed as shown,
for $i=2, \ldots, k$ and

$$
\dot{z}_{i} \xrightarrow{H_{i}} w_{i}, y_{i} \xrightarrow{G_{i}} v_{i}, w_{i}, v_{i} \in T^{+}
$$

$$
x \xrightarrow{H} u, \quad u \in T^{+}
$$

for $H \neq 1$.
For $i=2, \ldots, k$ we can decompose the derivations uniquely as

$$
\begin{gathered}
H_{i}=\left(1_{t_{i}} \times h_{i}\right) \circ f_{2, i}, \\
G_{k+2-i}=\left(g_{i} \times l_{r_{i}}\right) \circ f_{2, k+i}
\end{gathered}
$$

in the case that $H=1$. Here $f_{2, i}$ is $\left(t_{i}, 1\right)$-prime and $f_{2, k+i}$ is $\left(1, r_{i}\right)$-prime. In the case $H \neq 1$ we have the same decomposition for $H_{2}, \ldots, H_{k}$ but
and

$$
H=\left(1_{t} \times h^{\prime} \times 1_{r^{\prime}}\right) \circ f_{2, k+1}, \quad t^{\prime}, r^{\prime} \in T
$$

$$
G_{k+2-i}=\left(g_{i} \times 1_{r_{i}}\right) \circ f_{2, k+1+i}
$$

for $i=2, \ldots, k$, where $f_{2, k+1}$ is $\left(t^{\prime}, r^{\prime}\right)$-prime and $f_{2, k+1+i}$ is ( $1, r_{i}$ )-prime.
We now iterate this construction by applying it to the $h_{i}, g_{i}$ and $h^{\prime}$ in the same way as we did to $h$, and so on.

After a finite number of steps we get the uniquely determined (w.f.)-decomposition of $f$.

## The first normal form transformation

Using the result of lemma 4 we now derive a production system from the relations ( $\left.P^{\prime} 1\right),\left(P^{\prime} 2\right)$ and ( $P^{\prime} 3$ ).

We write

$$
B \rightarrow B^{\prime}
$$

for $B, B^{\prime} \subset(Z \cup T)^{*}$ iff for each $w \in B^{\prime}$ there exists a $u \in B$ such that $u \rightarrow w$ in the usual sense holds. It follows directly that

$$
B \rightarrow\{u\}
$$

for $u \in B$. For simplicity we identify $u$ with $\{u\}$. Using this relation and the transitive closure property of derivations one has

$$
{ }_{p}[B(z, t, r)]_{q} \rightarrow s
$$

for $x \in_{p}[B(z, t, r)]_{q}$ and $x \rightarrow s$.
Let $V^{\prime}$ be an alphabet and $v$ a mapping into $V^{\prime}$ which is defined on

$$
U=\left\{(z, t, r, p, q)|z \in Z ; t, r \in T \cup\{1\}, t \cdot r \neq 1,| p, q \in Z^{*}, \text { length }(p)=\text { length }(q)\right\}
$$

such that

$$
v(z, t, r, p, q)=v\left(z^{\prime}, t^{\prime} r^{\prime}, p^{\prime}, q^{\prime}\right)
$$

iff

$$
{ }_{p}[B(z, t, r)]_{q}={ }_{p^{\prime}}\left[B\left(z^{\prime}, t^{\prime}, r^{\prime}\right)\right]_{q^{\prime}}
$$

From lemma 1 we know that such an alphabet $V^{\prime}$ and such a mapping $v$ can be constructed effectively and that $V^{\prime}$ is finite. Let $\tilde{V}=V^{\prime} \cup\{S\}$ be the nonterminal alphabet of our normal form. For $v(z, t, r, 1,1)$ we write simply $v(z, t, r)$.

Using ( $P^{\prime}, 1$ ) we construct the productions. ( $\widetilde{P}, 1$ ) as $(\widetilde{P}, 1) S \rightarrow u$ for $u \in T \cup T^{2}$ and $S \stackrel{*}{\rightarrow} u$.

$$
S \rightarrow t \cdot v(S, t, r) \cdot r \text { for } B(S, t, r) \neq \emptyset
$$

We define ( $\tilde{P}, 2$ ) as follows.

$$
\begin{align*}
& v(z, t, r, p q) \rightarrow u \cdot v(x, u, 1) \cdot v(z, t, r, p x, y q) \cdot v(y, 1, w) \cdot w  \tag{P}\\
& \text { for } B(x, u, 1) \cap Z^{+} \neq \emptyset, \quad B(y, 1, w) \cap Z^{+} \neq \emptyset, \quad{ }_{p x}[B(z, t, r)]_{y v} \cap Z^{+} \neq \emptyset,
\end{align*}
$$

$(\tilde{P}, 22) \quad v(z, t, r, p, q) \rightarrow u \cdot v(x, u, 1) \cdot v(y, 1, w) \cdot w$ for $\quad 1 \epsilon_{p x}[B(z, t, r)]_{y q}, \quad B(x, u, 1) \cap Z^{+} \neq \emptyset, \quad B(y, 1, w) \cap Z^{+} \neq \emptyset$,
$(\widetilde{P}, 23) \quad v(z, t, r, p, q) \rightarrow u \cdot v(\dot{z}, t, r, p x, y q) \cdot v(y, 1, w) \cdot w$ for $1 \in B(x, u, 1), \cdot{ }_{p x}[B(z, t, r)]_{y q} \cap Z^{+} \neq \emptyset, \quad B(y, 1, w) \cap Z^{+} \neq 0$,
$(\tilde{P}, 24) \quad v(z, t, r, p, q) \rightarrow u \cdot v(x, u, 1) \cdot v(z, t, r, p x, y q) \cdot w$ for $1 \in B(y, 1, w), \quad B(x, u, 1) \cap Z^{+} \neq \emptyset, \quad{ }_{p x}[B(z, t r)]_{y q} \cap Z^{+} \neq 0$,
$\dot{( } \tilde{P}, 25) \quad v(z, t, r, p, q) \rightarrow u \cdot v(x, u, 1) \cdot w$
for $1 \epsilon_{p x}[B(z, t, r)]_{y q} \cdot B(y, 1, w), \quad B(x, u, 1) \cap Z^{+} \neq 0$,
$(\tilde{P}, 26) \quad v(z, t, r, p, q) \rightarrow u \cdot v(z, t, r, p x, y q) \cdot w$
for $\quad 1 \in B(x, u, 1) \cdot B(y, 1, w), \quad{ }_{p x}[B(z, t, r)]_{y q} \cap Z^{+} \neq 0$,
$(\tilde{P}, 27) \quad v(z, t, r, u, v) \rightarrow \boldsymbol{u} \cdot v(y, 1, w) \cdot w$
for $\quad 1 \in B(x, u, 1) \cdot{ }_{p x}[B(z, t, r)]_{y q}, \quad B(y, 1, w) \cap Z^{+} \neq \emptyset$,
$(\widetilde{P}, 28) \quad v(z, t, r, p, q) \rightarrow u \cdot w$
for $1 \in B(x, u, 1) \cdot{ }_{p x}[B(z, t, r)]_{y q} \cdot B(y, 1, w)$.
We set

$$
(\tilde{P}, 2)=\bigcup_{i=1}^{8}(\tilde{P}, 2 i)
$$

We now define the productions ( $\widetilde{P}, 3$ ).
$(\widetilde{P}, 3) \quad v(z, t, r, p, q) \rightarrow u \cdot v(x, u, w) \cdot w$

$$
\begin{aligned}
& \text { for } \quad x \in_{p}[B(z, t, r)]_{q} \cap Z \quad \text { and } \quad B(x, u, w) \cap Z^{+} \neq 0, \\
& v(z, t, r, p, q) \rightarrow u \cdot v \\
& \text { for } \quad x \in_{p}[B(z, t, r)]_{q} \cap Z, \quad 1 \in B(x, u, w), \\
& v(z, t, r, p, q) \rightarrow u \\
& \text { for } \quad x \in_{p}[B(z, t, r)]_{q} \cap Z, \quad(x, u) \in P .
\end{aligned}
$$

We define

$$
\widetilde{P}=(\tilde{P}, 1) \cup(\widetilde{P}, 2) \cup(\widetilde{P}, 3)
$$

and

$$
\tilde{G}=(\tilde{V} \cup T, T, \tilde{P}, S)
$$

We write

$$
\widetilde{G}=\tau_{\mathbf{3}}(G)
$$

$\tau_{3}$ is our first normal form transformation.
Let

$$
L=L(G), \quad \tilde{L}=L(\tilde{G})
$$

be the languages generated by the grammars $G$ and $\tilde{G}$, respectively.

## Lemma 5.

$$
\tilde{L} \subset L .
$$

Proof. We construct a functor from the free $x$-category $F(\widetilde{P})$ into the monoidal category of the relations

$$
B \rightarrow B^{\prime} \text { for } B, B^{\prime} \subset(Z \cup T)^{*}
$$

which are induced by the production set $P$.
Let $\mathfrak{Q l}$ be the power set of $(Z \cup T)^{*}$; then we define the monoid homomorphism by setting

$$
\begin{gathered}
\varphi_{1}:(\tilde{V} \cup T)^{*} \rightarrow \mathfrak{A} \\
\varphi_{1}(t)=\{t\} \text { for } t \in T, \\
\varphi_{1}(S)=\{S\}, \\
\varphi_{1}(v(z, t, r, p, q))={ }_{p}[B(z, t, r)]_{q} \\
\text { for } v(z, t, r, p, q) \in \tilde{V} .
\end{gathered}
$$

We will write $t$ for $\{t\}$ and $S$ for $\{S\}$. For each $f \in \tilde{P}$ we define

$$
\varphi_{2}^{\prime}(f)=\left(\varphi_{1}(D(f)), \varphi_{1}(C(f))\right)
$$

One can easily check that for $f \in \tilde{P}$

$$
\varphi_{1}(D(f)) \rightarrow \varphi_{1}(C(f)) .
$$

We extend $\left(\varphi_{1}, \varphi_{2}^{\prime}\right)$ to the functor $\varphi=\left(\varphi_{1}, \varphi_{2}\right)$ which is determined uniquely by $\left(\varphi_{1}, \varphi_{2}^{\prime}\right)$. We have then for $S \xrightarrow{f} w, w \in T^{*}$

$$
S=\varphi_{1}(S) \xrightarrow{\varphi_{2}(f)} \varphi_{1}(w)=w,
$$

and therefore from the definition of $B \rightarrow B^{\prime}$ for sets we have

$$
S \rightarrow w
$$

in the usual sense.
This means that $w \in L$ for all $w \in \tilde{L}$, and thus $\tilde{L} \subset L$.

## Lemma 6.

$$
L \subset \tilde{L}
$$

This lemma will be proved in two parts.
Part 1. A derivation step $f_{s}: Z^{+} \rightarrow(Z \cup T)^{+}$is called a w.f. derivation step iff $f_{s}=H_{2} \times \ldots \times H_{m} \times H \times G_{m} \times \ldots \times G_{2}$ is a decomposition of $f_{s}$ into prime derivations in the usual sense (e.g. see (W2)). How, let $w_{1} \ldots w_{n} \in B(p, t, r)$ for $w_{i}, p \in Z$ and $t, r \in T \cup\{1\}$ such that $t \cdot r \neq 1$, and let $f_{s}$ be a w.f. derivation step with $D\left(f_{s}\right)=w_{1} \ldots w_{n}$. Then we can construct $\tilde{f}_{s}$ with $D\left(\tilde{f}_{s}\right)=v(p, t, r)$ such that

$$
\tilde{\varphi}\left(C\left(\tilde{f_{s}}\right)\right)=\varphi\left(C\left(f_{s}\right)\right)
$$

where $\tilde{\varphi}$ and $\varphi$ are two homomorphisms which forget the nonterminals in a string and are constant on terminals.

To show this we must examine the two cases for $n$ even and $n$ odd. For $\dot{n}$ even we have

$$
w_{1} \ldots w_{n}=x_{1} \ldots x_{m} y_{m} \ldots y_{1}
$$

where $m=n / 2, x_{i}=w_{i}, y_{i}=w_{n-i+1}$, and $n \geqq 2$. For $n$ odd we have similarly for $m \geqq 1$

$$
w_{1} \ldots w_{n}=x_{1} \ldots x_{m} z y_{m} \ldots y_{1}
$$

Since the proof for these two cases is similar, we will show the result only for the case that $n$ is odd.

Here we have for $w_{1} \ldots w_{n} \in B(p, t, r)$

$$
\begin{gathered}
w_{1} \ldots w_{n}=x_{1} \ldots x_{m} z y_{m} \ldots y_{1} \xrightarrow[f_{s}=H_{1} \times \ldots \times H_{m} \times H \times G_{m} \times \ldots \times G_{1}]{ } \\
t_{1} x_{1_{1}} \ldots x_{1_{n_{1}}} \ldots t_{m} x_{m_{1}} \ldots x_{m_{n_{m}}} t_{m+1} z_{1} \ldots z_{j} r_{m+1} y_{m_{1}} \ldots y_{m_{m}} r_{m} \ldots y_{1_{1}} \ldots y_{1_{1}} r_{1} .
\end{gathered}
$$

We then construct $\tilde{f}_{s}$ as shown below for $v(p, t, r)$, the variable corresponding to $B(p, t, r)$, using the rules $\widetilde{P}$.

$$
\begin{gathered}
v(p, t, r) \xrightarrow{\tilde{f}_{s, 1}} \\
t_{1} v\left(x_{1}, t_{1}, 1\right) v\left(p, t_{1}, r_{1}, x_{1}, y_{1}\right) v\left(y_{1}, 1, r_{1}\right) r_{1} \xrightarrow{\tilde{f}_{s, 2}} \ldots \xrightarrow{\tilde{f}_{s, m}} \\
t_{1} v\left(x_{1}, t_{1}, 1\right) \ldots t_{m} v\left(x_{m}, t_{m}, 1\right) v\left(p, t_{1}, r_{1}, x_{1} \ldots x_{m}, y_{m} \ldots y_{1}\right) \\
v\left(y_{m}, 1, r_{m}\right) r_{m} \ldots v\left(y_{1}, 1, r_{1}\right) r_{1} \xrightarrow[f_{s, m+1}]{ } \\
t_{1} v\left(x_{1}, t_{1}, 1\right) \ldots t_{m} v\left(x_{m}, t_{m}, 1\right) t_{m+1} v\left(z, t_{m+1}, r_{m+1}\right) r_{m+1} \\
v\left(y_{m}, 1, r_{m}\right) r_{m} \ldots v\left(y_{1}, 1, r_{1}\right) r_{1} .
\end{gathered}
$$

Now, set $\tilde{f_{s}}=\tilde{f_{s, m+1}} \circ \tilde{f}_{s, m} \circ \ldots \circ \tilde{f}_{s, 1}$.
Clearly $\tilde{\varphi}\left(C\left(f_{s}\right)\right)=\varphi(C(f))$. Further, for each string of "isolated" nonterminals in $C\left(f_{s}\right)$ (a string of nonterminals with a terminal on both ends) there is a corresponding $v$ variable in $C\left(f_{s}\right)$ in the same location. For example, for $t_{k} x_{k, 1} \ldots$ $\ldots x_{k, n_{k}}$ in $C\left(f_{s}\right)$, where $x_{k, 1} \ldots x_{k, n_{k}} \in B\left(x_{k}, t_{k}, 1\right)$, we have $t_{k} v\left(x_{k}, t_{k}, 1\right)$ in $C\left(f_{s}\right)$ in the same location in terms of the terminal symbols in $C\left(f_{s}\right)$ and $C\left(\tilde{f}_{s}\right)$.

If one of the $x_{i}, z$, or $y_{i}$ - for example $x_{i}$ - is rewritten to a single terminal followed by no nonterminal string, this corresponds to the fact the $1 \in B\left(x_{i}, t_{i}, 1\right)$. and thus that the corresponding $v$ variable also does not appear in $C\left(\tilde{f}_{s}\right)$. Therefore the isolated nonterminal strings and the $v$ variables correspond exactly. Using these results the lemma can now be easily proved.

Part 2. For $w \in L$ and $S \xrightarrow{f} w$ with $f \in F(P)$; let

$$
f=f_{n} \circ \ldots \circ f_{1}
$$

be the unique (w.f.)-decomposition of $f$. Then we can construct $\tilde{f} \in F(\widetilde{P})$ such that $S \xrightarrow{\tilde{f}} w$.

We will prove this inductively by showing that for each $f_{1}, f_{2}, \ldots, f_{n}$ we can find $\tilde{f}_{1}, \tilde{f}_{2}, \ldots, f_{n}$ such that $\varphi\left(C\left(f_{i}\right)\right)=\tilde{\varphi}\left(C\left(f_{i}\right)\right)$ for all $i$, where $\tilde{f}_{=}=f_{n} \circ \ldots \circ \tilde{f}_{1}$, and such that the isolated variable strings in $C\left(f_{i}\right)$ correspond exactly to the $v$ variables in $C\left(f_{i}\right)$.

For $f_{1}$ we have

$$
S \xrightarrow{f_{1}} t x_{1} \ldots x_{m} r
$$

and

$$
S \xrightarrow{f_{1}} t v(S, t, r) r,
$$

which clearly satisfies our conditions (if $x_{1} \ldots x_{m}$ is empty in $C\left(f_{1}\right), v(S, t, r)$ does not appear in $C\left(\tilde{f}_{1}\right)$ ).

Assume that this is true for $f_{k} \circ \ldots \circ f_{1}$ and $\tilde{f}_{k} \circ \ldots \circ \tilde{f}_{1}$ for $n>k>1$ to show for the case $k+1$, we look at the partial derivation $f_{k+1} \circ f_{k} \circ \ldots \circ f_{1}$. We know from the induction hypothesis that $\tilde{\varphi}\left(C\left(f_{k}\right)\right)=\varphi\left(C\left(f_{k}\right)\right)$ and further that the isolated nonterminal strings in $C\left(f_{k}\right)$ correspond exactly with the $v$ variables in $C\left(f_{k}\right)$.

From what we proved in Part 1, then, the result should be clear. To each terminal in $C\left(f_{k}\right)$ we apply an identity derivation; to each string of isolated nonterminals in $C\left(f_{k}\right)$ we apply a w.f. derivation step $f_{s}$. The " $X$ " product of these identity' derivations and w.f. derivation steps forms $f_{k+1}$ as one can easily see from the proof of Lemma 4 and figure 1 .

Let

$$
f_{k+1}=g_{1} \times \ldots \times g_{m}
$$

be this product. Then we construct

$$
\tilde{f}_{k+1}=\tilde{g}_{1} \times \ldots \times \tilde{g}_{m}
$$

where $\tilde{g}_{j}$ is the identity derivation if $g_{j}$ is the identity, and $\tilde{g}_{j}$ is the corresponding $\tilde{f}_{s}^{\prime}$ derivation if $g_{j}$ is a "type $f_{s}$ " derivation. Clearly, then, the conditions of our assumptions hold, and we have that $C(f)=C(\tilde{f})$ and thus that $L \subset \widetilde{L}$.

Our proof gives a sharper result than stated in the lemma. $f \rightarrow f$ is a mapping. If this mapping is surjective, then the multiplicity of each element $w \in L$ relative to $G$ will not be greater relative to $\bar{G}$.

Analysing the proof of Lemma 5, one also sees that given $\tilde{f} \in F(\tilde{P})$ one can find a $g \in F(P)$ such that $\tilde{g}=\tilde{f}$.

From Lemma 5 and Lemma 6 and the above remark we have
Theorem 2. For each language $L$ generated by a context-free grammar $G$ our transformation $\tau_{3}$ produces a context-free grammar $\tilde{G}=\tau_{3}(G)$ which generates $L$ and in which the productions are of the form

$$
z \rightarrow t p r \quad \text { or } z \rightarrow v
$$

where $p \in Z \cup Z^{2} \cup Z^{3}, v \in T \cup T^{2}$ and $t, r \in T, z \in Z . \tau_{3}$ does not increase the multiplicity of words.

Corollary. $\tau_{3}$ transforms unambiguous grammars into unambiguous grammars.
We now define two more transformations $\tau_{1}$ and $\tau_{2}$ for which the same theorems hold,
$\tau_{1}$ is the transformation into. Greibach normal form from Chomsky normal form with at most two nonterminals in the right hand side of each production.
$\tau_{2}$ transforms each $G$ in Chomsky normal form into a grammar $\bar{G}$ in which the: productions are of the form

$$
z \rightarrow \operatorname{tqr} \text { or } z \rightarrow v
$$

with $q \in Z \cup Z^{2}, v \in T \cup T^{2}, z \in Z, t, r \in T$.
We will only give the relations corresponding to $\left(P^{\prime}, 1\right),\left(P^{\prime}, 2\right)$ and $\left(P^{\prime}, 3\right)$. From this the definitions of $\tau_{1}$ and $\tau_{2}$ and the proofs of the corresponding theorems will be obvious to the reader.

## The transformation $\tau_{1}$

Now we apply the methods which led us to the just proved normal form theorem to the recursive equation of theorem 2 in [Ho 2].

$$
B(s, u t, 1)=\bigcup_{z \in Z} B(z, t, 1)_{z}[B(s, u, 1)] .
$$

Again, we can try to construct productions from these $B$ sets of the form

$$
B(s, v, 1) \rightarrow t B(s, v t, 1)
$$

for $s \in Z, v \in T^{+}, t \in T$. Factoring the right hand side, we have

$$
B(s, v, 1) \rightarrow t \cdot B(z, t, 1) \cdot{ }_{z}[B(s, v, 1)]
$$

for $t \in T, z \in Z, v \in T, s \in Z$.
We introduce as before variables $x(z, t, p)$ which we assign to ${ }_{p}[B(z, t, 1)]$.
Here we get a production system

$$
x(s, v, p) \rightarrow t \cdot x(z, t, 1) \cdot x(s, v, p z)
$$

for $B(z, t, 1) \neq \emptyset,_{p z}[B(s, v, 1)] \neq \emptyset$, and $B(z, t, 1)$ and ${ }_{p z}[B(s, 0,1)] \neq\{1\}$ and

$$
\begin{aligned}
& x(s, v, p) \rightarrow t \cdot x(z, t, 1) \\
& x(s, v, p) \rightarrow t \cdot x(s, v, p z)
\end{aligned}
$$

for $1 \epsilon_{p z}[B(s, v, 1)]$ or $1 \in B(z, t, 1)$, respectively.
We define the first and the terminal productions as follows:

$$
\begin{aligned}
& S \rightarrow t \cdot x(S, t, 1) \text { for } B(S, t, 1) \neq \emptyset \\
& S \rightarrow t \text { for }(S, t) \in P \\
& x(z, t, p) \rightarrow r \text { for } y \in_{p}[B(z, t, 1)] \text { and }(y, r) \in P .
\end{aligned}
$$

This grammar we call $\tilde{G}$ and the transformation from $G$ to $\tilde{G}$ is the desired transformation $\tau_{1}$.

As in the case of $\tau_{3}$ one proves
Theorem 3. The transformation $\tau_{1}$ transforms context-free grammars $G$ in Chomsky normal form into grammars $\tilde{G}=\tau_{1}(G)$ which are in Greibach normal form. The productions of $\tilde{G}$ contain on the right hand side not more than two variables. The transformation $\tau_{1}$ does not increase the multiplicity of words.

## The transformation $\tau_{2}$

Let

$$
\mathfrak{R}=\left\{{ }_{u}[B(z, t, \dot{r})]_{v} \mid z \in Z, t \in T \cup\{1\}, r \in T \cup\{1\}, t \cdot r \neq \dot{1}, u \in Z^{*}, v \in Z^{*}\right\} .
$$

As we have seen $\mathfrak{R}$ is a finite set. We derived from relations of the form
and

$$
R \rightarrow t R_{1} R_{2} R_{3} r
$$

$$
S \rightarrow t R r
$$

a cubic normal form for the context-free languagés.
Now from relations of a similar form

$$
\left[R_{1} R_{2}\right] \rightarrow t B(z, t, 1) \cdot{ }_{z}\left[R_{1} R_{2}\right]_{y} \cdot B(y, 1, r) \cdot r
$$

we can derive a quadratic normal form from the fact that

$$
=\left[R_{1} R_{2}\right]_{y}={ }_{z}\left[R_{1}\right] \cdot\left[R_{2}\right]_{y} \cup \sigma\left(R_{1}\right) \cdot{ }_{z}\left[R_{2}\right]_{y} \cup \sigma\left(R_{2}\right) \cdot{ }_{z}\left[R_{1}\right]_{y}
$$

where

$$
\sigma(R)=\left\{\begin{array}{lll}
0 & \text { for } & 1 \in R \\
\{1\} & \text { for } & 1 \in R .
\end{array}\right.
$$

If we now write

$$
\begin{aligned}
& R_{0}=B(z, t, 1), \quad R_{1}^{\prime}={ }_{z}\left[R_{1}\right], \quad R_{2}^{\prime}=\left[R_{2}\right]_{y}, \quad R_{3}=B(y, 1, r), \\
& \tilde{R}_{1}=\sigma\left(R_{2}\right) \cdot{ }_{z}\left[R_{1}\right]_{y}, \quad \tilde{R}_{2}=\sigma\left(R_{1}\right) \cdot{ }_{z}\left[R_{2}\right]_{y}
\end{aligned}
$$

then we have the relations

$$
\begin{aligned}
& {\left[R_{1} R_{2}\right] \rightarrow t \cdot\left[R_{0} R_{1}^{\prime}\right] \cdot\left[R_{2}^{\prime} R_{3}\right] \cdot r,} \\
& {\left[R_{1} R_{2}\right] \rightarrow t \cdot\left[R_{0} \tilde{R}_{1}\right] \cdot\left[R_{3}\right] \cdot r,} \\
& {\left[R_{1} R_{2}\right] \rightarrow t \cdot\left[R_{0}\right] \cdot\left[\tilde{R}_{2} R_{3}\right] \cdot r .}
\end{aligned}
$$

$\Re$, the set of all valid $R$ sets, is closed under left and right divisions by construction, and from $\mathfrak{R}$ finite it follows that $\mathfrak{R} \cup \mathfrak{R} \cdot \boldsymbol{R}$ is also finite.

If we now choose variables $v\left(R_{1}\right)$ and $v\left(R_{2}, R_{2}\right)$ for $\dot{R}_{1}, R_{2} \in \mathfrak{R}$ just as we did in developing our cubic normal form we get a production system $\widetilde{P}$ of the type

$$
\begin{aligned}
& y \rightarrow t x z r \\
& y \rightarrow t x r \\
& y \rightarrow t r \\
& y \rightarrow t,
\end{aligned}
$$

or $y, x, z$ nonterminals and $t, r$ terminals.
This is the transformation $\tau_{2}$.
As in the cubic case we have the following

Theorem 4. The normal form transformation

$$
G \xrightarrow{\tau_{2}} \tilde{G}
$$

defined for grammars in Chomsky normal form has the property $L(G)=L(\tilde{G})$. The transformation does not increase the multiplicity of the words $w \in L$.

The proof is completely analogous to the proof of theorem 2 and is therefore left to the reader.

## Functorial properties of the normal form transformations

Let $F\left(P_{i}\right)=\left(\left(Z_{i} \cup T\right)^{*}, \mathfrak{M}_{i}, D, C\right)$ for $i=1,2$ be two $x$-categories generated by the context-free production systems $P_{1}$ and $P_{2}$ in Chomsky normal form. Further let $\varphi=\left(\varphi_{1}, \varphi_{2}\right)$ be an $x$-functor from $F\left(P_{1}\right)$ to $F\left(P_{2}\right)$.

This means that

$$
\varphi_{1}:\left(Z_{1} \cup T\right)^{*} \rightarrow\left(Z_{2} \cup T\right)^{*}
$$

is a monoid homomorphism and that
fulfills

$$
\varphi_{2}: \mathfrak{M}_{1} \rightarrow \mathfrak{M}_{2}
$$

if $f \circ g$ is defined, and

$$
\begin{aligned}
\varphi_{2}(f \circ g) & =\varphi_{2}(f) \circ \varphi_{2}(g) \\
\varphi_{2}(f \times g) & =\varphi_{2}(f) \times \varphi_{2}(g)
\end{aligned}
$$

Also for identities $1_{w}$ we have

$$
\varphi_{2}\left(1_{w}\right)=1_{\varphi_{1(w)}} .
$$

We restrict ourselves to the case $\varphi_{1}(T) \subset T$ and $\varphi_{1}\left(Z_{1}^{*}\right) \subset Z_{2}^{*}$. From this follows

$$
\text { length }(w)=\text { length }\left(\varphi_{1}(w)\right) \text { for } w \in T^{*}
$$

We have no derivation

$$
1 \rightarrow u
$$

for $u \neq 1$. Because we are in Chomsky normal form we have no superfluous variables. This means for each $z \in Z$ there exists

$$
z \xrightarrow{f} w, w \in T^{+}
$$

therefore $\varphi_{1}(z)=1$ would be a contradiction. From this and the fact that $\varphi_{1}$ is length preserving on $T^{*}$ it also follows that $\varphi_{1}\left(Z_{1}\right) \subset Z_{2}$. Thus, since we are using Chomsky normal form, we have

$$
\varphi_{1}\left(P_{1}\right) \subset P_{2}
$$

Now let

$$
z \stackrel{f}{t} t u r
$$

be a ( $t, r$ )-prime derivation. Then

$$
\varphi_{1}(z) \xrightarrow{\varphi_{2}(f)} \varphi_{1}(t) \varphi_{1}(u) \varphi_{1}(r)
$$

is $\left(\varphi_{1}(t), \varphi_{1}(r)\right)$-prime. Therefore

$$
\varphi_{1}(B(z, t, r)) \subset B\left(\varphi_{1}(z), \varphi_{1}(t), \varphi_{1}(r)\right)
$$

For $R \subset Z^{*}, x, y \in Z$ the identity

$$
\varphi_{1}\left({ }_{x}[R]_{y}\right)=\varphi_{\varphi_{1}(x)}\left[\varphi_{1}(R)\right]_{\varphi_{1}(y)}
$$

holds since $\varphi_{1}\left(Z_{1}\right) \subset Z_{2}$.
Let $\Re_{i}$ be the set of our sets ${ }_{p}[B(z, t, r)]_{q} \neq \emptyset$ belonging to $G_{1}$ and $G_{2}$ respectively. Then for the variables $v(z, t, r, p, q)$ we can write $v(R)$ for certain $R \in \mathfrak{R}_{i}$. Then we have for the set $\tilde{Z}_{i}$ of variables of $\widetilde{G}_{i}$

$$
\tilde{Z}_{i}=\left\{v(R) \mid R \in \mathfrak{R}_{i}\right\}, \quad i=1,2
$$

Now $\varphi_{1}$ induces a mapping

$$
\varphi_{1}: \mathfrak{R}_{1} \rightarrow \mathfrak{R}_{2}
$$

Using this we can define the monoid homomorphism

$$
\tilde{\varphi}_{1}:\left(\tilde{Z}_{1} \cup T\right)^{*} \rightarrow\left(\tilde{Z}_{2} \cup T\right)^{*}
$$

by setting

$$
\tilde{\varphi}_{1}(t)=t: \text { for } t \in T
$$

and

$$
\tilde{\varphi}_{1}(v(R))=v\left(\varphi_{1}(R)\right), \text { for } R \in \Re_{1} .
$$

It is clear, then, that the following diagram commutes

for $\tau=\tau_{1}, \tau_{2}, \tau_{3}$, where 0 is the object set of the given categories.
We can now define the function $\varphi_{2}^{\prime}$ which maps the productions of $\widetilde{P}_{1}$ to productions in $\widetilde{P}_{2}$ by setting

$$
\varphi_{2}^{\prime}(z, q):=\left(\tilde{\varphi}_{1}(z), \tilde{\varphi}_{1}(q)\right)
$$

for $(z, q) \in \widetilde{P}_{1}$.
Extending ( $\tilde{\varphi}_{1}, \varphi_{2}^{\prime}$ ) to the $x$-functor ( $\tilde{\varphi}_{1}, \tilde{\varphi}_{2}$ ) we have proved the following
Theorem 5. Let $\tau$ be one of our normal form transformations $\tau_{1}, \tau_{2}, \tau_{3}$ and let $\varphi=\left(\varphi_{1}, \varphi_{2}\right)$ be a functor from $F\left(P_{1}\right)$ to $F\left(P_{2}\right)$, where $P_{1}$ and $P_{2}$ are in Chomsky normal form with $\varphi_{1}(T) \subset T$ and $\varphi_{1}\left(Z_{1}^{*}\right) \subset Z_{2}^{*}$. Then there exists a natural transformation of $\varphi$ to a functor $\tilde{\varphi}$ from $F\left(\tau\left(P_{1}\right)\right)$ to $F\left(\tau\left(P_{2}\right)\right)$.

The theorem states in other words that the diagramm

has a solution $\tilde{\varphi}$. This means that the $\tau_{i}$ induce a functor between the functor categories of the $x$-categories $F(P), P$ in Chomsky normal form, and the functor categories $F(\widetilde{P})$ with $\widetilde{P}$ in one of the three normal forms 1,2 or 3 .

## Transformations of linear languages

We have seen that the transformations $\tau_{i}$ do not increase the multiplicity of words. Therefore the question arises whether an $L R(k)$-grammar $G$ is transformed into $L R\left(k^{\prime}\right)$-grammar $\tilde{G}$ by our transformations $\tau_{i}$. We are not able to solve this problem here, but we show that $\tau_{1}$ transforms one sided linear grammars into minimal linear grammars. This means that in this case $\tau_{1}$ transforms non-LR(k)grammars into $L R(0)$-grammars. $\tau_{1}$ here corresponds to the reduction of finite automata.

Let $P$ be a left-linear grammar where productions are of the type

$$
z \rightarrow z^{\prime} \cdot t, \quad z \rightarrow t
$$

for $z, z^{\prime} \in Z$ and $t \in T$, where $Z$ is the variable alphabet, and $T$ is the terminal alphabet. We transform these productions into Chomsky normal form by introducing the variable alphabet $X=\{(x, t) \mid t \in T\}$ where $x$ is a fixed symbol.

We define

$$
\begin{aligned}
P_{\mathbf{C}} & =\left\{\left(z, z^{\prime} \cdot(x, t)\right) \mid\left(z, z^{\prime} \cdot t\right) \in P\right\} \\
& \cup\{((x, t), t) \mid t \in T\} \cup\{(z, t) \mid(z, t) \in P\} .
\end{aligned}
$$

$P_{C}$, then, is in Chomsky normal form and the grammars $G=(Z \cup T, T, P, S)$ and $G^{\prime}=\left(Z \cup X \cup T, T, P_{C}, S\right)$ generate the same language $L$.

Now we apply our transformation $\tau_{1}$ to $P_{C}$. We have for $z \in Z$ and $(x, t) \in X$

$$
B(z, t, 1) \subset X^{*}
$$

and

$$
\begin{gathered}
B((x, t), u, 1) \subset\{1\} . \\
{ }_{z}[B(y, t, 1)]=\emptyset
\end{gathered}
$$

for $z \in Z$ and $y \in Z \cup X$.
Therefore our relations which define $\widetilde{P}_{C}$ have the form

$$
{ }_{p}\left[B\left(y^{\prime}, t, 1\right)\right] \rightarrow u \cdot{ }_{p y}\left[B\left(y^{\prime}, t, 1\right)\right]
$$

for $p \in X^{*}, y=(x, u) \in X$, and $y^{\prime} \in Z$.
Now let

$$
\varphi: X^{*} \rightarrow T^{*}
$$

be the monoid isomorphism defined by

$$
\varphi(x, t)=t
$$

Then

$$
\varphi\left(_{p}[B(y, t, 1)]\right), \quad y \in Z, \quad t \in T, \quad p \in X^{*}
$$

defines the syntactical congruence classes of $L$ (i.e. the left invariant equivalence relations). This means that $\tau_{1}$ transforms $P_{C}$ into a minimal grammar for $L$.

We therefore have the following

Theorem 6. $\tau_{1}$ transforms left linear grammars - represented in Chomsky normal form as shown - into minimal right linear grammars.

Corollary. $\tau_{1}$ transforms certain non-LR(k)-grammars into $L R(0)$-grammars. There exist grammars such that under the transformation $\tau_{1}$ the multiplicity of words decreases properly.

One can easily prove similar results for the transformations $\tau_{2}$ and $\tau_{3}$.
From our theorem about the multiplicity of words it follows that the transformations $\tau_{i}$ transform an $L R(k)$-grammar $G$ into an unambiguous grammar $G$. $\tau_{2}$ and $\tau_{3}$ do not preserve the $L L(k)$ and $L R(k)$ property of grammars, but $\tau_{1}$ does preserve it as we can show [Ho 3].

## A normal form for the Chomsky-Schützenberger theorem

Using our normal form transformations $\tau_{2}$ and $\tau_{3}$ one easily derives a normal form for the theorem of Chomsky-Schützenberger.

Let

$$
X_{k}=\left\{x_{1}, \ldots, x_{k}, x_{1}^{-1}, \ldots, x_{k}^{-1}\right\}
$$

where $x_{i}, x_{i}^{-1}$ are bracket pairs and $D_{k}$ the corresponding Dyck language over $X_{k}$. The well known theorem states that for each context-free language $L \subset T^{*}$ there exists an alphabet $X_{k}$, a standard regular event $R$, and a homomorphism $\varphi: X_{k}^{*} \rightarrow T^{*}$ with $\varphi\left(X_{k}\right) \subset T \cup\{1\}$ such that

$$
L=\varphi\left(D_{k} \cap R\right) .
$$

Using our normal forms and following the well known proof of this theorem one finds the normal form of

Theorem 7. For each context-free language $L \subset T^{*}$ one can find $X_{k}, \varphi$, and $R$ such that $L=\varphi\left(D_{k} \cap R\right)$ and from $\varphi(w) \in T$ and the existence of $u, v$ such that $u w v \in R$ it follows length $(w) \leqq 3$.

From this theorem we arrive at the theorem of S. Greibach [GR] about a hardest context-free language as it was proved in [Ho 1].


#### Abstract

We discuss three normal form transformations $\tau_{1}, \tau_{2}$ and $\tau_{3}$ of grammars $G$ which are in Chomsky normal form into grammars $G_{1}, G_{2}$ and $G_{3}$ respectively. $G_{1}$ is in Greibach normal form with nonterminal productions restricted to $z \rightarrow t p$ such that $t \in T$ and $p \in Z^{+}$and length ( $p$ ) $\leqq 2$. The nonterminal productions of $G_{2}$ and $G_{3}$ are of the form $z \rightarrow t p r$ such that $t, r \in T$ and $p \in Z^{+}$, length ( $p) \leq 2$ or length $(p) \leqq 3$, respectively. It is shown that these transformations do not increase the multiplicity of words in the generated languages. Furthermore we show that certain functorial relations between languages are preserved under these transformations. The restriction of $\tau_{1}$ to one sided linear grammars produces the minimal grammárs. $\tau_{2}$ and $\tau_{3}$ do not preserve the $L R(k)$ property of grammars. $\tau_{1}$ preserves $L L(k)$ for $k \geqq 0$ and $L R(k)$ for $k>1, L R(0)$ may be transformed into $L R(1)$ as we show in the following paper.
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