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#### Abstract

The main purpose of this paper is to prove that the time complexity of finding a relation representing a given Sperner-system $K$ is exactly exponential in the number of elements of $K$. Conversely, we show that if $\mathrm{NP} \neq \mathrm{P}$ then the time complexity of finding a set of all minimal keys of given relation $R$ is also exactly exponential in the size of $R$.


## § 1. Introduction

The minimal keys play important roles for the logic and structural investigation of relational datamodel. In this datamodel the form of data storage is matrix (relation), rows of which represent records and columns represent attributes. A set of minimal keys of a relation forms a Sperner-system. Sets of minimal keys and Spernersystems are equivalent in the sense that for an arbitrary Sperner-system $K$ there exists a relation $R$ such that the minimal keys of $R$ are exactly the elements of $K$ (cf. [3]), i.e. $R$ represents $K$.

In this paper we prove that the time complexity of finding a relation representing a given Sperner-system $K$ is exactly exponential in the number of elements of $K$, i.e. we shall show that there is an algorithm that determines a relation representing a given Sperner-system $K$ in time exponential in the number of elements of $K$, and there is no algorithm which finds a relation representing $K$ and the time complexity of which is polynomial in the number of elements of $K$. Let P denote the class of problems that can be solved in deterministic polynomial time and let NP denote the class of problems that can be solved in nondeterministic polynomial time. It is shown that if $N P \neq P$ then the time complexity of finding a set of all minimal keys of a given relation $R$ is exactly exponential in the number of rows and columns of $R$.

We start with some necessary definitions, and in $\S 2$ formulate our results.

[^0]Definition 1.1. Let $R=\left\{h_{1}, \ldots, h_{m}\right\}$ be a relation over $\Omega$, and $A, B \subseteq \Omega$. Then we say that $B$ functionally depends on $A$ in $R$ (denoted $A \frac{f}{R} B$ ) iff

$$
\left(\forall h_{i}, h_{j} \in R\right)\left((\forall a \in A)\left(h_{i}(a)=h_{j}(a)\right) \rightarrow\left((\forall b \in B)\left(h_{i}(b)=h_{j}(b)\right)\right) .\right.
$$

Let $F_{R}=\{(A, B): A \underset{R}{f} B\} \cdot F_{R}$ is called the full family of functional dependencies of $R$.

Definition 1.2. Let $\Omega$ be a finite set, and denote $P(\Omega)$ its power set. Let $F \subseteq$ $\subseteq P(\Omega) \times P(\Omega)$. We say that $F$ is an $f$-family over $\Omega$ iff for all $A, B, C, D \subseteq \Omega$ :
(F1) $(A, A) \in F$;
(F2) $(A, B) \in F,(B, C) \in F \rightarrow(A, C) \in F$;
(F3) $(A, B) \in F, A \subseteq C, D \subseteq B \rightarrow(C, D) \in F$;
(F4) $(A, B) \in F,(C, D) \in F \rightarrow(A \cup C, B \cup D) \in F$.
Clearly, $F_{\mathcal{K}}$ is an $f$-family over $\Omega$.
It is known [2] that if $F$ is an arbitrary $f$-family, then there is a relation $R$ over $\Omega$ such that $F_{R}=F$.

Definition 1.3. The mapping $L: P(\Omega) \rightarrow P(\Omega)$ is called a closure operation over $\Omega$ iff for every $A, B \subseteq \Omega$
(1) $A \subseteq L(A)$;
(2) $A \subseteq B \rightarrow L(A) \subseteq L(B)$;
(3) $L(L(A))=L(A)$.

Definition 1.4. Let $R$ be a relation, $L$ be a closure operation over $\Omega$, and $A \subseteq \Omega$. $A$ is a key of $R\left(\right.$ a key of $L$ ) if $A \frac{f}{R}+\Omega(L(A)=\Omega)$. $A$ is a minimal key of $R($ a minimal key of $L$ ) if $A$ is a key of $R$ (a key of $L$ ), but $B \underset{R}{\underset{R}{f}} \Omega(L(B) \neq \Omega$ ) for any proper subset $B$ of $A$. Denote $K_{R}\left(K_{L}\right)$ the set of all minimal keys of $R(L)$. Clearly, $K_{R}$, $K_{L}$ are Sperner-systems over $\Omega$.

Definition 1.5. Let $K$ be a Sperner-system over $\Omega$. We define the set of antikeys of $K$, denoted by $K^{-1}$, as follows:

$$
K^{-1}=\{A \varsubsetneqq \Omega:(B \in K) \rightarrow(B \varsubsetneqq A) \quad \text { and } \quad(A \varsubsetneqq C) \rightarrow(\exists B \in K)(B \subseteq C)\}
$$

It is easy to see that $K^{-1}$ is also a Sperner-system over $\Omega$.
Theorem 1.1. ([2], [3]) If $K$ is an arbitrary Sperner-system, then there is a closure operation $L$ for which $K_{L}=K$.

In this paper we always assume that if a Sperner-system plays the role of the set of minimal keys (antikeys), then this Sperner-system is not empty (doesn't contain $\Omega$ ).

Definition 1.6. ([2]) Let $F$ be an $f$-family over $\Omega$, and $(A, B) \in F$. We say that $(A, B)$ is a maximal right side dependency of $F$ iff $\forall B^{\prime}\left(B \subseteq B^{\prime}\right):\left(A, B^{\prime}\right) \in F \rightarrow B=B^{\prime}$. Denote by $M(F)$ the set of all maximal right side dependencies of $F$. We say that $B$
is a maximal side of $F$ iff there is an $A$ such that $(A, B) \in M(F)$. Denote by $I(F)$ the set of all maximal sides of $F$.

In this paper we regard the comparison of two attributes to be the elementary step of algorithms. Thus, if we assume that subsets of $\Omega$ are represented as sorted lists of attributes, then a Boolean operation on two subsets of $\Omega$ requires at most $|\Omega|$ elementary steps.

Definition 1.7. Let $R$ be a relation, and $K$ be a Sperner-system over $\Omega$. We say that $R$ represents $K$ iff $K_{R}=K$.

## § 2. Results

Definition 2.1. Let $L$ be a closure operation over $\Omega$.
Denote $Z(L)=\{A \in P(\Omega): L(A)=A\}$,

$$
T(L)=\{A \in P(\Omega): L(A)=A \quad \text { and } \quad A \varsubsetneqq B \rightarrow L(B)=\Omega\}
$$

The elements of $Z(L)$ are called closed sets. $T(L)$ is called a maximal family of $L$.
Lemma 2.1. ([5]) Let $L$ be a closure operation over $\Omega$. Then $K_{L}^{-1}=T(L)$.
Theorem 2.1. ([4]) Let $K$ be a Sperner-system over $\Omega$. Let $s(K)=\min \{m:|R|=$ $=m, K_{R}=K, R$ is a relation over $\left.\Omega\right\}$. Then $\sqrt{2\left|K^{-1}\right|} \leqq s(K) \leqq\left|K^{-1}\right|+1$.

Theorem 2.2. The time complexity of finding a relation representing a given Sperner-system $K$ is exactly exponential in the number of elements of $K$.

Proof. We have to prove that:
(1) There exists an algorithm that determines a relation representing a given Sperner-system $K$ in time exponential in the number of elements of $K$.
(2) There is no algorithm that finds a relation representing $K$ in time polynomial in the number of elements of $K$. Based on (1) and (2) it is clear that the time complexity of any algorithm that determines a relation representing a given Spernersystem is at least exponential in the number of elements of this Sperner-system.

For (1): First we construct an algorithm which finds the set of antikeys from a given Sperner-system, as follows:

Let us given an arbitrary Sperner-system $K=\left\{B_{1}, \ldots, B_{m}\right\}$ over $\Omega$. We set $K_{1}=\left\{\Omega \backslash\{a\}: a \in B_{1}\right\}$. It is obvious that $K_{1}=\left\{B_{1}\right\}^{-1}$. Let us suppose that we have constructed $K_{q}=\left\{B_{1}, \ldots, B_{q}\right\}^{-1}$ for $q<m$. We assume that $X_{1}, \ldots, X_{r_{q}}$ are the elements of $K$ containing $B_{q+1}$. So $K_{q}=F_{q} \cup\left\{X_{1}, \ldots, X_{t q}\right\}$, where $F_{q}=$ $=\left\{A \in K_{q}: B_{q+1} \Phi A\right\}$. For all $i\left(i=1, \ldots, t_{q}\right)$ we construct the antikeys of $\left\{B_{q+1}\right\}$ on $X_{i}$ in an analogous way as $K_{1}$, which are the maximal subsets of $X_{i}$ not containing $B_{q+1}$. We denote them by $A_{1}^{i}, \ldots, A_{r_{i}}^{i}\left(i=1, \ldots, t_{q}\right)$. Let

$$
K_{q+1}=F_{q} \cup\left\{A_{p}^{i}: A \in F_{q} \rightarrow A_{p}^{i} \nsubseteq A, \quad 1 \leqq i \leqq t_{q}, \quad 1 \leqq p \leqq r_{i}\right\} .
$$

Clearly, because $K$ and $K^{-1}$ are uniquely determined by one another, the determination of $K^{-1}$ based on our algorithm does not depend on the order of $B_{1}, \ldots, B_{m}$.

In [5] we proved that for every $q(1 \leqq q \leqq m), K_{q}=\left\{B_{1}, \ldots, B_{q}\right\}^{-1}$, i.e. $K_{m}=K^{-1}$. and the worst-case time of this algorithm is exponential not only in the number of
elements of $K$, but also in the number of attributes. Now we construct the following algorithm:

Step 1: Based on the above algorithm we construct $K^{-1}$.
Step 2: Let $K^{-1}=\left\{A_{1}, \ldots, A_{t}\right\}$ be a set of antikeys. Let $R=\left\{h_{0}, h_{1}, \ldots, h_{t}\right\}$ be a relation over $\Omega$ given as follows:

For all $a \in \Omega, h_{0}(a)=0$,
for $i(1 \leqq i \leqq t), \quad h_{i}(a)= \begin{cases}0 & \text { if } a \in A_{i}, \\ i & \text { otherwise } .\end{cases}$
In [4], it has been proved that $R$ represents $K$. It is clear that the complexity of this algorithm is the complexity of the algorithm that finds the set of antikeys.

For (2): Let us take a partition $\Omega=X_{1} \cup \ldots \cup X_{m} \cup W$, where $m=\left[\frac{n}{3}\right]$, and $\left|X_{i}\right|=3(1 \leqq i \leqq m)$. Let
$K=\left\{B:|B|=2, B \subseteq X_{i}\right.$ for some $\left.i\right\}$ if $|W|=0$,
$K=\left\{B:|B|=2, B \cong X_{i}\right.$ for some $i: 1 \leqq i \leqq m-1$ or $\left.B \leqq X_{m} \cup W\right\}$ if $|W|=1$,
$K=\left\{B:|B|=2, B \leqq X_{i}\right.$ for some $i: 1 \leqq i \leqq m$ or $\left.B=W\right\}$ if $|W|=2$.
It is clear that
$K^{-1}=\left\{A:\left|A \cap X_{i}\right|=1, \forall i\right\}$ if $|W|=0$,
$K^{-1}=\left\{A:\left|A \cap X_{i}\right|=1(1 \leqq i \leqq m-1) \quad\right.$ and $\left.\quad\left|A \cap\left(X_{m} \cup W\right)\right|=1\right\} \quad$ if $\quad|W|=1$,
$K^{-1}=\left\{A:\left|A \cap X_{i}\right|=1(1 \leqq i \leqq m)\right.$ and $\left.|A \cap W|=1\right\} \quad$ if $|W|=2$.
Let $f: N \rightarrow N$ ( $N$ is the set of natural numbers) be the function defined as follows:

$$
f(n)= \begin{cases}3^{n / 3} & \text { if } n \equiv 0(\bmod 3) \\ 3^{[n / 3]} \cdot 4 / 3 & \text { if } n \equiv 1(\bmod 3) \\ 3^{[n / 3]} \cdot 2 & \text { if } n \equiv 2(\bmod 3)\end{cases}
$$

It can be seen that $f(n)=\left|K^{-1}\right|$. Clearly, $n-1 \leqq|K| \leqq n+2$ and $3^{[n / 4]}<f(n)$, where $n=|\Omega|$, i.e. $3^{[n / 4]}<\left|K^{-1}\right|$. According to Theorem 2.1 we have $\sqrt{2} \cdot 3^{[n / 8]} \leqq s(K)$, i.e. the number of rows of minimal relation representing $K$ is greater than $\sqrt{2} \cdot 3^{[n / 8]}$. Thus, for an arbitrary set of attributes we always can construct an example, in which the number of $K$ is not greater than $|\Omega|+2$, but the number of rows of any relation representing $K$ is exponential not only in the number of attributes, but also in the number of elements of $K$. Hence, there is no algorithm which finds a relation representing a given Sperner-system and the time complexity of which is polynomial in the number of elements of Sperner-system. The theorem is proved.

Now we give a necessary and sufficient condition for a relation to represent a given Sperner-system. We define the following concept.

Definition 2.2. Let. $R=\left\{h_{1}, \ldots, h_{m}\right\}$ be a relation over $\Omega$. Let $E_{R}=$ $=\left\{E_{i j}: 1 \leqq i<j \leqq m\right\}$, where $E_{i j}=\left\{a \in \Omega: h_{i}(a)=h_{j}(a)\right\}$. Let

$$
M_{R}=\left\{A \in P(\Omega): \exists E_{i j} \in E_{R}: E_{i j}=A \quad \text { and } \quad \bar{\exists} E_{s t} \in E_{R}: A \varsubsetneqq E_{s t}\right\}
$$

$M_{R}$ is called the maximal equality system of $R$.
Theorem 2.3. Let $K$ be a non-empty Sperner-system, and $R$ be a relation over $\Omega$. Then $R$ represents $K$ iff $K^{-1}=M_{R}$, where $M_{R}$ is the maximal equality system of $R$.

Proof. Because $K$ is a non-empty Sperner-system, $K^{-1}$ exists. On the other hand, $K$ and $K^{-1}$ are uniquely determined by each other, hence $K_{R}=K$ holds iff $K_{R}^{-1}=$ $=K^{-1}$ holds. Consequently, we must prove that $K_{R}^{-1}=M_{R}$. It is obvious that $F$ is a $f$-family. Now we suppose that $A$ is an antikey of $K$. It can be seen that $A \neq \Omega$. If there exists a $B$ such that $A \varsubsetneqq B$ and $A \stackrel{f}{R} B$, then by the definition of antikey we have. $B \frac{f}{R} \Omega$. Hence $A \underset{R}{f} \Omega$ holds. This contradicts $C \in K_{R}: C \nsubseteq A$. So $A \in I\left(F_{R}\right)$ holds. If there is a $B^{\prime}$ so that $B^{\prime} \neq \Omega, B^{\prime} \in I\left(F_{R}\right)$, and $A \varsubsetneqq B^{\prime}$ then $B^{\prime}$ is a key of $R$. This contradicts to $B^{\prime} \neq \Omega$. Consequently, $A \in I\left(F_{R}\right) \backslash \Omega$ and $\exists B^{\prime}\left(B^{\prime} \in I\left(F_{R}\right) \backslash \Omega\right)$ : $A \varsubsetneqq B^{\prime}$. On the other hand, according to the of relation $\Omega \neq M_{R}$. It is easy to see that $E_{i j} \in I\left(F_{R}\right)$. Thus, $M_{R} \subseteq I\left(F_{R}\right)$ holds. If $D$ is a set such that $\forall C \in M_{R}: D \subseteq C$, then by the definition of functional dependency, $D$ is a key of $R$. Consequently, $M_{R}$ is the set of maximal distinct elements of $I\left(F_{R}\right)$. So we have $A \in M_{R}$.

Conversely, we assume that $A \in M_{R}$. According to the definition of relation and $M_{R}$ we obtain $A \underset{R}{\stackrel{f}{\longrightarrow}} \Omega$, i.e. $\forall B \in K_{R}: B \varsubsetneqq A$. On the other hand, because $A$ is a maximal equality set, for all $D(A \varsubsetneqq D) D \underset{R}{f} \Omega$ holds. Consequently, by the definition of antikey $A \in K_{R}^{-1}$. The theorem is proved.

It can be seen that the time complexity of finding the set of antikeys of $R$ is polynomial in the number of rows and columns of $R$. We construct the following algorithm for finding a minimal key. Let $H$ be a Sperner-system. We take a $B(B \in H)$ and an $a \in \Omega \backslash B$. We suppose that $B=\left\{b_{1}, \ldots, b_{m}\right\}$. Let $G=\left\{B_{j} \in H: a \notin B_{j}\right\}$ and $T_{0}=$ $=B \cup\{a\}$. We define

$$
T_{q+1}=\left\{\begin{array}{l}
T_{q} \backslash\left\{b_{q+1}\right\} \text { if } \quad \forall B_{i} \in H \backslash G: T_{q} \backslash\left\{b_{q+1}\right\} \Phi B_{i}, \\
T_{q} \text { otherwise } .
\end{array}\right.
$$

Lemma 2.2. ([5]) If $H$ is a set of antikeys, then $T_{0}, T_{1}, \ldots, T_{m}$ are the keys and $T_{m}$ is a minimal key.

It is easy to see that the worst-case time of finding $T_{m}$ is $O\left(|\Omega|^{2} \cdot|H|\right)$.
Lemma 2.3. Let $H$ be a Sperner-system over $\Omega$, and let $H^{-1}=\left\{B_{1}, \ldots, B_{m}\right\}$ be a set of antikeys of $H, T \subseteq H$. Then $T \varsubsetneqq H$ and $T \neq \emptyset$ if and only if there is a $B \subseteq \Omega$ such that $B \in T^{-1}$ and $B \varsubsetneqq B_{i}(\forall i: 1 \leqq i \leqq m)$.

Proof. Suppose that there exists a $B$ such that $B \in T^{-1}$ and $B \nsubseteq B_{i}(\forall i: 1 \leqq i \leqq m)$. From the definition of the set of antikeys and by $T^{-1} \neq \emptyset$, we have $T \neq \emptyset$, and for all $C(C \in T), B$ does not contain $C$. If there is a $B_{i}$ such that $B_{i} \in H^{-1}$ and $B_{i} \subset B$,
then it is obvious that $B$ is a key. If $H^{-1} \cup B$ is a Sperner-system, then by Theorem 1.1 there exists a closure operation $L$ such that $H=K_{L}$. It is clear that if $L(B) \neq \Omega$, then from Lemma 2.1 there is a $B_{i}\left(B_{i} \in H^{-1}\right)$ such that $L(B) \subseteq B_{i}$. Consequently, $B \subseteq B_{i}$. This conflicts with the fact that $B \subseteq B_{i}(\forall i: 1 \leqq i \leqq m)$. That is, $B$ is a key. Hence there is an $A(A \subseteq \Omega)$ such that $A \subseteq B$ and $A \in H \backslash T$. It is easy to see that $T \subset H$.

Conversely, we suppose that $T \subset H$ and $T \neq \emptyset$. It is obvious that there is an $A$ such that $A \in H \backslash T$. From $H$ is a Sperner-system we have $A \cup T$ is a Sperner-system. Denote $B$ the biggest set such that $A \subseteq B$ and $B \cup T$ is also a Sperner-system. It is clear that, $B$ always exists and from the definition of antikeys we have $B \in T^{-1}$. By $A \in H$ it can be seen that $A \subseteq B_{i}(\forall i: 1 \leqq i \leqq m)$. By $A \subseteq B$ we have $B \subseteq B_{i}$ ( $\forall i: 1 \leqq i \leqq m$ ). The theorem is proved.

Let $K=\left\{B_{1}, \ldots, B_{m}\right\}$ be a Sperner-system over $\Omega$. We have to construct $H$, where $H^{-1}=K$. We construct $H$ by induction.

Algorithm 2.1. Step 1: Using a minimal key algorithm we construct an $A_{1}$, $\left(A_{1} \in H\right)$. We set $K_{1}=\left\{A_{1}\right\}$.

Step $i+1$ : If there is a $B \in K_{i}^{-1}$ such that $B \leftrightarrows B_{j}(\forall j: 1 \leqq j \leqq m)$, then by algorithm which finds a minimal key we determine an $A_{i+1}\left(A_{i+1} \in H\right)$ and $A_{i+1} \subseteq B$. After that, let $K_{i+1}=K_{i} \cup\left\{A_{i+1}\right\}$. In the converse case we set $H=K_{i}$.

Based on Lemma 2.3 there is a natural number $p$ so that $K_{p}=H$. It can be seen that the time complexity of Algorithm 2.1 is also exponential in the number of attributes.

Lemma 2.4: The following problem is NP-complete:
Given a Sperner-system $K=\left\{B_{1}, \ldots, B_{m}\right\}$ over $\Omega=\left\{a_{1}, \ldots, a_{n}\right\}$. and integer $k(k \leqq n)$, decide whether there exists an $A \subseteq \Omega$ such that $|A| \leqq k$ and $A \nsubseteq B_{i} \quad(i=1, \ldots, m)$, i.e. decide whether there exists a key having cardinality not greater than $k$, if $K$ is the set of antikeys.

Proof. We nondeterministically choose a subset $A$ of $\Omega$ so that $|A| \leqq k$ and decide whether $A$ is not a subset of $B_{i}(i=1, \ldots, m)$. It is obvious that this algorithm is nondeterministic polynomial. Thus, the problem lies in NP. It is known [1] that the vertex cover problem is NP-complete:

Given integer $k$ and non-directed graph $G=\langle V, E\rangle$, where $V$ is a set of vertices and $E$ is set of edges, decide whether or not $G$ has a vertex cover having cardinality not greater than $k$.

We shall prove that the vertex cover problem is polynomially reducible to our problem.

Let $G=\langle V, E\rangle$ be a non-directed graph, $k \leqq|V|$. We set $\Omega=V$ and $K=$ $=\left\{\Omega \backslash\left\{a_{i}, a_{j}\right\}:\left(a_{i}, a_{j}\right) \in E\right\}$.

If $A \subseteq \Omega,|A| \leqq k$ and $A \Phi B(\forall i=1, \ldots, m)$, then according to definition of $K$ we have $\bar{A} \cap\left\{a_{i}, a_{j}\right\} \neq \emptyset\left(\forall\left(a_{i}, a_{j}\right) \in E\right)$. Consequently, $A$ is a vertex cover of $G$.

Conversely, if $A$ is a vertex cover of $G$, then by definition of $K$ and definition of vertex cover we have $A \subseteq B_{i}(\forall i=1, \ldots, m)$. Hence, $A \Phi B_{i}(\forall i=1, \ldots, m)$ holds if and only if $A$ is a vertex cover of $G$. The Lemma is proved.

Based on Lemma 2.4 and Step 2 of the algorithm which determines a relation representing a given Sperner-system in Theorem 2.2, the following corollary is obvious.

Corollary 2.1. The following problem is NP-complete: Given integer $k$ and relation, decide whether or not there exists a key having cardinality not greater than $k$.

Theorem 2.4. The time complexity of finding a set of all minimal keys of a given relation $R$ is exactly exponential in the number of rows and columns of $R$.

Proof. For a given arbitrary relation $R$ we construct the following algorithm which determines the set of all minimal keys of $R$.

Step 1: According to Theorem 2.3 we construct the set of antikeys of $R$.
Step 2: Based on Algorithm 2.1 we determine the set of all minimal keys of $R$.
By Lemma 2.2, Lemma 2.3, Theorem 2.3 and Algorithm 2.1, it is clear that the worst-case time of this algorithm is exponential in the number of rows and columns of $R$.

According to Lemma 2.4 and Corollary 2.1, it can be seen that there is no algorithm which finds a set of all minimal keys of a given relation and the time complexity of which is polynomial in the size of this relation. The theorem is proved.

Based on Theorem 2.1 and Theorem 2.4 it can be seen that the problem of finding a relation representing a given Sperner-system and finding a set of all minimal keys of a relation are inherently difficult.
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