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Abstract

Public administration institutions – as well as citizens and businesses –

have to meet challenges of the constantly changing business and legal envi-

ronment. The complexity and quantity of information to be faced with by

these actors is increasing at an alarming rate. Research and development

projects must turn to the development of innovative, modern technologies

which enable citizens and businesses to access, understand and apply com-

plex information easily. Ontology-based content management systems can

contribute to the improvement of quality and effectiveness of significant pro-

cesses, requiring the application of complex information, within the public

administration or in a corporation. Compared to traditional content manage-

ment systems, these systems can support further functions, such as semantic

enabled search, explication of relations between documents, drafting of new

documents, and version management, as well. Ontologies, in addition to the

definition of concepts, support the most detailed and complete exploration of

semantic relations between the concepts of a given domain.
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1 Introduction

Citizens, businesses, and even public administration institutions have to meet chal-
lenges provided by the constantly changing business and legal environment. The
complexity and quantity of laws and regulations is increasing at an alarming rate.
Consequently, research and development projects must turn to the development of
innovative, modern technologies enabling citizens and businesses to access, under-
stand and apply complex legislation and regulations easily. Ontology-based content
management systems can contribute to the improvement of quality and efficiency of
significant processes of public administration requiring the application of complex
laws and other legal sources.
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Content management systems (CMSs) support the creation, management, dis-
tribution, publication, and discovery of corporate information. This definition is
strongly coupled to knowledge management and has close ties with the manage-
ment and presentation of information. In contrast with common opinion, content
management systems are more than just web content management systems, which
are designed to build web and community portals.

Ontology-based content management systems can support further functions,
such as semantic enabled search, explication of relations between documents, draft-
ing of new documents, and version management of documents, as well. Ontologies,
in addition to the definition of concepts, support the most detailed and complete
exploration of semantic relations between the concepts of a given domain. Legal
sources, for example, have been coming into existence in many forms and formats,
from different jurisdictions, in various languages, with diverse internal structures.
An ontology-based approach provides support for capturing patterns in a single
framework which is general enough to create a representation of requirements for
content management of legal rules codified in multiple jurisdictions. This approach
also enables establishing links with legal knowledge systems and legal resources and
provides help in maintaining the knowledge base of the CMS as the law is being
changed.

2 Content Management

2.1 What is Content?

2.1.1 Digital Content

Providing a precise definition of content is a real challenge. In the literature, there
exist numerous definitions for content; definitions differ from each other depending
on the authors’ focus area. According to Wordnet, the meaning of the word content
varies from one context to another. Content is ‘everything included in a collection’.
In the context of messages, subject matter and substance are considered content,
i.e. anything related to communication [19]. A definition more adequate to organ-
isational life can be found in [10]: ‘The material, including text and images, that
constitutes a publication or a document.’

When content is considered in today’s computerised organisations, usually dig-
ital content is assumed. In this sense, content can be defined as

‘a commonly used term with regard to the Internet and other elec-
tronic media [. . . ]. In its broader sense it refers to material which is of
interest to users, such as textual information, images, music and movies,
and it generally excludes (1) formatting information, [. . . ], (2) software
that is used to provide and render [. . . ] it and (3) unrelated advertising’
[16]

The distinction of digital content is necessary, since there are lots of other types
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of content available in an organisation that are on paper or in other forms which
cannot be easily handled by information systems – except when they are digitised.

Information systems deal with the production, processing and retrieving of dig-
ital content. The cost of producing digital content is very low compared to the
production of any other type of content. This can lead to information overload
very soon, which is a relevant problem of today’s information sciences. Accordingly,
decreasing costs of information creation increase the cost of information processing,
requiring human work in most of the cases.

2.1.2 Textual Content

In a public administration environment, in the majority of cases, content takes the
form of documents. Documents represent textual data in an unstructured manner,
which makes their processing more difficult. Similarly, there are lots of textual
data appearing in an organisation, which cannot be considered documents but can
be equally important. Communication logs (email or discussion threads) are good
examples of such textual data. Currently, other types of content (such as audio,
video materials or pictures) can be considered less important in an organisation,
except in cases where they are crucial resources.

Computer programs can process textual data, since this format can be indexed
and searched easily. Processing of non-textual data, in contrast, is a white area on
the map of information processing. Currently only humans can describe the content
of certain data items, such as videos, audio materials or pictures. These descrip-
tions can be stored as meta-data. However, producing such meta-data requires
tremendous work and still does not ensure reliable results.

2.1.3 How does Content Differ from Regular Data?

As we have seen so far, content and data are related, moreover quite similar terms.
Data itself does not have a certain meaning and usually is a broader term than
content [15]. However, content itself can contain data, as well as information or
knowledge1, depending on the creator’s intention. This way, similarly to data,
meta-data can also be assigned to content [14]. Content usually has a specific
context, name or title, and other kinds of meta-data associated with it, which can
be specified using the Dublin Core standard [7], for example. As another example,
consider the meta-data stored by a telecommunication company for every phone
call.

2.2 Managing Content

2.2.1 Content Lifecycle

In the current context, content lifecycle and document lifecycle can be considered
equal. Usually, four phases of content lifecycle are identified, although some au-

1We refer to the system theory approach to data, information and knowledge, as presented by
[1]
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thors use a different number of stages. Authors usually agree on the first phase
(content creation) and on the publishing phase. In between these two there is an
editorial process. Furthermore, a final stage can be added, when the document
is retired [6]. Consider the following example: one or more authors create a doc-
ument, which might go through an editorial process of subsequent updates, and
then it gets published. In this published form it can also be updated several times
before it is finally outdated or retired for some reasons, and becomes a subject of
archiving or deletion. Content management systems should support these phases in
a collaborative manner, since several people can work together on the same content.

Non-textual content can have the same lifecycle pattern. However, it might be
more difficult to create or update the content due to the natural characteristics of
non-textual data. Content management systems should support the whole lifecycle
in this case as well.

2.2.2 What is a Content Management System?

The goal of content management is to help the users in creating, organising, or, in
other words, managing data, information or knowledge represented in the form of
content. This also includes the retrieval of information, which is one of the greatest
challenges for information systems. Retrieving information means the ability of
the system to find data which are relevant for a given user. If data is found to be
relevant to the user’s problem, then it can be considered as information relevant to
the given user’s work. By definition data can be considered information only when
it is relevant in a given context. This is, however, not constrained to information.
Retrieved relevant data can also function as knowledge of the individual or the
organisation when it is used [1].

Content is usually handled by Content Management Systems (CMSs). Most
definitions focus on the functionality of these systems, just like the following one,
stating that a CMS is a:

‘system for the creation, modification, archiving and removal of in-
formation resources from an organised repository. Includes tools for
publishing, format management, revision control, indexing, search and
retrieval’ [3]

CMS vs. WCMS. The term Content Management System is often confused with
Web Content Management System (WCMS). They share a common root, moreover
both are content management systems, but WCMSs concentrate on managing the
content of web portals, while CMSs are managing more general content. So Web
Content Management Systems are Content Management Systems with more specific
structure and content description formalisms.

CMS Architecture. CMSs usually consist of three major parts: a content cre-
ation, a content management and a presentation subsystem, as it can be observed
in Figure 1. The content creation part is responsible for managing inputs, in other
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Figure 1: Content Management System Architecture

words gathering content from various knowledge sources. The task of the manage-
ment part is to store content, together with appropriate versioning information;
to ensure access rights management; and to offer information retrieval functions,
such as full-text search. The presentation part displays or prints the content using
different media types, such as computer screens, mobile devices or printed paper.
This part of a CMS has a template engine offering patterns for representing content,
adjusting it to the desired use. The presentation layer also handles user navigation
on the pages of content – although this function is more relevant in the case of a
web content management systems.

Characteristics of CMS. Ideally, the role of a content management system
is to be the nerve centre of an enterprise information infrastructure [2, p.7]. It
should aggregate data and information from various sources and deliver these to
the appropriate recipients. In reality, there are lots of information sources in an
organisation, but most of these, such as laptops of individuals or the heads of
employees, are not directly connected to the content management system.

In the information system approach, content management is more than data
management. For managing pure data, very sophisticated and well-developed tools
are available, namely database management systems (DBMSs). However, DBMSs
reach their limits quite soon, when used to process content, since DBMSs are de-
signed to manage well-structured data. Content, in contrast, is unstructured with
some more-or-less defined meta-data descriptors. This requires an approach com-
pletely different from that of data management.

Commoditisation. As a Gartner-study demonstrated in 2002, content manage-
ment is not a stand-alone product any more [4]. It is integrated with other enterprise
information infrastructure components into larger systems, such as Smart Enter-
prise Suites or corporate portals. Use of CMSs is not a competitive advantage any
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more, but a necessity. At the same time it is very interesting to see that, in the
case of content management, the reason for commoditisation2 was not emerging
technology standards but its simplicity. Technology standardisation is still under
evolution. An example is the standard ‘JSR-170 Content Repository for Java Tech-
nology API’ [13], which describes a standard interface for content management to
be used in Java-based systems.

2.2.3 Getting the Right Information

Why is content management so relevant? What is the hidden value in content that
made the industry so focused on developing content management systems and then
later on developing enterprise applications using content? The answer is simple: it
adds further value to corporate assets as a very potent source of knowledge.

Content and knowledge have a strong correlation; they complement and overlap
each other in many ways [11]. Content is a storage of relevant data and information,
which can be used and reused in a corporate problem context.

The question is how to extract knowledge from the vast amount of stored con-
tent. Information overload is a common problem in the field of content manage-
ment. New content can be created in many different forms, additionally numerous
distinct resources can be used for this purpose. These pieces of content can be used
and reused many times, thus becoming part of the corporate knowledge body.

On the other hand, existing knowledge can be codified. In other words, knowl-
edge can be expressed in an explicit form and put in the organisational memory as
content.

Vast amounts of data, information and knowledge are stored as content in a
content management system, so the real problem an organisation has to face is
how to use them. As mentioned above, decreasing content creation costs cause an
increase in the costs of content processing, especially if the latter requires human
work. A solution can be the development of content management systems, which
provide facilities for effective information retrieval. The keyword is relevance, espe-
cially relevance to that business context in which the user is working. The primary
challenge in content management is to deliver appropriate content and information
to users. Current content management systems provide full-text searching facilities
or categorisation for enabling the delivery of relevant information. However, still
too many results are provided by these solutions, meaning that the applied methods
are not distinctive enough.

3 Semantic-enhanced Content Management

The main purpose of introducing semantics in content management is to retrieve
relevant information. Employing a semantic-enhanced content management system
(SCMS) can deliver more appropriate information than the currently used methods
of classifying information stored in content. As a prerequisite for making a content

2Commoditisation is the process by which goods become mass products.
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management system semantic-enabled one has to build a domain ontology in the
background3. This means that the knowledge of a specific domain is processed
into a structure representing both the concepts and the relationships between these
concepts. Of course, the larger is the ontology, the more content can be described
using it.

3.1 Content Processing in a SCMS

Having formalised the knowledge of the domain in the form of an ontology, any
content that is fed into the content management system can be annotated with the
concepts of the ontology. Concepts can be assigned to the content in general, or
parts of the content – for example, by marking words or phrases in the text.

A problem of annotation is that it requires human intelligence in most of the
cases. Currently, there are no applications or methods providing a reliable au-
tomatic way of revealing relationships between words or phrases in a text and a
structured ontology. However, there are promising research activities aiming at this
goal.

Annotation is a formalisation of the content, meaning a formal description of
what is depicted in the content itself. As soon as the content is annotated, not only
the usual descriptive meta-data (such as the meta-data specified by the Dublin
Core standard [7]) are known, but, through the structure of the ontology, the
meaning of the content becomes known as well. However, it must be stated, that
this description relates only to one or some domains – it cannot be assumed that
the whole world can be described in a single ontology in finite time.

Figure 2 summarises this process of connecting ontologies and content manage-
ment systems, using an example in the legal domain. The same process can be
applied to other domains as well.

In the following subsections semantic description of content is compared to
classical solutions.

3.1.1 Semantic-Enabled CMSs vs. Document Management Systems

The role of Document Management Systems (DMSs) is to handle textual documents
and sometimes other forms of documents. They usually treat these documents as
black boxes, using only Dublin Core meta-data (such as author, title, creation date,
etc.) for their description. Generally DMSs provide indexing and full-text searching
facilities as well. In the semantic-enabled content management approach the do-
main is represented by an ontology and through this representation the content of a
document can also be formalised. This means that the system has a certain knowl-
edge of what the document is about, thanks to all those relationships which have
already been established between the document and the concepts of the ontology.
This information can also be used for inference or searching.

3The author presumes a basic knowledge of ontologies. Please refer to [8], [9], [5], [18] and [17]
for more information about this topic.
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Figure 2: Operation of SCMS in the legal domain

3.1.2 Semantic-Enabled CMSs vs. Full-Text Searching

Full-text searching uses a word index of content as the source of its queries. Ranking
of results is determined by different algorithms based on the frequency of words
being searched. This is one of the most effective approaches of information retrieval
used today. However, it has some drawbacks as well. Certain words and expressions
may have one or more synonyms. When searching for a word with synonyms, those
contents which only contain the synonyms may not be found. Homonyms are
problematic as well, since full-text search cannot distinguish the different meanings
of words, making the search results noisy.

Ontology-based content searching means that a concept can be searched inde-
pendently from its linguistic representation. Actually, word forms or expressions
are only instances of a certain concept in the ontology. When a concept is looked
up, it will be found regardless of its actual appearance.

This feature of semantic-enabled CMSs can be easily demonstrated by a simple
example from the field of Value Added Tax (VAT) regulations. In this context
the concept of natural person is referred to by the word customer. Of course, this
word can mean both natural and juristic persons in VAT regulations. When one is
looking up content related to the phrase natural person, using a semantic-enabled
CMS, appropriate parts of the VAT law are expected to be found. This is in spite
of the fact that, in the VAT law, the phrase natural person is referred to by the
expression customer.
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3.1.3 Semantic-Enabled CMSs vs. Categorisation

Categorisation can be a very good approach to organise and retrieve information. It
might have many forms, the simplest of which is the single categorisation approach.
This is analogous to the folder structure of a hard disk, available on almost every
operating system of modern computers, which provides a basic environment for
organising files. The problem with this approach is that it uses only a single type
of logic in content organisation. It is very hard to find appropriate content if the
query follows a different type of logic than that used in the categorisation.

Another approach is multiple categorisation. This uses several terms, and is
nothing but the very popular tagging scheme. This approach can ensure quite
rich content organisation, however, it can also produce noise in the search results.
A drawback is that the person designing the categorisation has to think of all
possible aspects of search queries to ensure proper information retrieval. Thus, in
most cases, huge amounts of search results are returned, because too many tags are
assigned to the content. If sub-categories are used within multiple categorisation,
the same problems will arise as in the case of single categorisation.

In the semantic approach the ontology is independent from the content. Thus
content is not described by words, but, instead, domain concepts (elements of
the ontology) are assigned to parts of the content. When performing information
retrieval, the relationships between the concepts in the ontology can be effectively
exploited. For example, in some content, such as a document requesting a passport,
there is no mention of natural persons. In the corresponding ontology, however,
a relationship between a natural person and a passport is defined, namely that
only a natural person can request a passport, and a passport can only be assigned
to a natural person (both directions can be covered). Even if this relationship is
not explicit in any document, the relationship between the natural person and the
passport can be discovered and exploited using the domain knowledge formalised
in the ontology.

4 Realization in a Pilot Project

In this section we present an application of the principles of semantic-enabled con-
tent management systems described above, in the context of a European Union
project the author is participating in.

The SAKE project4 is an ongoing European Union project aiming at the sup-
port of knowledge-intensive and formalised processes of a public organisation in a
semantic-enabled manner. This system incorporates three major, publicly available

4SAKE – Semantic-enabled Agile Knowledge-based eGovernment (IST 027128) is a research
project pursued by an international consortium of partners, and co-financed by the 6th EU Frame-
work Programme for Research and Technological Development. The SAKE project commenced
on the 1st of March 2006 and lasts for 36 months. The author is leading the development of the
Semantic-enabled content management system, one of the most crucial components of the project,
which is the responsibility of Corvinus University of Budapest. For more information, please refer
to http://www.sake-project.org.
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components realizing content, groupware and workflow management functions via
integrating existing open-source systems. Additionally, a semantic layer – includ-
ing an ontology management system and its support tools – has been developed to
capture all kinds of semantic information that are provided by components of the
system.

4.1 Architecture

From an architectural point of view, the system is built using the classical three-
tiered architecture, involving a Presentation Tier, a Business Tier and an Integra-
tion Tier, as presented in Figure 3.

Figure 3: SAKE System Architecture

The Presentation Tier is responsible for displaying the content to the user, pos-
sibly annotated with additional information. Furthermore, the Presentation Tier
handles user interactions using controllers, according to the Model-View-Controller
(MVC) paradigm.

The Business Tier contains the business logic, realised by the system compo-
nents mentioned earlier, such as content management or the groupware support
modules. A crucial responsibility of the components in this tier is the addition of
semantic functionality to the functions provided by the Integration Tier. The Java
class FacadeBean provides a unified interface for components in this tier.

The Integration Tier consists of various open-source systems on top of which
the SAKE System has been built. These include the Daisy content management
system; the Coefficient groupware system and its supplementary systems (calendar
and mail components); the Preference Framework for handling user-defined prefer-
ence rules; and the Nutch change notification framework, which is basically a web
crawler and a notification system used by the Change Notification System (CNS)
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component. Integration of these components is eventually realised in the business
logic tier, using adaptor components. Adaptors implement the Data Access Object
(DAO) design pattern, decoupling the supporting system functions in the Integra-
tion Tier from the business logic in the Business Tier. Adaptors provide therefore
a homogeneous way of accessing component functionality by applying a transla-
tion between specific SAKE APIs and the APIs of components in the Integration
Tier. This approach makes it possible to attach to SAKE an arbitrary software
system providing the necessary functionality. Thus the SAKE System can be used
in existing public administration or corporate environments, serving as a semantic
integration layer built on top of legacy systems.

The Ontology component, within the Integration Tier, plays a special role as the
storage and reasoning facility for semantic information. It contains various ontolo-
gies, such as the Public Administration (PA) ontology for capturing organisational
information of Public Administration; the Information ontology (IO) representing
meta-data of information sources; and the Preference ontology containing prefer-
ence rules and data. The Ontology component is attached to the business logic
components by a special adaptor for the KAON2 reasoner used in the project.

Business components store semantic data and information in the ontologies
while storing system-specific data in the supporting systems in the Integration
Tier. Business components are realised as Enterprise JavaBeans (EJBs, or beans
in Figure 3), all having an appropriate back-end component in the Integration Tier.

The Presentation Tier consists of Java Server Pages (JSP) descriptor pages,
constituting the user interface, and portlets, implementing control logic. Portlets
govern the page flow of user interfaces and transmit user and context information
to the business components. After processing the user request in the Business Tier,
results are delivered to the portlets and presented by JSP pages.

4.2 System Operation

During the operation of the SAKE System, semantic aspects of user interactions
are captured as presented in Figure 4.

When users work in a formalised process, they use the Workflow component
of the system. The flow of activities is defined in the Process Ontology and is
utilised by the workflow engine. Every activity involves some user activities in the
system: entering data, creating documents, participating in discussions, etc. The
first aspect of semantic information captured by the system is the activity that the
user is working in. This state is called the ‘Business Context’, in the terminology
of the system.

As the processes in the system are defined in an ontology, working on a specific
process involves the creation of an appropriate instance of a process class in the
Process Ontology. This process instance is recording all the user activities: the
values she submitted, references the documents she created, and so on.

On the other hand, the user can decide to leave the formalised environment
for some reasons, and use other, more knowledge-intensive functions directly in the
system. Users can decide to look for documents in the content management system,
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Figure 4: SAKE System Operation

or to discuss a topic in the groupware system. In such cases, the appropriate system
component is responsible for recording the user activities.

4.2.1 Capturing Semantics

Various system components record activities by using appropriate ontologies. A
basic principle of the system is that everything happening there should be mirrored
by the ontologies as well. For example, in the case of Content Management System,
when a document is created it is not only stored in the Content Management System
in the Integration Tier, but, simultaneously, a new instance of the class Document
is created in the Information Ontology. This process, however, provides only a
static view as it does not cope with time. The time aspect of user interactions is
recorded by the Logging Ontology, by generating new instances of some specific
classes of this ontology, such as AccessEvent or CreateEvent, which describe the
event. These instances are connected to all other relevant instances in the ontology,
such as the Business Context, the User or the Document instances.

These facilities are also used when the user works in the formalised workflow
environment, which operates as a kind of marshaller, using various functions of
system components. This way all kinds of semantic information are gathered in
specific ontologies as the system is running.
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4.2.2 Using Semantics

In the previous subsection the way of capturing semantics has been demonstrated.
In this process, semantic information about all user activities is stored in various
ontologies. However, capturing this information is not enough: it has to be used
to satisfy the goals of the system, namely to deliver more precise, more relevant
information for its users.

Extracting relevant information of the stored semantic data is the task of the
fourth component, the Attention Management System (AMS). This component
employs a reasoning engine operating on the ontologies. The engine functions by
applying user-defined preference rules. These can be either predefined, for example,
information about changes in the local regulations, or queried in an ad-hoc way,
using complex search expressions. Any data or relationship which can be found in
the ontology can be defined in preference rules. This complexity enables the precise
description of the user needs.

The reasoning capabilities of the Attention Management System are also used
by other components, in the form of related documents or discussions, for example.
This component is a crucial element of the system delivering added value to the
users. The Attention Management System informs the users about the results of
executing predefined preference rules. This is done at user login time, and also in
the form of an RSS (Really Simple Syndication) feed, as a notification independent
from the SAKE System.

5 Further Research Questions

One of the crucial points of system operation is the proper annotation of the stored
documents. Currently, this task is carried out by humans. This is a huge burden on
the human resources of the organisation. However, there is no fully reliable method
to perform this task using automated systems. In this field, natural language
processing and text mining applications show very promising approaches.

The system can be extended to deal with other application fields, involving con-
tent types gaining popularity nowadays, such as video or audio clips and pictures.
The difficulties encountered in these areas are similar to those appearing in the case
of textual documents.

Performance considerations are very exciting and topical problems affecting the
usability of the application. Currently, ontology management and reasoning engines
are quite slow compared to the well-established database management software,
mentioned before. On one hand, this is acceptable since these engines perform
complex operations on possibly huge amounts of data. However, the system should
remain responsive and fast enough, if it is to be applied by the users in real life situ-
ations. Research on improving the speed of reasoning engines shows very promising
results, building on techniques learnt from the field of database management, as it
is shown, for example, in [12].
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6 Conclusions

Current state-of-the-art techniques employed in CMSs are not sufficient enough to
handle the the vast amounts of information created and used in an organisation
in the course of everyday work. CMSs are not able to effectively manage con-
stantly changing and expanding laws and regulations, which are crucial in public
administration.

A major problem is that information in CMSs is stored in an unstructured way.
Due to this problem the retrieval of information is also less effective. Moreover
general information retrieval algorithms (such as full-text search or categorisation)
do not provide results relevant enough.

A solution, as presented in this paper, can be the systematisation and formalisa-
tion of domain knowledge. Ontologies provide a formal representation of the given
domain, which can be used for mapping content onto the conceptual structure of
the domain.

At the same time, building an ontology is far from being a task easy to accom-
plish. Thus, as a prerequisite for the use of semantic-enabled technologies, large
investment of work is needed in the formalisation of a domain. However, the devel-
opment of adequate ontologies helps solving numerous further tasks. The return
on investment is thus realised not only in the field of information retrieval, but also
in other areas, such as system and application development, communication, and
the operation of the organisation in general.
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