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## 1. Introduction

Let $\mathfrak{N l}$ be a sequence of distinct positive integers

$$
a_{1}<a_{2}<a_{3}<\cdots .
$$

We write $A(n)$ for the number of elements $a$ of $\cong$ with $a \leqq n$, and similarly for other sets. As usual, we put

$$
\|x\|=\inf |x-n| \quad(n=0, \pm 1, \pm 2, \ldots) .
$$

We shall establish the following theorem:
Theorem I. Suppose that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{A(2 n)-A(n)}{\log \log n^{\prime}}=\infty \tag{*}
\end{equation*}
$$

and that

$$
\begin{equation*}
\sum_{u \in \mathbb{M}}\|a \theta\|^{2}=\infty \tag{㐘}
\end{equation*}
$$

for every real number $\theta$ in $0<\theta<1$. Then every sufficiently large number is representable as the sum of distinct elements of $\mathfrak{N}$.

We prove Theorem I in $\S 2$ by the Hardy-Littlewood circle method. It will be seen that we do not use quite the full force of the hypotheses. By a more refined estimate of the integrals which occur, it would probably be possible to weaken the hypotheses further.

This investigation was touched off by the ingenious paper of Birch [1] about the representation of integers as the sums of the elements $p^{\alpha} q^{\beta}$. ( $\alpha=0,1,2, \ldots ; \beta=0,1,2, \ldots$ ), where $p, q$ is a pair of coprime integers. His results are an immediate consequence of Theorem I.

In $\S 3$ we shall prove the following result, which shows that congruence considerations and a very severe condition on the rate of increase of $A(n)$ are not alone sufficient to ensure that every sufficiently large number is the sum of distinct elements of $\mathcal{Y}$.

Theorem II. Let $\varepsilon>0$ be given. Then there exists a set $\mathbb{C}$ of positive integers $c_{1}<c_{2}<\cdots$ with the following properties:

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(c_{n+1}-c_{n}\right) / c_{n}^{\frac{1}{2}+\varepsilon}=0 \tag{i}
\end{equation*}
$$

(ii) $\mathbb{S}$ contains infinitely many elements in every arithmetic progression;
(iii) if $S(n)$ denotes the number of integers $\leqq n$ which are expressible as the sum of distinct elements of $\mathfrak{C}$, then $S(n)<\varepsilon n$ for every $n$.

Note that (i) implies, in particular, that

$$
\lim _{n \rightarrow \infty} n^{-\frac{1}{2}+\varepsilon} C(n)=\infty
$$

On the other hand, it is easy to see that any set $\mathfrak{i f}$ with

$$
\liminf n^{-2 / 3} A(n)>0
$$

satisfies condition ( $\underset{*}{*}$ ) of Theorem I provided that $\mathfrak{N}$ contains infinitely many elements not divisible by any given integer $m>1$.
[Added in proof. Since this was written, my attention has been drawn to the paper of Roth and Szekeres [7]. Their point of view is rather different from mine, since they are primarily interested in the behaviour of the number of representations. From their work it follows, in particular, that condition (*) may be weakened provided that condition ( $(*)$ is appropriately strengthened. They do not require such delicate estimates of integrals as are needed in this paper.]

## 2. Proof of Theorem I

We shall not apply the Hardy-Littlewood method to the set $\mathfrak{Y}$ directly, but to a subset $\mathfrak{B}$ of $\mathfrak{N}$. It will clearly be enough to show that every sufficiently large integer is the sum of distinct elements of $\mathfrak{Y}$. The set $\mathfrak{B}$ is constructed in Lemma. 1. It should perhaps be remarked that, while we have for convenience given explicit numerical values to constants occurring in the argument, we have made no attempt to make those values small and have estimated quite crudely.

Lemma 1. There is a set $\mathfrak{B} \subset \mathfrak{N}$ and integers $M, N$ with $2^{+0} \leqq N \leqq M$ such that

$$
\begin{equation*}
\sum_{b \in \mathcal{H}, b \leqq 2, M}\|b \theta\|^{2}>2 N+50 \tag{i}
\end{equation*}
$$

for all real $\theta$ in the range $2^{-N-2} \leqq \theta \leqq 1-2^{-N-2}$,

$$
\begin{equation*}
B\left(2^{m+1}\right)-B\left(2^{m \prime}\right) \geqq 2^{20} \log _{2} m \quad(\text { for all } \quad m \geqq N) \tag{ii}
\end{equation*}
$$

$$
\begin{equation*}
\left.B\left(2^{m+1}\right)-B\left(2^{m}\right) \leqq 2^{29} \cdot \log _{2} m+1 \quad \text { (for all. } \quad m \geqq M\right) \tag{iii}
\end{equation*}
$$

where $\log _{2} m=\log m / \log 2$.
First, by (i) of the enunciation of Theorem I there is an integer $N \geqq 2^{40}$ such that

$$
\begin{equation*}
\left.A(2 n)-A(n)>2^{29} \log _{2} \log _{2} n \quad \text { (for all } \quad n \geqq 2^{v}\right) \tag{1}
\end{equation*}
$$

Secondly, by condition (ii) of Theorem I and a routine application of the Heine-Borel covering theorem, there is an integer $M \geqq N$ such that

$$
\sum_{a \in \mathbb{N}, a \leq 2^{M}}\|a \theta\|^{2}>2 N+50
$$

for all $\theta$ in the range $2^{-N-2} \leqq \theta \leqq 1-2^{-N-2}$.
The elements $b$ of the set $\mathfrak{3}$ in the range

$$
0<b \leqq 2^{M}
$$

are taken to be just the elements of $\mathfrak{N}$ in that interval. The elements of $\mathfrak{F}$ in an. interval

$$
\begin{equation*}
2^{n}<b \leqq 2^{m+1} \quad(m \geqq M) \tag{2}
\end{equation*}
$$

are taken to be just any selection of

$$
\left[2^{20} \log _{2} m\right]+1
$$

of the elements of $\mathbb{N}$ in that interval. (That there are so many elements of $\mathfrak{N}$ in (2) follows from (1).) The set 33 so constructed clearly has all the required properties.

Let $\varrho$ be a number in the range

$$
0<\underline{o}<1
$$

to be chosen later. The number of representations of an integer $n$ by distinct summands from $\mathfrak{Z}$ is clearly

$$
\left\{2 \pi \varphi^{i}\right\}^{-1} \int_{-\pi}^{\pi} \prod_{b \in \mathfrak{N}}\left(1+o^{b} e^{i b \theta}\right) e^{-i n \theta} d \theta
$$
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Hence to prove the theorem it will be enough to show that

$$
\begin{equation*}
\int_{-\pi}^{\pi} F(\theta) e^{-i n \theta} d \theta \neq 0 \tag{3}
\end{equation*}
$$

for all sufficiently large $n$, where

$$
\begin{equation*}
F(\theta)=\prod_{b \in \mathfrak{k}}\left(\frac{1+e^{v} e^{i b \theta}}{1+o^{i}}\right) \tag{4}
\end{equation*}
$$

Clearly

$$
\begin{equation*}
|\dot{F}(\theta)| \leqq .1 \tag{5}
\end{equation*}
$$

for all $\theta$ and

$$
\begin{equation*}
F(0)=1 \tag{6}
\end{equation*}
$$

We choose $\rho$, which is still at our disposal and may vary with $n$, so that the integrand in (3) has stationary phase in the neighbourhood of $\theta=0$, that is so that

$$
\begin{equation*}
n=\sum_{b \in \mathfrak{W}} \frac{b \varrho^{b}}{1+\varrho^{i}} \tag{7}
\end{equation*}
$$

This is possible since the right hand side of (7) increases continuously from 0 to $\infty$ as $\varrho$ increases from 0 to $1-0$. The rest of this $\S 2$ is devoted to showing that (3) holds provided that

$$
\begin{equation*}
n>\max \left\{2^{103 \pi}, 2^{2^{22^{400}}}\right\} \tag{8}
\end{equation*}
$$

First we require an estimate of $\boldsymbol{o}$. It is convenient to work with the integer 2 defined by the inequalities

$$
\begin{equation*}
o^{2^{\lambda}} \geqq \frac{1}{2}>{o^{2^{2+1}}} . \tag{9}
\end{equation*}
$$

From now on, $n$ satisfies (8), and $\varrho, \lambda$ are given by (7), (9) respectively.
Lemma 2.

$$
\begin{equation*}
\lambda \geqq \max \left\{8 M, 2^{2^{3(1)}}\right\} \tag{10}
\end{equation*}
$$

For, by (7) we have
(11) $\leqq 2^{2 M}+\sum_{m \leqq 1}\left(2^{20} \log _{9} m+1\right) 2^{m+1} \varrho^{2^{2 m}} \leqq \frac{1}{2} n+\sum_{1 \leqq m \leqq \lambda}\left(2^{2 M} \log _{2} m+1\right) 2^{m+1}+$

$$
+\sum_{m>\lambda}\left(2^{20} \log _{2} m+1\right) 2^{m+1}(1 / 2)^{2^{m-\lambda+1}} \leqq \frac{1}{2} n+\left(2^{50} \log _{2} \lambda+1\right) 2^{\lambda+\frac{1}{2}}
$$

The Lemma now follows from (8) and (11).

It is convenient to state for further reference two inequalities involving $\rho$ and $\lambda$. We do not give the proofs, which are all by a division of the range of summation as in the proof of Lemma 2.

Corollary. The following estimates hold:

$$
\begin{gather*}
\sum_{l \in \mathcal{M}} b^{3} \rho^{l}<2^{3 \lambda+30} \log _{2} \lambda  \tag{12}\\
\sum_{b \in \mathbb{M}} \frac{b^{2} \varrho^{b}}{\left(1+\rho^{b}\right)^{2}}<2^{2 \lambda+30} \log _{2} \lambda . \tag{13}
\end{gather*}
$$

Lemma 3. Let $\sigma, \Phi$ bé real numbers such that

$$
\begin{equation*}
\frac{1}{2} \leqq \sigma \leqq 1, \quad|\Phi| \leqq \pi \tag{14}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left|\frac{1+\sigma e^{i \Phi}}{1+\sigma}\right|^{2} \leqq \exp \left\{-4 \Phi^{2} / 9 \pi \pi^{2}\right\} \leqq 2^{-\Phi^{2} \mid 2 \pi^{2}} \tag{15}
\end{equation*}
$$

For

$$
\left|1+\sigma e^{i \phi}\right|=(1+\sigma)^{2}-2 \sigma \sin ^{2} \Phi / 2
$$

and

$$
|\sin \Phi / 2| \geqq|\Phi| / \pi
$$

Hence

$$
\left|\frac{1+\sigma e^{i \Phi}}{1+\sigma}\right|^{2} \leqq 1-\frac{2 \sigma}{(1+\sigma)^{2}} \frac{\Phi^{2}}{\pi^{2}} \leqq 1-4 \Phi^{2} / 9 x^{2} \leqq \exp \left\{-4 \Phi^{2} / 9 \pi t^{2}\right\}
$$

Corollary 1. Suppose that

$$
\begin{equation*}
2^{-N-1} \pi \leqq \theta \leqq\left(2-2^{-N-1}\right) \pi \tag{16}
\end{equation*}
$$

Then

$$
\begin{equation*}
|F(\theta)| \leqq 2^{-2 N-50} \tag{17}
\end{equation*}
$$

where $F(\theta)$ is given by (4).
For

$$
|F(\theta)| \leqq \prod_{b \in \mathfrak{W}, b \leq 0, ~ M}\left|\frac{1+e^{b} e^{i l \theta}}{1+\varrho^{i}}\right| .
$$

In each of the terms of the product we have

$$
1 \geqq e^{b} \geqq \rho^{2^{M}} \geqq o^{2 \cdot} \geqq \frac{1}{2}
$$

by (9). Hence on applying Lemma 3 to each term, with

$$
\sigma=g^{b} \quad \text { and } \quad \Phi= \pm 2 \pi\|b \theta / 2 \pi\|
$$

we have

$$
|F(\theta)| \leqq 2^{-\Sigma| |, \theta \theta /\left.2 x\right|^{2}},
$$

where the sum is over $b \in \mathfrak{B}, b \leqq 2^{M}$. The truth of (17) now follows from Lemma 1 (i).

For

$$
N \leqq m<\lambda
$$

we write

$$
\begin{equation*}
f_{m}(\theta)=\prod_{\substack{2^{m} \in \mathfrak{Q} \\ 2^{m}<b \leq 2^{m+1}}}\left(\frac{1+\varrho^{b} e^{i b \theta}}{1+\varrho^{b}}\right) \tag{18}
\end{equation*}
$$

Corollary 2.

$$
\begin{equation*}
\left|f_{\lambda-1}(\theta)\right| \leqq \exp \left\{-2^{2 \lambda+10}\left(\log _{2} \lambda\right) \theta^{2}\right\} \tag{19}
\end{equation*}
$$

for all $\theta$ in the range $|\theta| \leqq 2^{-\lambda} \pi$.
By Lemma 3 we have the estimate

$$
\left|f_{\lambda-1}(\theta)\right|^{2} \leqq \exp \left\{\frac{-4}{9 \pi \pi^{2}} \cdot \sum_{\substack{b \in \mathcal{M} \\ 2^{\lambda}-1<b \leqq 2^{\lambda}}}(b \theta)^{2}\right\}
$$

Since there are at least $2^{20} \log _{2}(\lambda-1)$ summands, by Lemma 1 (ii); the required estimate follows.

Corollary 3. Let

$$
\begin{equation*}
\theta_{0}=\left(\log _{2} \lambda\right)^{-2 / 5} 2^{-\lambda} \pi \tag{20}
\end{equation*}
$$

Then

$$
\begin{equation*}
\int_{\epsilon_{0}}^{2^{-\lambda} \lambda_{c}}|F(\theta)| d \theta \leqq 2^{-\lambda}\left(\log _{2} \lambda\right)^{-1 / 2} \exp \left\{-2^{10}\left(\log _{2} \lambda\right)^{1 / 5}\right\} \tag{21}
\end{equation*}
$$

For

$$
\begin{equation*}
|F(\theta)| \leqq\left|f_{\lambda-1}(\theta)\right| \tag{22}
\end{equation*}
$$

and Corollary 3 follows from Corollary 2 with a little calculation.
Lemma 4. Let. $\sigma, \Phi, \psi$ be real numbers such that

$$
\begin{equation*}
\frac{1}{2} \leqq \sigma \leqq 1, \quad \frac{\pi}{8} \leqq|\Phi-\psi| \leqq \pi \tag{23}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left|\frac{1+\sigma e^{i \omega}}{1+\sigma}\right|\left|\frac{1+\sigma e^{i \phi}}{1+\sigma}\right| \leqq 2^{-9^{-9}} \tag{24}
\end{equation*}
$$

Since

$$
\frac{d}{d \Phi} \log \left|1+\sigma e^{i \Phi}\right|=\frac{-\sigma \sin \Phi}{1+\sigma^{2}+2 \sigma \cos \Phi}
$$

is monotone in $|\Phi| \leqq \pi / 2$, it is easy to see that the left hand side of (26) attains its maximum when $\Phi=-\psi=\pi / 16$ for fixed $\sigma$, when $\Phi, \psi$ are allowed to vary. Lemma 4 now follows from Lemma 3.

Corollary 1 , Let $N \leqq m<\lambda$ and let $\theta_{0}, \theta_{1}$ be two numbers such that

$$
\begin{equation*}
2^{-m-3} \pi \leqq\left|\theta_{0}-\theta_{1}\right| \leqq 2^{-m-1} \pi \tag{25}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left|f_{m}\left(\theta_{0}\right) f_{m}\left(\theta_{1}\right)\right| \leqq m^{-10}, \tag{26}
\end{equation*}
$$

where $f_{m}(\theta)$ is defined in (18).
For, by Lemma 1 (ii),

$$
\left|f_{m}\left(\theta_{0}\right) f_{m}\left(\theta_{1}\right)\right|=\prod_{\substack{9^{m}<b \leq \leq_{3}^{m+1} \\ b=\bar{w}^{m}}}\left|\frac{1+\varrho^{b} e^{i \vartheta \theta_{0}}}{1+\varrho^{b}}\right|\left|\frac{1+\varrho^{b} e^{i b \theta_{1}}}{1+\varrho^{b}}\right|
$$

is the product of at least $2^{20} \log _{2} m$ terms to each of which Lemma 4 applies.
Corollary 2. Let $\Im$ be any interval of length

$$
\begin{equation*}
|\Im| \leqq 2^{-m-1} r x \tag{27}
\end{equation*}
$$

Then $\Im$ can be divided into 3 intervals $\mathfrak{K}, \mathfrak{Q}, \mathfrak{M}$ each of length at most $2^{-m-2} \pi$; so that ${ }^{1}$ )

$$
\begin{equation*}
|f(\theta)| \leqq \frac{1}{4} m^{-4} \quad(\theta \in \mathfrak{R}, \mathfrak{R}) \tag{28}
\end{equation*}
$$

We may suppose that $\Im$ is closed, so that $\left|f_{m}(\theta)\right|$ for $\theta \in \mathcal{J}$ takes its maximum at some $\theta_{0} \in \mathfrak{F}$. If $\left|f_{m}\left(\theta_{0}\right)\right| \leqq \frac{1}{4} m^{-4}$, there is nothing to prove. If $\left|f_{m}\left(\theta_{0}\right)\right|>\frac{1}{4} m^{-4}$ we take for $\mathfrak{M}$ the points of $\mathfrak{S}$ for which $\left|\theta-\theta_{0}\right| \leqq 2^{-m-3} \pi$. By corollary 1 we have

$$
\left|f_{m}(\theta)\right| \leqq m^{-10} /\left|f_{m}\left(\theta_{0}\right)\right| \leqq 4 m^{-6} \leqq \frac{1}{4} m^{-4}
$$

for $\theta \in \mathfrak{J}, \theta \notin \mathbb{M}$; and the result follows.
${ }^{1}$ ) We do not exclude the possibility that one of the intervals is empty.

Lemma 5. Let $\mathfrak{G}$ be any interval of length $|\Im| \leqq 2^{-\lambda}$ r. Then

$$
\begin{equation*}
\int_{S}\left|f_{\lambda-1}(\theta)\right|^{1 / 2} d \theta \leqq\left(\log _{2} \lambda\right)^{-1 / 2} 2^{-\lambda} \tag{29}
\end{equation*}
$$

We use the rearrangement of functions as explained in Hardy, Littlewood and Pólya [5] Chapter X. If $u(\theta)$ is any continuous positive function defined for $\theta \in \Im$, then, just for this proof, we denote by $u^{*}(\theta)$ the symmetric rearrangement of $u(\theta)$; that is the unique function defined for $|\theta| \leqq \frac{1}{2}|\Im|$ by the following properties:
(A) $u^{*}(\theta)$ is continuous,
(B) $u^{*}(-\theta)=u^{*}(\theta)$,
(C) $u^{*}(\theta)$ decreases for $0 \leqq \theta \leqq \frac{1}{2}|\mathfrak{F}|$,
(D) for any number $u_{0}$, the set of $\theta$ in $|\theta| \leqq \frac{1}{2}|\varsubsetneqq|$ such that $u^{*}(\theta)>u_{0}$ has the same measure as the set of $\theta \in \Im$ such that $u(\theta)>u_{0}$. If $u(\theta), v(\theta)$ are any two positive continuous functions defined in $\Im$ then it is easy to see that

$$
\begin{equation*}
\left.\int_{*} u(\theta) v(\theta) d \theta \leqq \int_{|\theta| \leq \frac{1}{2}|3|} u^{*}(\theta) v^{*}(\theta) d \theta\right) . \tag{30}
\end{equation*}
$$

(cf. Hardy, littlewood and Pólya [5], Theorem 378).
In particular, when $\mathfrak{J}$ is as above and

$$
u(\theta)=u_{b}(\theta)=\left|\frac{1+\varrho^{b} e^{i \theta}}{1+\varrho^{b}}\right|^{1 / 2}
$$

for some integer $b$ with $b \leqq 2^{2}$, it is obvious that

$$
u^{*}(\theta) \leqq u(\theta) \quad\left(|\theta| \leqq \frac{1}{2}|\Im|\right) .
$$

Since

$$
\left|f_{z-1}(\theta)\right|^{1 / 2}=\prod_{\substack{l \in \underbrace{8} \\ 2^{\lambda}-1<b \leq 2^{2}}} u_{n}(\theta),
$$

repeated application of (30) gives

$$
\int_{亏}\left|f_{\lambda-1}(\theta)\right|^{1 / 2} d \theta \leqq \int_{\left.|\theta| \leqq \sum^{-\lambda-1}\right)_{\lambda}}\left|f_{\lambda_{-1}}(\theta)\right|^{1 / 2} d \theta \leqq \int_{-\infty<\theta<\infty} \exp \left\{-2^{2 \lambda+9}\left(\log _{2} \lambda\right) \theta^{2}\right\} d \theta
$$

by Lemma 3, Corollary 2.

Lemma 6. Let $m$ be any integer in $N \leqq m<\lambda$ and let $\varsubsetneqq$ be any interval of length $|\Im| \leqq 2^{-m-1} r$. Then

When $m=\lambda-1$, this is just Lemma 5 . Otherwise we use backwards induction on $m$. Let $\mathcal{S}, \mathfrak{Q}, \mathfrak{M}$ be the intervals given by Lemma 4 , Corollary 4. Then, in an obvious notation,

$$
\begin{gathered}
S_{m}(\mathfrak{J})=S_{m}(\mathfrak{S})+S_{m}(\mathfrak{Y})+S_{m}(\mathfrak{M}) \leqq \\
\leqq \frac{1}{2} m^{-2} S_{m+1}(\mathfrak{K})+\frac{1}{2} m^{-〕} S_{m+1}(\Omega)+S_{m+1}(\mathfrak{M}),
\end{gathered}
$$

since $\left|f_{m}(\theta)\right|^{1 / 2} \leqq \frac{1}{2} m^{-2}$ in $\Omega, \mathcal{S}$ and $\left|f_{m}(\theta)\right|^{1 / 2} \leqq 1$ in $\mathfrak{M}$. The intervals $\Omega, \Omega, \mathfrak{M} t$ satisfy the condition of the Lemma with $m+1$ instead of $m$ and the result follows.

Corollary. Let $N \leqq m \leqq \lambda-2$ and let $3^{m}$ be the interval

$$
2^{-\lambda} \pi \leqq \theta \leqq 2^{-m-1} \pi
$$

Then

$$
\begin{equation*}
S_{m}\left(\Im^{m}\right) \leqq\left(\log _{2} \lambda\right)^{-1 / 2} 2^{-\lambda}\left\{\prod_{m \leq \mu<\lambda}\left(1+n^{-2}\right)-1\right\} . \tag{31}
\end{equation*}
$$

For $\mathfrak{J}^{m}$ is the union of $\Im^{m+1}$ and $\Omega^{m+1}$, where $\Omega^{m+1}$ is the interval

$$
2^{-m-2} \pi<\theta \leqq 2^{-m-1} \pi .
$$

By Lemma 4, Corollary 1, we have

$$
\left|f_{m}(\theta)\right| \leqq m^{-10}<m^{-2}
$$

for $\theta \in \mathfrak{R}^{m+1}$, since $f_{m}(0)=0$. The required estimate now follows by induction on applying Lemma 6 with $m+1$ for $m$ to the interval $\Omega^{m+1}$ instead of $\Im$, and since

$$
S_{m}\left(\Im^{m}\right)=S_{m}\left(\Im^{m+1}\right)+S_{m}\left(\mathbb{\Omega}^{m+1}\right) \leqq S_{m+1}\left(\Im^{m+1}\right)+m^{-2} S_{m}\left(\Omega^{m+1}\right)
$$

Lemma 7. Let

$$
\begin{equation*}
\theta_{0}=\left(\log _{2} \lambda\right)^{-2 / 5} 2^{-\lambda} \pi \tag{32}
\end{equation*}
$$

Then

$$
\begin{equation*}
\int_{\theta_{0}}^{2 \pi-\theta_{0}}|F(\theta)| d \theta<2^{-\lambda-20}\left(\log _{2} \lambda\right)^{-1 / 2} \tag{33}
\end{equation*}
$$

The integral in question is twice the integral over the range $\theta_{0} \leqq \theta \leqq \pi$. We divide this into $2^{v+1}+1$ subintervals, namely
$\Omega: \quad \theta_{0} \leqq \theta \leqq 2^{-k} \pi$,
8: $\quad 2^{-\lambda} \pi \leqq \theta \leqq 2^{-N-1} \pi$,
$\Re_{j}: j 2^{-N-1} \pi \leqq \theta \leqq(j+1) 2^{-N-1} \pi \quad\left(1 \leqq j \leqq 2^{N+1}\right)$.
Lemma 3 , Corollary 3 gives at once

$$
\begin{equation*}
\int_{i} \leqq\left(\log _{2} \lambda\right)^{-1 / 2} 2^{-\lambda} \exp \left\{-2^{10}\left(\log _{2} \lambda\right)^{1 / 2}\right\}<2^{-\lambda-25}\left(\log _{2} \lambda\right)^{-1 / 2}, \tag{34}
\end{equation*}
$$ by (10).

In the interval $\mathfrak{Q}$ we have, by (4) and (18);

$$
|F(\theta)| \leqq \prod_{N \leqq \mu<\lambda}\left|f_{\mu}(\theta)\right| \leqq \prod_{N \leqq \mu<\lambda}\left|f_{\mu}(\theta)\right|^{1 / 2} .
$$

Hence Lemma 6, Corollary with $m=N$ gives

$$
\begin{equation*}
\int_{\vdots} \leqq\left(\log _{2} \lambda\right)^{-1 / 2} 2^{-\lambda}\left\{\prod_{N \leqq \mu<\lambda}\left(1+\mu^{-2}\right)-1\right\} \leqq 2^{-\lambda-2 \pi}\left(\log _{2} \lambda\right)^{-i / 2} \tag{35}
\end{equation*}
$$

Finally, by Lemma 3, Corollary 1 , in the intervals $m_{j}$ we have

$$
F(\theta) \leqq 2^{-9 N_{-50}}
$$

and so

$$
\begin{equation*}
|F(\theta)| \leqq 2^{-N-\Sigma^{5}}|F(\theta)|^{1 / 2} \leqq 2^{-N^{N-25}} \prod_{N \leqq \mu<\lambda}\left|f_{\mu}(\theta)\right|^{1 / 2} . \tag{36}
\end{equation*}
$$

Hence by Lemma 6 with $m=N$ we have

$$
\begin{equation*}
\int_{j_{j}} \leqq 2^{-N-2 \pi}\left(\log _{2} \lambda\right)^{-1 / 2} 2^{-\lambda} \prod_{N \equiv \mu<\lambda}\left(1+\mu^{-2}\right) \leqq 2^{-\lambda-\lambda-24}\left(\log _{2} \lambda\right)^{-1 / 2} \tag{37}
\end{equation*}
$$

The truth of the Lemma now follows at once from (34), (35) and (37).
Lemma 8. Let

$$
\begin{equation*}
\theta_{0}=\left(\log _{2} \lambda\right)^{-2 / 5} 2^{-\lambda} \pi \tag{38}
\end{equation*}
$$

Then

$$
\begin{equation*}
\Re \int_{-\theta_{0}}^{0_{0}} F(\theta) e^{-i n \theta} d \theta>2^{-\lambda-20}\left(\log _{2} \lambda\right)^{-1 / 2} \tag{39}
\end{equation*}
$$

Write

$$
\begin{equation*}
v_{b}(\theta)=\log \left\{\frac{1+\rho^{b} e^{i b \theta}}{1+\varrho^{b}}\right\} . \tag{40}
\end{equation*}
$$

Then

$$
v_{b}^{\prime \prime \prime}(\theta)=\frac{-\varrho^{l}\left(1-\varrho^{b} e^{i b \theta}\right) b^{3}}{\left(1+\varrho^{b} e^{i b \theta}\right)^{3}}
$$

If now

$$
|\theta| \leqq \theta_{0}
$$

one readily obtains the estimate

$$
\begin{equation*}
\left|\nu r_{i}^{\prime \prime}(\theta)\right| \leqq 6 \varrho^{\prime \prime} b^{3}, \tag{41}
\end{equation*}
$$

on considering separately the two cases

$$
b \geqq 2^{\lambda+1}, \quad \text { so } \quad \varrho^{b}<\frac{1}{2}
$$

and

$$
b<2^{\lambda+1}, \text { so }|b \theta| \leqq 2 \pi\left(\log _{2} \lambda\right)^{-2 / 5} \leqq \pi / 4
$$

by Lemma 2. Hence, using Taylor's theorem with remainder, we have

$$
\begin{equation*}
\left|\log \left(\frac{1+\varrho^{b} e^{i b \theta}}{1+\varrho^{b}}\right)-\frac{i \varrho^{b} b \theta}{1+\varrho^{b}}+\frac{\varrho^{b}(b \theta)^{2}}{2\left(1+\varrho^{b}\right)^{2}}\right| \leqq \varphi^{b}|b \theta|^{3} \leqq \varrho^{b}\left(b \theta_{0}\right)^{3} . \tag{42}
\end{equation*}
$$

Summing over $b \in \mathfrak{B}$ and recollecting that $\varrho$ was chosen so that

$$
n=\sum_{l, \mathcal{F}} \frac{b \varrho^{v}}{1+\varrho^{b}}
$$

we have

$$
\begin{equation*}
\left|\log \left\{F(\theta) e^{-i n \theta}\right\}+\tau \theta^{2}\right| \leqq \sum_{v \in \mathfrak{M}} o^{b}\left(b \theta_{0}\right)^{3}, \tag{43}
\end{equation*}
$$

where

$$
\begin{equation*}
2 \tau=\sum_{b \in \mathfrak{w}} \frac{b^{2} \varrho^{b}}{\left(1+\varrho^{b}\right)^{2}} . \tag{44}
\end{equation*}
$$

The sums occurring here were estimated in Lemma 2, Corollary. In the first place,

$$
\begin{equation*}
\Sigma \varrho^{b}\left(b \theta_{0}\right)^{3} \leqq 2^{3 \lambda+30}\left(\log _{2} \lambda\right) \theta_{0}^{3} \leqq \pi^{3} 2^{30}\left(\log _{2} \lambda\right)^{-1 / 5}<2^{-4} \tag{45}
\end{equation*}
$$

by Lemma 2. Further, by Lemma 2, Corollary and (44),

$$
\begin{equation*}
2 t<2^{2 \lambda+30} \log _{2} \lambda=2 \tau_{2} \text { (say). } \tag{46}
\end{equation*}
$$

By (43), (45), (46) it follows that
(47) $\Re \int_{-\theta_{0}}^{\theta_{0}} F(\theta) e^{-i n \theta} d \theta \geqq \frac{1}{2} \int_{-\theta_{0}}^{\theta_{0}} \exp \left\{-\tau \theta^{2}\right\} d \theta \geqq \frac{1}{2} \int_{-\theta_{0}}^{\theta_{0}} \exp \left\{-\boldsymbol{\tau}_{0} \theta^{2}\right\} d \theta \geqq \frac{1}{4} \boldsymbol{\tau}_{0}^{-1 / 2}$, since $\tau_{0} \theta_{0}^{9}>1$ by (38) and (46).

The truth of the Lemma now follows from (46) and (47).
We note now that Lemmas 7, 8 together show that

$$
\Re \int_{-\pi}^{\pi} F(\theta) e^{-i n \theta} d \theta>0
$$

This implies (3), and so the truth of the Theorem, as was remarked in the discussion that led up to (3).

## 3. Proof of Theorem II

Let $a$ be any irrational number with bounded partial quotients and let $\varepsilon>0$ be arbitrarily small. We consider first the set $D$ of positive integers

$$
d_{1}<d_{2}<\cdots
$$

such that

$$
\|d \epsilon\|<d^{-\frac{1}{2}(1+\varepsilon)}
$$

Lemma 9. There are numbers $\gamma_{1}>0, \gamma_{2}$ depending only on ce and $\varepsilon$, such that

$$
\gamma_{1}<\frac{d_{j+1}-d_{j}}{d_{j}^{\frac{1}{2}(1+\varepsilon)}}<\gamma_{2},
$$

for all sufficiently large $j$.
We have

$$
\left\|\left(d_{j+1}-d_{j}\right) c\right\| \leqq\left\|d_{j+1} c\right\|+\left\|d_{j} \varepsilon\right\|<2 d_{j}^{-\frac{1}{2}(1+\varepsilon)}
$$

This gives the left-hand inequality, since a has bounded partial quotients. (See, for example, Cassels [3], Chapter I.)

Now let $d_{j}$ be given and let $p^{\prime} / q^{\prime}, p^{\prime \prime} \mid q^{\prime \prime}, p^{\prime \prime \prime} / q^{\prime \prime \prime}$ be the three consecutive best approximations to $a$ such that

$$
q^{\prime} \leqq 4 d_{j}^{\frac{1}{2}(1+e)}<q^{\prime \prime}<q^{\prime \prime \prime} .
$$

Then

$$
q^{\prime}<q^{\prime \prime \prime}<\gamma_{3} d_{j}^{\frac{1}{2}(1+\varepsilon)},
$$

where $\gamma_{3}$ depends only on $a$, and

$$
\left\|q^{\prime \prime} c\right\|=\left|q^{\prime \prime} c a-p^{\prime \prime}\right|<p^{\prime \prime-1}<\frac{1}{4} d_{j}^{-\frac{1}{2}(1+\varepsilon)}, \quad\left\|q^{\prime \prime \prime} c\right\|=\left|q^{\prime \prime \prime} c c-q^{\prime \prime \prime}\right|<\frac{1}{4} d_{j}^{-\frac{1}{2}(1+\varepsilon)} .
$$

Further, $\left(q^{\prime \prime} c-p^{\prime \prime}\right)$ and ( $q^{\prime \prime \prime} a-p^{\prime \prime \prime}$ ) have opposite signs, so

$$
\min \left\{\left\|\left(d_{j}+q^{\prime \prime}\right) c\right\|,\left\|\left(d_{j}+q^{\prime \prime \prime}\right) c\right\| \|\right\} \frac{3}{4} d_{j}^{-\frac{i}{2}(1+\varepsilon)}
$$

Hence at least one of the two numbers $d_{j}+q^{\prime \prime}$ and $d_{j}+q^{\prime \prime \prime}$ lies in $\mathfrak{D}$ provided that $d_{j}$ is large enough. This proves the right-hand inequality.

Corollary 1.

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \frac{d_{j+1}-d_{j}}{d_{j}^{1 / 2+\varepsilon}}=0 \tag{48}
\end{equation*}
$$

Corollary 2.

$$
\begin{equation*}
\sum_{d \in \mathfrak{N}}\|d \alpha\|<\infty . \tag{49}
\end{equation*}
$$

Corollary 1 is immediate. To prove Corollary 2 , we note that, by Lemma 9, there are $O\left(2^{\frac{1}{2} j(1+c)}\right)$ elements $d \in \mathcal{D}$ in $2^{j}<d \leqq 2^{j+1}$. Hence the contribution of the terms with $2^{j}<d \leqq 2^{j+1}$ to the sum in (49) is $O\left(2^{-\frac{1}{2} j \varepsilon}\right)$. Since $\sum_{j} 2^{-\frac{1}{2} j \varepsilon}<\infty$, the result follows.

We also consider the set $\mathbb{I}$ of integers $t>0$ such that

$$
\|t c\|>\frac{1}{4} x .
$$

Since $a$ is irrational, the fractional parts of $n c e(n=1,2,3, \ldots$ ) are uniformly distributed, and hence

$$
\lim _{n \rightarrow \infty} n^{-1} T(n)=\frac{1}{2} \varepsilon
$$

(see, for example, Cassels [3], Chapter IV).
Hence, and by Lemma 9 , Corollary 2 , there exists an integer $N$ such that

$$
\begin{equation*}
T(n)<\varepsilon n \quad \text { (for all } \quad n \geqq N \text { ) } \tag{50}
\end{equation*}
$$

and

$$
\sum_{a \in \mathfrak{Q}, \alpha \geqq N}\|d \alpha\|<\frac{1}{4} \varepsilon .
$$

Denote by $\mathfrak{E}$ the set of elements $c$ of $\mathfrak{D}$ with $c \geqq N$. If $s$ is the sum of distinct elements of $\mathfrak{C}$, we have clearly

$$
\begin{equation*}
s \geqq N \tag{51}
\end{equation*}
$$

and

$$
\|s a\| \leqq \sum_{c \in \mathbb{E}}\|c a\|<\frac{1}{4} \varepsilon
$$

that is,

$$
\begin{equation*}
s \in \mathbb{I} . \tag{52}
\end{equation*}
$$

The set $\mathbb{C}^{\text {C }}$ has the property (i) of the enunciation of Theorem II by Lemma 9 , Corollary 1 , and it has property (iii) by (50), (51) and (52). It remains only to show that $\mathfrak{c}$ contains infinitely many elements in every arithmetic progression, say in $l u+v(l=0,1,2, \ldots)$, where $u>0, v>0$ are fixed integers. That is, we must show that there exist infinitely many integers $l$ such that

$$
\begin{gather*}
l u+v \geqq N, \\
\|(l u+v) a\| \leqq(l u+v)^{-\frac{1}{2}(1+\varepsilon)} . \tag{53}
\end{gather*}
$$

But now an old theorem of Khintchine [6] states that if $\theta$ is irrational and $\beta$ is any real number, then

$$
\begin{equation*}
\liminf _{l \rightarrow \infty} l\|l \theta+\beta\| \leqq 5^{-1 / \lambda^{2}} \tag{54}
\end{equation*}
$$

This theorem with $\theta=u c, \beta=v c$ certainly implies the existence of infinitely many solutions of (53). (For a short proof of a slightly stronger form of Khintchine's theorem see Cassels [2]. For the latest in this direction see Descombes [4].)
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