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1. On a formula of Shih-Chieh Chu. In a Chinese treatise of 1303 Shif-Chieh Chu [7] described the arithmetic triangle as an ancient invention for determining the terms in the expansion of $(a+b)^{n}$ where $n=1,2, \ldots$. In his treatise Shih-Chieh Chu obtained several remarkable relations for binomial coefficients, but gave no proofs. One of the identities, attributed to Shih-Chieh Chu, can be expressed in modern notation as follows: If $k$ and $n$ are nonnegative integers, then

$$
\begin{equation*}
\sum_{j=0}^{k}\binom{k}{j}^{2}\binom{n+2 k-j}{2 k}=\binom{n+k}{k}^{2} \tag{1}
\end{equation*}
$$

As usual, the binomial coefficient $\binom{x}{j}$ is defined for every real or complex $x$ as follows:

$$
\begin{aligned}
& \binom{x}{j}=\frac{x(x-1) \ldots(x-j+1)}{j!} \quad(j=1,2, \ldots) \\
& \binom{x}{0}=1 ; \quad\binom{x}{j}=0 \quad(j=-1,-2, \ldots)
\end{aligned}
$$

Since both sides of (1) are polynomials of degree $2 k$ in the variable $n$, it follows that (1) also holds if $n$ is any real or complex number.

More details about the rich contents of the treatise of Shif-Chieh Chu [7] can be found in the books by Y. Mikami [22 pp. 89-98, 124] and J. Needham and L. Wang [24 pp. 41, 46-47, 133-141]. In 1867 Jen-Shou Li [18] brought the identity. (1) to light in the fourth part of his book entitled Mathematical Studies. The problem of how this identity was found and how it can be proved aroused the interest of several mathematicians.

[^0]In 1937 Yung Chang, a scholar of the history of mathematics, mentioned the identity (1) to G. Szekeres who called the attention of P. Turán to it. Both G. Szekeres and P. Turán have found rather complicated proofs for (1). In 1939 their proofs were published in Chinese in an article by Yung Chang [6]: In 1954 P. Turán [35] published a Hungarian version of his proof.

In his proof G. Szekeres used mathematical induction and some known summation formulas for the binomial coefficients and proved (1) as a particular case of a more general relation. P. Turán's proof is analytical and based on some properties of the Legendre polynomials. By using Hurwitz's formula and Rodrigues's formula for the Legendre polynomials, P. Turán demonstrated that

$$
\begin{equation*}
\sum_{j=0}^{k}\binom{k}{j}\binom{k+j}{j}(x-1)^{k-j}=\sum_{j=0}^{k}\binom{k}{j}^{2} x^{j} \tag{2}
\end{equation*}
$$

holds for every $x$ and $k=0,1,2, \ldots$; and by calculating the derivative

$$
\frac{1}{k!} \frac{d^{k}}{d z^{k}}\left(\frac{z^{k}}{(x+z)^{k+1}}\right)_{z=-1}
$$

in two different ways he proved that

$$
\begin{equation*}
\sum_{n=0}^{\infty}\binom{n+k}{k}^{2} x^{n}=(1-x)^{-2 k-1} \sum_{j=0}^{k}\binom{k}{j}^{2} x^{j} \tag{3}
\end{equation*}
$$

holds for $|x|<1$. If we form the coefficient of $x^{n}$ in the power series expansion of the right-hand side of (3), then we obtain (1).

It is interesting to mention that if we form the coefficient of $z^{k}$ in both forms of the polynomial

$$
(1+z)^{k}[1+z+(x-1) z]^{k}=(1+z)^{k}(1+x z)^{k}
$$

then we $g \in t$ (2). Formula (2) is a particular case of a more general result found in 1947 by W. LJunggren [20]. Furthermore, formula (3) is a particular case of Saalschütz's theorem for hypergeometric functions. The general case of (3) was found in 1890 by L. Saalschütz [28], [29]. (See also W. N. Bailey [1 p. 9] and A. Erdélyi, W. Magnus, F. Oberhettinger and F. G. Tricomi [8 pp. 65-66].) Let us mention that formula (3) was used in 1943 by O. Bottema and S. C. Van Veen [4] in their studies of the game of billiard. (See also Problem 10 in Chapter 11 of W. Feller [9].)

Subsequent to the investigations of G. Szekeres and P. Turan, simple proofs were found for (1) by L. Takács [34], J. Surányi [31], [32], G. Huszár [12], J. Máté [21], L. Carlitz [5], J. Seitz (see [16]), J. Kaucký [14], [15], [16], [17], T. S. Nanjundiah [23] and R. L. Graham and J. Riordan [11]. Most of these proofs are
elementary and based on some well-known summation formulas for binomial coefficients. L. Carlitz [5] showed that (1) immediately follows from a summation formula found in 1890 by L. Saflschütz [28]. J. Seitz and J. Kaucký (see [16]) demonstrated that (3) can also be obtained by calculating

$$
\frac{1}{k!} \frac{\partial^{2 k}}{\partial x^{k} \partial z^{k}}\left(\frac{1}{1-x z}\right)_{z=1}
$$

in two different ways.
By using a combinatorial approach, in 1955 J. SURÁNYI [31], [32] proved that if $k, l$ and $n$ are nonnegative integers, then we have

$$
\begin{equation*}
\sum_{j=0}^{k}\binom{k}{j}\binom{l}{j}\binom{n+k+l-j}{k+l}=\binom{n+k}{k}\binom{n+l}{l} \tag{4}
\end{equation*}
$$

If $l=k$, then (4) reduces to (1). Since both sides of (4) are polynomials of degree $k+l$ in the variable $n$, therefore (4) also holds if $n$ is any real or complex number. This was demonstrated by Lo-Keng Hua (see [31]) who proved that the left-hand side and the right-hand side of (4) have the same roots in $n$.

In 1958 T. S. Nanjundiah [23] proved a generalization of (1), which is equivalent to (4), and mentioned that by the same method it is possible to prove the following more general identity:

$$
\begin{equation*}
\sum_{j=0}^{k}\binom{l+x-y}{j}\binom{k+y-x}{k-j}\binom{y+j}{k+l}=\binom{x}{k}\binom{y}{l} \tag{5}
\end{equation*}
$$

which holds for any nonnegative integers $k$ and $l$ and for any real or complex $x$ and $y$. In fact T. S. Nanjundiah proved (5) only for $x=y$. In the case where $x$ and $y$ are nonnegative integers (5) was proved in 1970 by M. T. L. Bizley [2].

In this paper we shall prove that if $k$ and $m$ are nonnegative integers for which $0 \leqq k \leqq m$, and $l$ and $c$ are real or complex numbers, then we have

$$
\begin{equation*}
\sum_{j=0}^{k}\binom{l}{j}\binom{m-l}{k-j}\binom{c+j}{m}=\binom{c}{m-k}\binom{c-m+k+l}{k} \tag{6}
\end{equation*}
$$

Since both sides of (6) are polynomials of degree $k$ in $l$, therefore it is sufficient to prove (6) for $l=0,1, \ldots, k$ and this implies that (6) holds for every $l$.

Formula (6) is a generalization of (1). If in (6) we replace ( $k, l, m, c$ ) by ( $k, k, 2 k, n+k$ ), and if we reverse the order in the sum, then we obtain (1). If in (6) we replace ( $k, l, m, c$ ) by $(k, k, k+l, n+l)$, and if we reverse the order in the sum, then we obtain (4). If in (6) we replace $(k, l, m, c)$ by $(k, l+x-y, k+l, y)$, then we obtain (5).

Now for any real or complex $x$ and $q$ let us define the Gaussian binomial coefficients $\left[\begin{array}{l}x \\ j\end{array}\right]$ as follows:

$$
\left[\begin{array}{l}
x \\
j
\end{array}\right]=\left\{\begin{array}{lll}
\frac{\left(q^{x}-1\right)\left(q^{x-1}-1\right) \ldots\left(q^{x-j+1}-1\right)}{\left(q^{j}-1\right)\left(q^{j-1}-1\right) \ldots(q-1)} & \text { for } & q \neq 1, \\
\frac{x(x-1) \ldots(x-j+1)}{j!} & \text { for } & q=1,
\end{array}\right.
$$

if $\cdot j=1,2, \ldots ;\left[\begin{array}{l}x \\ 0\end{array}\right]=1$, and $\left[\begin{array}{c}x \\ j\end{array}\right]=0$ if $j=-1,-2, \ldots$.
'By using the Gaussian binomial coefficients $\left[\begin{array}{l}x \\ j\end{array}\right]$ with an arbitrary $q$ we can generalize (6) in the following way

$$
\sum_{j=0}^{k}\left[\begin{array}{l}
l  \tag{7}\\
j
\end{array}\right]\left[\begin{array}{c}
m-l \\
k-j
\end{array}\right]\left[\begin{array}{c}
c+j \\
m
\end{array}\right] q^{(k-j)(1-j)}=\left[\begin{array}{c}
c \\
m-k
\end{array}\right]\left[\begin{array}{c}
c-m+k+l \\
k
\end{array}\right]
$$

which holds if $k$ and $m$ are nonnegative integers for which $0 \leqq k \leqq m$ and $l$ and $c$ are real or complex numbers. This follows from a result which was found in 1968 by E. M. Wright [36]. Actually, if we replace ( $k, l, m, c$ ) by $(s, s-k, r+s-k, r+t-k)$ in (7), then we obtain Wright's formula (1) in his paper. For another proof of (7) we refer to H. W. Gould [10].

If we replace ( $k, l, m, c$ ) by $(k, k, k+l, n+l)$ in (7), then we obtain a particular case of (7) which was found in 1965 by GH. Pic [25].

We note that if in (6) and (7) we replace ( $k, l, m, c$ ) by ( $y, x+a-b, x+y,-a-1$ ) and if we form the sum with respect to $i=a-j$, then we obtain the identities of R. P. Stanley [30] and H. W. Gould [10].

It is of some interest to mention that in 1965 Gh. Pic [25] generalized (1) by calculating

$$
\frac{(z+x)^{\alpha+\beta}}{z^{\alpha}} \frac{d^{k}}{d z^{k}}\left(\frac{z^{k+\alpha}}{(z+x)^{k+\alpha+\beta+1}}\right)_{z=-1}
$$

in two different ways. By using Rodrigues's formula for the Jacobi polynomials (see G. SzeGő [ $33 \mathrm{pp} .58-99]$ ) he obtained a generalization of (3). In the particular case where $\alpha=\beta=0$ his result reduces to (3).

Finally, we note that by using the elements of the calculus of finite differences we can easily deduce a large number of formulas which have some resemblance to (6), but are actually of different types. Such a formula is the identity

$$
\sum_{j=0}^{k}\binom{x}{j+r}\binom{j+r}{r}\binom{r+y}{k-j}=\binom{x}{r}\binom{x+y}{k}
$$

which holds for every $x$ and every $y$ if $k$ and $r$ are nonnegative integers. We can easily prove this formula by using Newton's expansion. (See G. Boole [3 pp. 11—14] and Ch. Jordan [13 pp. 77-79].) More identities of similar types are given by many authors. See, for example, J. Riordan [26 pp. 14-15], [27 pp. 14-17], and D. J. Lewis [19 p. 58].
2. A probabilistic proof for (6). We shall prove the identity (6) by using probabilistic methods. The following proof makes possible various generalizations of (6).

In the following proof we assume that $k, l, m$ are nonnegative integers satisfying the inequalities $0 \leqq k \leqq m$ and $0 \leqq l \leqq m$ and that $c$ is an arbitrary real or complex number.

In proving (6) we shall use the following result from the theory of probability. Suppose that a box contains $l$ white balls and $m-l$ black balls. We draw $k(0 \leqq k \leqq m$ ) balls without replacement. Let us suppose that every outcome of this random trial has the same probability, and denote by $v$ the number of white balls drawn. Then we have

$$
\begin{equation*}
\mathbf{P}\{v=j\}=\frac{\binom{k}{j}\binom{m-k}{l-j}}{\binom{m}{l}}=\frac{\binom{l}{j}\binom{m-l}{k-j}}{\binom{m}{k}} \tag{8}
\end{equation*}
$$

for $j=0,1, \ldots, k$, and

$$
\begin{equation*}
\mathbf{E}\left\{\binom{v}{r}\right\}=\sum_{j=r}^{k}\binom{j}{r} \mathbf{P}\{v=j\}=\frac{\binom{k}{r}\binom{l}{r}}{\binom{m}{r}} \tag{9}
\end{equation*}
$$

for $r=0,1, \ldots, k$.
Now we shall calculate $\binom{m}{k} \mathbf{E}\left\{\binom{c+v}{m}\right\}$ in two different ways. First, by (8) we obtain that

$$
\begin{equation*}
\binom{m}{k} \mathbf{E}\left\{\binom{c+v}{m}\right\}=\binom{m}{k} \sum_{j=0}^{k}\binom{c+j}{m} \mathbf{P}\{v=j\}=\sum_{j=0}^{k}\binom{c+j}{m}\binom{l}{j}\binom{m-l}{k-j} \tag{10}
\end{equation*}
$$

Second, by.(9) we obtain that

$$
\begin{align*}
& \binom{m}{k} \mathbf{E}\left\{\binom{c+v}{m}\right\}=\binom{m}{k} \sum_{r=0}^{m}\binom{c}{m-r} \mathbf{E}\left\{\binom{v}{r}\right\}=  \tag{11}\\
= & \sum_{r=0}^{m}\binom{c}{m-k}\binom{c-m+k}{k-r}\binom{l}{r}=\binom{c}{m-k}\binom{c-m+k+l}{k} .
\end{align*}
$$

Here we used that

$$
\binom{m}{k}\binom{c}{m-r}\binom{k}{r}=\binom{m}{r}\binom{c}{m-k}\binom{c-m+k}{k-r}
$$

If we compare (10) and (11), then we obtain (6) which was to be proved.
We note that if we calculate $\binom{m}{k} \mathbf{E}\left\{\binom{c-v}{m}\right\}$ in two different ways, then we obtain that

$$
\begin{equation*}
\sum_{j=0}^{k}\binom{l}{j}\binom{m-q}{k-j}\binom{c-j}{m}=\binom{c-k}{m-k}\binom{c-l}{k} \tag{12}
\end{equation*}
$$

whenever $k, l, m$ are nonnegative integers for which $0 \leqq k \leqq m$ and $0 \leqq l \leqq m$ and $c$ is an arbitrary real or complex number. Wะ can immediately see that (12) holds also if $l$ is an arbitrary real or complex number.

In (12) the left-hand side can be obtained by (8). If we take into consideration that

$$
\mathbf{E}\left\{\left\{\begin{array}{c}
c-v \\
m
\end{array}\right)\right\}=(-1)^{m} \mathbf{E}\left\{\binom{m-c-1+v}{m}\right\}
$$

then the right-hand side of (12) can be obtained by (11).
Of course (12) can also be obtained from (6) by substituting $m-c-1$ for $c$.
3. A generalization of (6). The previous probabilistic proof makes it possible to generalize (6) in various ways which we shall demonstrate by the following example.

Let us suppose that a box contains $m$ cards each marked by one of the numbers $1,2, \ldots, s$. Denote by $l_{i}$ the number of cards marked $i(i=1,2, \ldots, s)$. We have $l_{1}+l_{2}+\cdots+l_{s}=m$. We draw $k(0 \leqq k \leqq m)$ cards without replacement. Let us suppose that every outcome of this random trial has the same probability and denote by $v_{i}$ the number of cards marked $i$ among the $k$ cards drawn. Then we have

$$
\begin{equation*}
\mathbf{P}\left\{v_{1}=j_{1}, \quad v_{2}=j_{2}, \ldots, \dot{v}_{s}=j_{s}\right\}=\frac{\binom{l_{1}}{j_{1}}\binom{l_{2}}{j_{2}} \ldots\binom{l_{s}}{j_{s}}}{\binom{m}{k}} \tag{13}
\end{equation*}
$$

whenever $j_{1}+j_{2}+\cdots+j_{s}=k$, and

$$
\begin{equation*}
\mathbf{E}\left\{\binom{v_{1}}{r_{1}}\binom{v_{2}}{r_{2}} \cdots\binom{v_{s}}{r_{s}}\right\}=\frac{\binom{l_{1}}{r_{1}}\binom{l_{2}}{r_{2}} \cdots\binom{l_{s}}{r_{s}}\binom{m-r}{k-r}}{\binom{m}{k}} \tag{14}
\end{equation*}
$$

where $r=r_{1}+r_{2}+\cdots+r_{s}$.

Let $c_{1}, \dot{c}_{2}, \ldots, c_{s}$ be arbitrary real or complex numbers, and $1 \leqq t \leqq s$. By (13) we obtain that

$$
\begin{gathered}
\binom{m}{k} \mathbf{E}\left\{\binom{c_{1}+v_{1}}{m} \ldots\binom{c_{t}+v_{t}}{m}\right\}=\sum_{j_{1}+\ldots+j_{s}=k}\binom{c_{1}+j_{1}}{m} \ldots\binom{c_{t}+j_{t}}{m}\binom{l_{1}}{j_{1}} \ldots\binom{l_{s}}{j_{s}}= \\
\sum_{j_{1}+\ldots+j_{t} \leq k}\binom{c_{1}+j_{1}}{m} \ldots\binom{c_{t}+j_{t}}{m}\binom{l_{1}}{j_{1}} \ldots\binom{l_{t}}{j_{t}}\binom{m-l_{1}-\cdots-l_{t}}{k-j_{1}-\cdots-j_{t}}
\end{gathered}
$$

and by (14) we obtain that

$$
\begin{gathered}
\binom{m}{k} \mathbf{E}\left\{\binom{c_{1}+v_{t}}{m} \cdots\binom{c_{t}+v_{t}}{m}\right\}=\binom{m}{k} \sum_{r_{1}+\cdots+r_{t} \leq k}\binom{c_{1}}{m-r_{1}} \cdots\binom{\dot{c}_{t}}{m-r_{t}} \mathbf{E}\left\{\binom{v_{1}}{r_{1}} \cdots\binom{v_{t}}{r_{t}}\right\}= \\
=\sum_{r_{1}+\cdots+r_{t} \leq k}\binom{c_{1}}{m-r_{1}} \cdots\binom{c_{t}}{m-r_{t}}\binom{l_{1}}{r_{1}} \cdots\binom{l_{t}}{r_{t}}\binom{m-r_{1}-\cdots-r_{t}}{k-r_{1}-\cdots-r_{t}}
\end{gathered}
$$

By comparing the above two formulas we obtain that if $k, l_{1}, \ldots, l_{t}$ are nonnegative integers for which $k \leqq m$ and $l_{1}+\cdots+l_{t} \leqq m$, then

$$
\begin{array}{r}
\sum_{j_{1}+\ldots+j_{t} \leqq k}\binom{l_{1}}{j_{1}} \cdots\binom{l_{t}}{j_{t}}\binom{m-l_{1}-\cdots-l_{t}}{k-j_{1}-\cdots-j_{t}}\binom{c_{1}+j_{1}}{m} \ldots\binom{c_{t}+j_{t}}{m}=  \tag{15}\\
\sum_{r_{1}+\cdots+r_{t} \leq k}\binom{l_{1}}{r_{1}} \cdots\binom{l_{t}}{r_{t}}\binom{m-r_{1}-\cdots-r_{t}}{k-r_{1}-\cdots-r_{t}}\binom{c_{1}}{m-r_{1}} \cdots\binom{c_{t}}{m-r_{t}}
\end{array}
$$

holds for arbitrary real or complex $c_{1}, c_{2}, \ldots, c_{t}$. If $t=1$, then (15) can be reduced to (6).

Another generalization of (6) can be obtained in the following way. Let us suppose that we have $s$ boxes and the $i$ th box $(i=1,2, \ldots, s)$ contains $l_{i}$ white balls and $m-l_{i}$ black balls. We draw $k_{1}$ balls from the first box, $k_{2}$ balls from the second box, and so on, $k_{s}$ balls from the $s$-th box without replacement. Denote by $v$ the total number of white balls drawn. If we calculate the expectation $\mathbf{E}\left\{\binom{c+v}{m}\right\}$ in two different ways, then we obtain another generalization of (6).
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