# Does a given subfield of characteristic zero imply any restriction to the endomorphism monoids of fields? <br> PÉTER PRŐHLE 

## Introduction

E. Noether asked whether the Galois groups of normal extensions of the field of rationals can be prescribed. Safarevic showed that each solvable group occures as a Galois group. J. DE Groor [9] proved that the automorphism groups of rings can be prescribed. More detail: For each group there exists a suitable ring the automorphism group of which is isomorphic to the given group. So J. de Groot asked whether the automorphism groups of fields can be prescribed, too. After a negative result due to Krull, and after a partial solution due to W. Kuyk [13] the question was answered by E. Fried-J. Kollar [5]. As a corollary of a much stronger result it was shown that: To each group $G$ there exists a field $F$ of a given characteristic different from 2, where $G$ is isomorphic to the automorphism group of $F$. Each field given by the construction in [5] is a transcendental extension of its own prime field. It came also to light that the procedure used in [5] is unfit for handling the extensions of algebraically closed fields. So has been raised the question formulated in the title above. The answer to the analogous question is affirmative with respect to the class of graphs by L. Babai-J. Nešetřil [2], to the class of bounded lattices by M. E. Adams-J. Sichler [1], to the class of unary algebras by J. Kollár [11, 12] and to the class of integral domains of characteristic zero by E. Fried [4]. This paper presents a solution in the case of fields of characteristic zero and in the case of non-unary algebras.

## The results

If the only endomorphism of a structure is the identity, then the structure is called rigid. A monoid is called right cancellative, if $x z=y z$ implies $x=y$.

Theorem 1. Each field of characteristic zero is embeddable into a rigid one.
Theorem 2. Let $F$ be a given field of characteristic zero. Then a monoid $M$ is isomorphic to the endomorphism monoid of a field containing $F$ as a subfield iff $M$ is right cancellative.

A functor $F: A \rightarrow B$ which is injective on every $\operatorname{Hom}_{A}\left(a, a^{\prime \prime}\right)$ is called faithful. If, in addition, $F$ is also injective on the class of all objects of $A$ we call it an embedding. $F$ is full if every morphism $d: F(a) \rightarrow F\left(a^{\prime \prime}\right)$ of $B$ has the form $d=F(c)$ for some morphism $c: a \rightarrow a^{\prime \prime}$ from $A$. A concrete category is a category $A$ together with a fixed faithful functor $U: A \rightarrow$ SET, where SET is the category of all sets and all mappings. A category of structures will always be considered as a concrete category whose faithful functor is the usual "underlying set" functor.

Let Fields, Alg ( $t$ ) and $\operatorname{Rel}(t)$ denote the category whose objects are the fields of characteristic zero, the algebras of the given similarity type $t$ and the relational structures of type $t$, and whose morphisms are the 1-preserving ring homomorphisms, the usual homomorphisms and the weak homomorphisms. Let $C$ be a concrete category, then $\operatorname{Inj} C$ denotes the subcategory of those morphisms of $C$, which are carried by injective mappings. For $a \in \mathrm{Ob}(C)$, Ext $(a, C)$ denotes the full subcategory of those objects of $C$, which have $a$ as a subobject.

Let $A$ and $B$ be concrete categories and let $U: A \rightarrow$ SET and $V: B \rightarrow$ SET be their corresponding "underlying set" functors. A full embedding $F: A \rightarrow B$ is called an extension if there is a monotransformation from $U$ into $V \circ F . F$ is a strong embedding if $H \circ U=V \circ F$ for some faithful functor $H: S E T \rightarrow$ SET, here $H$ is called the carrier of $F$. It is easy to see that a functor $H:$ SET $\rightarrow$ SET is faithful iff there is a monotransformation from the identity functor on SET into the functor $H$. Thus every strong embedding is also an extension.

Theorem 3. Let $F$ be a given field of characteristic zero. Then $\operatorname{Inj} \operatorname{Alg}(t)$ has a strong embedding into Ext ( $F$, Fields) and Inj Rel ( $t$ ) has an extension into Ext ( $F$, Fields), for each similarity type $t$.

Theorem 4. Let A be an algebra of similarity type $t$, where $t$ contains at least one at least binary operation. Then the following statements are equivalent:
(a) A has no one-element subalgebra;
(b) $A$ is embeddable into a rigid algebra of similarity type $t$;
(c) $\operatorname{Alg}(s)$ has a strong embedding into $\operatorname{Ext}(A, \operatorname{Alg}(t))$ and Rel $(s)$ has an extension into Ext $(A, \mathrm{Alg}(t))$, for each similarity type $s$.

## Review of the technique

For the basic notions and for the customary technique see the textbook of G. Grätzer [8], of S. MacLane [14], of A. Pultr-V. TrnkovA [15] and of B. L.van der Waerden [19], and the paper of P. Vopenka-A. Pultr-Z. Hedrlin [18]. For the technique of rings and fields see E. Fried [3, 4], E. Frifd-J. Kollar [5], E. Fried-J. Sichler [6, 7] and J. Kollár [10].

To prove Theorem 1 we want to mark the elements of the given field by special extensions. Namely, two elements can be transposed by an automorphism only if they have isomorphic marks. If we want to mark a subset $A$ of an integral domain $I$, then it is enough to use the following process of extension due to E. Fried [3]: First take the algebraic closure of $I$. Then take the polynomial ring in one variable over this algebraic closure. Finally add the reciprocial of the polynomials of the form $(y-a)$ where $a$ runs over the given subset $A$. It can be shown that each automorphism fixes the variable $y$, and the set $A$ is permuted only. Of course, this statement holds only for some carefully chosen sets $A$, see [3]. In the case of fields we must take the whole quotient field of the polynomial ring. But we may try to add the square roots of the polynomials in question (the square roots of the polynomials of the form $(y-a)$. It is easy to see that this modification is insufficient: the variable $y$ can be moved by the endomorphisms. On the other hand there are a lot of filip-flops: namely the conjugates of the roots can be permuted. To prevent the motion of the variable $y$ we take an odd prime $p$ and we make the element $y p$-high by adding its $p$-th roots. So we get a bigger field. If the unit element is the only $p$-high element of the original smaller field, then this extension really denotes the set $A$. But it is easy to show that if the smaller field contains an algebraically closed field this is the general case - then this extension doesn't mark the set $A$. Therefore we add not only the square roots of the polynomials $(y-a)$, but also the square roots of $(y-1),\left(y-a^{11}\right)$.

If we want to embed an uncountable algebraically closed field into a rigid field (see Theorem 1), then this rigid field must have a greater cardinality than the original algebraically closed field. We also see that the construction above doesn't change the cardinality of the fields, even if we iterate that process for other odd primes. For the simple reason that we may enlarge the cardinalities the final form of the extension we will use in the proofs is just the special extension $F(E, Y, p, q) / F$, the definition of which can be found in the first part of the main lemma.

## The investigation of the special extension

Main lemma (first part). Let $F$ be a field of characteristic zero, $Y$ be a set disjoint to $F, E$ be a subset of $F \times Y$, and $p$ and $q$ be two different primes. We use the following notations for $y \in Y:{ }_{0} y=y$,

$$
A(y)=\{a:\langle a, y\rangle \in E\} \text { and } B(y)=\left\{1, a, a^{11}:\langle a, y\rangle \in E\right\} .
$$

Then the following property uniquely determines a field denoted by $\mathcal{F}(E, Y, p ; q)$ : $F(E, Y, p, q)$ is the extension of $F$ generated by the set

$$
R=\{y, t(b, y): i \in \omega, b \in B(y) ; y \in Y\}
$$

where:
(a) $Y$ is an algebraically independent system over $F$,
(b) $\left.{ }_{i+1} y\right)^{p}={ }_{i} y, \quad$ for $i \in \omega$ and $y \in Y$,
(c) $(t(b, y))^{q}=y-b$, for $b \in B(y)$ and $y \in Y$.

We shall use the following occasional symbolic nomenclature:
$F(E, Y, p, q)$ special extension
$F(E, Y, p, q) \backslash F$ the skin of the extension
$Y \quad$ the variables of the skin
$(F, E, Y) \quad$ the bipartite graph of the skin
$R \quad$ the roots of the skin.
Let $F(E, Y, p, q)$ and $F^{\prime \prime}\left(E^{\prime \prime} ; Y^{\prime \prime}, p, q\right)$ be two special extensions. A mapping $f: F \cup Y \rightarrow F^{\prime \prime} \cup Y^{\prime \prime}$ is said to be a pre-morphism if $f$ is injective, $\left.f\right|_{F}$ is an embedding of $F$ into $F^{\prime \prime}$, and $f$ is a homomorphism of the bipartite graph ( $F, E, Y$ ) into ( $F^{\prime \prime}, E^{\prime \prime}, Y^{\prime \prime}$ ). A mapping $f: F \cup R \rightarrow F^{\prime \prime} \cup R^{\prime \prime}$ is said to be a pre-homomorphism if $\left.f\right|_{F \cup Y}$ is a pre-morphism, $f(y)=_{i}(f(y))$ and $f(t(b, y))=t(f(b), f(y))$ for $i \in \omega, b \in B(y)$ and $y \in Y$. A field homomorphism of $F(E, Y, p, q)$ into $F^{\prime \prime}\left(E^{\prime \prime}, Y^{\prime \prime}, p, q\right)$ sending the subfield $F$ into the subfield $F^{\prime \prime}$ and the set $R$ into $R^{\prime \prime}$ is called a special homomorphism. If the two special extensions in question are the same, then we can use the expression "endo" instead of "homo".

Main lemma (second part). Let us take two special extensions: $F(E, Y, p, q)$ and $F^{\prime \prime}\left(E^{\prime \prime}, Y^{\prime \prime}, p, q\right)$, where each of the sets $A(y)$ and $A^{\prime \prime}\left(y^{\prime \prime}\right)$ is an algebraically independent system over the prime field, for $y \in Y$ and $y^{\prime \prime} \in Y^{\prime \prime}$ respectively. Then
(a) For each special homomorphism $h$ of $F(E, Y, p, q)$ into $F^{\prime \prime}\left(E^{\prime \prime}, Y^{\prime \prime}, p, q\right)$ the restriction of h to $F \cup Y$ is a pre-morphism, and the restriction of h to $F \cup R$ is a pre-homomorphism.
(b) Each pre-morphism has a unique extension which is a special homomorphism.
(c) The category whose objects are the special extensions and whose morphisms are the special homomorphisms is naturally equivalent to the category whose objects are the special extensions and whose morphisms are the pre-morphisms.

Abel's theorem. A polynomial ( $x^{k}-b$ ) of prime degree $k$ over a field $L$ is reducible if, and only if, $b$ is a $k^{\text {th }}$-power in $L$.

A simple proof can be found in the texbook of L. Rédei [16].
Lemma 1. Let $L$ be a field of characteristic zero. Take the simple algebraic extension $L(t)$, where $\left(x^{n}-t^{n}\right)$ is an irreducible polynomial in the polynomial ring $L[x]$, and $n$ is a prime. Let $m$ be an integer greater than 1 . Then the $\dot{m}^{\text {th }}$-power of an element of $L(t)$ belongs to the subfield $L$ iff the element is of the form $c \cdot t^{k}$, where $c \in L, 0 \leqq k<n$ and $n \mid k m$. If in addition $(m, n)=1$ then an element of $L$ has an $m^{\text {th }}-$ root in $L(t)$ iff it has one in $L$.

Proof. Let $K$ be the smallest algebraic extension of $L$ containing all the $n^{\text {th }}$ roots of unity. The degree of the extension $K / L$ is less than $n$. So the irreducibility of ( $x^{n}-t^{n}$ ) over $L$ implies that $t^{n}$ is never an $n^{\text {th }}$-power in $K$. Consequently by Abel's theorem ( $x^{n}-t^{n}$ ) is irreducible over $K$. So any element $b$ of $K(t)$ can be uniquely written in the form $b_{0}+b_{1} t+b_{2} t^{2}+\cdots \cdots+b_{n-1} \cdot t^{n-1}$, where all the coefficients belong to $K$. Obviously $L(t) \subseteq K(t)$, and an element $b$ of $K(t)$ belongs to $L(t)$ iff each of the coefficients of $b$ belongs to $L$. Let $u$ be a primitive $n^{\text {th }}$-root of unity. The mapping $t \mapsto u \cdot t$ induces a relative automorphism of the extension $K(t) / K$, where the image of $b$ is: $b_{0}+b_{1} \cdot u \cdot t+b_{2} \cdot u^{2} \cdot t^{2}+\ldots \ldots+b_{n-1} \cdot u^{n-1} \cdot t^{n-1}$.

If $b^{m} \in L$, then this image of $b$ must be $v \cdot b$, where $v$ is a suitable $m^{\text {th }}$-root of unity. The uniqueness of the coefficients of $v \cdot b$ gives the following equations: $b_{i}\left(u^{i}-v\right)=0$ for $0 \leqq i<n$. If $b \neq 0$, then there is an index $k$ for which $b_{k} \neq 0$. Consequently $\cdot u^{k}-v=0$, and $b_{i}=0$ for $i \neq k$. So $b=b_{k} \cdot t^{k}$, where $b \in L(t)$ implies $b_{k} \in L$. Further $n \mid k m$, since $u^{k m}=v^{m}=1 .(m, n)=1$ yields $k=0$.

Lemma 2. Let $K$ be a transcendental extension of $L$ such that $K$ is an algebraic extension of fnite degree with respect to the simple transcendental extension $L(y)$. Let s be a prime. An element is called s-high in a field, if the element has an $\boldsymbol{s}^{j}$-th root in the field for each $j \in \omega$. Then each s-high element of $K$ belongs to $L$.

Proof. Let $x \in K \backslash L$. Then $y$ is algebraic over $L(x)$, so $K$ is an algebraic extension of finite degree with respect to $L(x)$. Suppose, that $x$ is $s$-high. Let ${ }_{i} x$ be an $s^{s}$-th root of $x$. Consider the infinite chain $L(x) \leqq L\left({ }_{1} x\right) \leqq L\left({ }_{2} x\right) \leqq \ldots \leqq L(x) \leqq \ldots$ of fields. As the degree of $K / L(x)$ is finite, there exists an index $n$ such that $L\left({ }_{n} x\right)=$ $=L\left({ }_{n+1} x\right)$. So the transcendental element ${ }_{n} x$ has an $s^{\text {th }}$-root in $L\left(n_{n} x\right)$, but that is impossible. So any $s$-high element must belong to $L$.

Lemma 3. Let $F$ be a field of characteristic zero. Let $p$ and $q$ be two different primes. Suppose that $K$ is an extension of $F$ generated by the set $\left\{i z, t_{0}: i \in \omega, v \in V\right\}$, where:
(a) ${ }_{0} z$ is transcendental over $F$,
(b) $(i+1 z)^{P}=i z, i \in \omega$,
(c) the elements $T_{0}=\left(t_{0}\right)^{q}$ are polynomials from the polynomial ring $F\left[{ }_{0} z\right]$, such that they are mutually prime, and none of them is a constant, nor is divisible by ${ }_{0} z$, nor has multiple factor.

Denote the subfield $F\left(\left\{_{i} z, t_{v}: i<j, v \in W\right\}\right)$ of $K$ by $F(j, W)$, for $W \subseteq V$ and $j=1,2, \ldots, n, \cdots, \infty$. Then the field $K$ has the following properties:
(1) The polynomial $\left(x^{p}-{ }_{i} z\right)$ is irreducible over $F(i+1, W)$, for $W \subseteq V$ and $i \in \omega$.
(2) The polynomial $\left(x^{4}-T_{v}\right)$ is irreducible over $F(j, W)$, for $W \subseteq V, v \in V \backslash W$ and $1 \leqq j \leqq \omega$.
(3) If the $q^{\text {th }}$-power of an element of $F(j, W)$ belongs to the subfield $F(k, \emptyset)$, where $W \subseteq V$ and $k \leqq j \leqq \omega$, then the element can be written in the form

$$
c\left(f\left(\left(_{i} z\right) / g\left(i_{i} z\right)\right) \prod_{w \in W^{\prime}}\left(t_{w}\right)^{n_{w}}\right.
$$

where $c \in F, f$ and $g$ are mutually prime polynomials over $F$ and both of them have leading coefficients $1, i \leqq k, W^{\prime}$ is a suitable finite subset of $W$, and $0<n_{w}<q$ for $\boldsymbol{w} \in W^{\prime}$.
(4) $K$ is a transcendental extension of $F$.
(5) Each s-high element of $K$ belongs to $F$ whenever $s$ is a prime different from $p$ and $q$.
(9) Each p-high element of $K$ is of the form $c \cdot(i z)^{m}$, where $c$ is a p-high element of $F, i \in \omega$ and $m$ is an integer.

Proof. Proposition 1 of E. Fried [3] and Propositions 16, 23 and 24 of E. Fried-J. Kollar [5] essentially cover the case $q=2$ of the above lemma.

First step: we prove the properties (2) and (3) in the case of finite $W$ and $j=k=1$. We prove by induction on the size of the set $W$.
$F(1, \emptyset)$ is the quotient field of the polynomial ring $F\left[{ }_{0} z\right]$, therefore the property (3) is true in the case of $W=0$ and $j=k=1$. If the property (3) is true for $W$ and $j=k=1$, then $t_{v} \in F(1, W)$ would imply an equality of the form

$$
\left.g^{q}\left({ }_{0} z\right) \cdot T_{v}=c^{q} \cdot f^{q}{ }_{0} z\right) \cdot \prod_{w \in W}\left(T_{w}\right)^{n_{w}}, \quad \text { if } \quad v \in V \backslash W
$$

However, this contradicts one of the conditions on the polynomials $T_{w}$. Hence, $t_{v} \notin F(1, W)$ yields the property (2), by Abel’s theorem, for the case of the same $W$ and $j=1$. Now suppose, that both of the properties (2) and (3) are true for a finite $W$ and $j=k=1$. Let $v \in V, W, b \in F(1, W \cup\{v\})$ and $b^{q} \in F(1, \emptyset)$. As $\left(x^{q}-T_{v}\right)$ is irreducible over $F(1, W)$ by the assumption; $b=c \cdot\left(t_{v}\right)^{n}$ by the Lemma 1. Here $c \in F(1, W)$ and $c^{q} \in F(1, \emptyset)$, so the form of $c$ is known by the assumption. Consequently, $b$ has the desired form, too. So we get the property (3) for the index set $W \cup\{v\}$ and $j=k=1$.

Second step: we prove the property (1) in the case of finite $W$ and $i=0$, by induction on the size of the set $W$.

By Abel's theorem it is enough to show that ${ }_{0} z$ has no $p^{\text {th }}$-root in $F(1, W)$. The existence of a $p^{\text {th }}$-root of $0 z$ in $F(1,0)$ would imply a polynomial equation $g^{p}\left({ }_{0} z\right) \cdot{ }_{0} z=c^{p} \cdot f^{p}\left({ }_{0} z\right)$, where $f$ and $g$ are mutually prime, which is a contradiction. Lemma 1 gives the inductional step of the proof, as we have seen the irreducibility of $\left(x^{q}-T_{v}\right)$ over $F(1, W)$ for finite $W$.

Third step: we prove the properties (1) and (2).
If we replace the elements ${ }_{0} z ;{ }_{1} z,{ }_{2} z, \ldots$ with ${ }_{i} z,{ }_{i+1} z,{ }_{i+2} z, \ldots$; then the conditions in Lemma 3 remain satisfied. So the polynomials ( $x^{q}-T_{v}$ ) and ( $x^{p}-{ }_{i} z$ ) are irreducible over $F(i+1, W)$ for finite $W \leqq V, v \in V \backslash W$ and $i \in \omega$. The reducibility of a polynomial over a field $L$ needs only a finitely many coefficiences from $L$, therefore a reducible polynomial is also reducible over a suitable finitely generated subfield of $L$. So we get the properties (1) and (2) by an indirect proof.

Fourth step: we prove the property (3).
As the polynomial $\left(x^{p}-i_{i} z\right)$ is irreducible over $F(i+1, W)$ for $i \in \omega$, Lemma 1 shows that if the $q^{\text {th }}$-power of an element of $F(i+2, W)$ belongs to $F(i+1, W)$; then the element also belongs to $F(i+1, W)$. So, if an element of $F(1, \emptyset)$ has a $q^{\text {th }}$-root in $F(\omega, W)$, then this $q^{\text {th }}$-root belongs to $F(1 ; W)$. However, $i^{z}$ can get the rôle of ${ }_{0} z$. Consequently we get the property (3) for finite $j, k$ and $W$. Finally each element of $F(j, W)$ belongs to a field $F\left(i+1, W^{\prime}\right)$ for suitable finite $W^{\prime} \subseteq W$ and $i<j$.

Fifth step: we prove the property (4).
Let $x$ be an algebraic element of $K$ over $F$. Let $L=F(x)$. The element ${ }_{0} z$ is transcendental over $L$, since $x$ is algebraic. All the other conditions of Lemma 3 are also satisfied with respect to $L$ instead of $F$. Therefore, the system $1, t_{v},\left(t_{v}\right)^{2}, \ldots \ldots,\left(t_{v}\right)^{q-1}$ forms a basis of the field extension $\mathcal{L}=L(\omega, W \cup\{v\}) / L(\omega, W)$, for $v \in V \backslash W$, satisfying the following property: an element of $\mathcal{L}$ belongs to $F(\omega, W \cup\{v\})$ iff the coefficients of the element with respect to this basis belong to $F(\omega, W)$. Consequently, $x \in F(\omega, W \cup\{v\})$ implies $x \in F(\omega, W)$, since the coefficients of $x$ must belong to $F(\omega, W)$ and $x \in L<L(\omega, W)$. So $x \in F(\omega, \emptyset)$. Therefore $x \in F\left({ }_{i} z\right)$ for a suitable $i \in \omega$. But $F\left({ }_{i} z\right)$ is a pure transcendental extension of $F$, so $x \in F$.

Sixth step: we prove the property (5).
Let $x$ be $s$-high in $K$. Clearly, $x \in F(i, W)$ for a suitable $i \in \omega$ and a finite $W \leqq V$. Using Lemma 1 and properties (1) and (2) we get that $x$ is $s$-high in $F(i, W)$, too. Now we can apply Lemma 2 for $F(i, W)$, so $x \in F$.

Seventh step: we prove the property (6).
Let $x$ be a $p$-high element of $K$. Then $x \in F(\omega, W)$ for a suitable finite $W \subseteq V$. By Lemma 1 and by the property (2) $x$ is $p$-high in the subfield $F(\omega, W)$, too.

So it is enough to prove the following statement by induction on the size of the set $W$ : For finite $W \subseteq V$ the $p$-high elements of $F(\omega, W)$ are of the form $c \cdot\left({ }_{a}\right)^{m}$. . If $W=\emptyset$, then $x \in F(i+1, \emptyset)=F\left({ }_{i} z\right)$ for suitable $i \in \omega$. So $x=\left(i_{i} z\right)^{m} \cdot\left(f\left(i_{i} z\right) / g(i z)\right)$, where $m$ is an integer, ${ }_{i} z \nmid f\left({ }_{i} z\right)$ and ${ }_{i} z \nmid g\left({ }_{i} z\right)$. Here $\left(f\left({ }_{i} z\right) / g\left({ }_{i} z\right)\right)$ must be $p$-high in $F(\omega, \emptyset)$. Suppose that there exists an element $y \in F(\omega, \emptyset) \backslash F(i+1, \emptyset)$ such that $y^{p} \in F(i+1, \emptyset)$ and some $p^{i}$-th power of $y$ is $\left(f\left({ }_{i} z\right) / g(i z)\right)$. Let $k=\max \{n: y \notin F(n+1, \emptyset)\}$. By Lemma 1 and by the property (1) $y=\left({ }_{k+1} z\right)^{b} \cdot\left(u\left({ }_{k} z\right) / v\left({ }_{k} z\right)\right.$ ), where $u$ and $v$ are polynomials over $F$, and $0<b<p$. Now, we arrive at the equation

$$
\left({ }_{k} z\right)^{b \cdot p^{j-1}} \cdot\left(u\left({ }_{k} z\right)\right)^{p^{j}} \cdot g\left({ }_{i} z\right)=f\left({ }_{i} z\right) \cdot\left(v\left({ }_{k} z\right)\right)^{p^{j}}
$$

in the polynomial ring $F\left[_{k} z\right.$ ]. Consider the powers of the irreducible factor ${ }_{k} z$ in that equation. As ${ }_{i} z$ is irreducible in $F\left[{ }_{i} z\right]$, therefore ${ }_{i} z \nmid f\left({ }_{i} z\right)$ implies $\left({ }_{i} z, f\left({ }_{i} z\right)\right)=1$ in $F\left[{ }_{i} z\right]$. So $\left({ }_{i} z, f\left({ }_{i} z\right)\right)=1$ in $F\left[{ }_{k} z\right]$, too. Consequently ${ }_{k} z \nmid f\left({ }_{i} z\right)$, and by a similar argument ${ }_{k} z \nmid g\left({ }_{i} z\right)$. The exponent of $k_{k} z$ in $\left({ }_{k} z\right)^{b \cdot p^{j-1}} \cdot\left(u\left(_{k} z\right)\right)^{p^{j}} \cdot g\left({ }_{i} z\right)$ is congruent to $b \cdot p^{j-1}$ modulo $p^{j}$, while the exponent of ${ }_{k} z$ in $f\left({ }_{i} z\right) \cdot\left(v\left({ }_{k} z\right)\right)^{p^{j}}$ is divisible by $p^{j}$. This is a contradiction, and so, in opposit our assumption, the quotient $\left(f\left(_{i} z\right) / g\left({ }_{i} z\right)\right)$ must be $p$-high even in $F(i+1, \emptyset)$. Therefore by Lemma $2(f(i z) / g(i z)) \in F$, consequently $x$ has the form $c \cdot\left({ }_{i} z\right)^{m}$, what we had to prove.

Now we suppose that there exists a $w \in W$, and the statement is true for $W \backslash\{w\}$. Let $L=F(\omega, W \backslash\{w\})$ and $K=F(\omega, W)$. By the property (2) the degree of the extension $K / L$ is $q$. Let $N(d)$ denote the norm of $d$ with respect to $K / L$ for $d \in K$. Only the following property of the norm will be used: $N$ is a multiplicative mapping from $K$ into $L$ such that $N(d)=d^{q}$ for $d \in L$. For the details see L. Rédei [16] and B. L. van der Waerden [19]. $N(x)$ is $p$-high in $L$, as $x$ is $p$-high in $K$. So the element $y=x^{q} / N(x)$ is $p$-high in $K$. Clearly $y \in F(i+1, W)$ for a suitable $i \in \omega$. Suppose that there exists an element $u \in F(\omega, W) \backslash F(i+1, W)$ such that $u^{p} \in F(i+1, W)$ and $y$ is a $p^{j}$-th power of $u$. Let $k=\max \{n: u \notin F(n+1, W)\}$. By Lemma 1 and by property (1) $u=h \cdot\left({ }_{k+1} z^{2}\right)^{b}$, where $h \in F(k+1, W)$ and $0<b<p$. $N(u)=N(h) \cdot\left(N\left(_{k+1} z\right)\right)^{b}=N(h) \cdot\left({ }_{k+1} z\right)^{b \cdot q}$. So $N(u) \notin F(k+1, W)$, as $N(h) \in F(k+1, W)$ and $p^{\ell} b q$. However, $N(y)$ is the $p^{j}$-th power of $N(u)$, and $N(y)=N\left(x^{q} / N(x)\right)=$ $=(N(x))^{q} / N(N(x))=1$. This is a contradiction, because by the property (4) $N(u) \notin F(k+1, W)$ implies that $N(u)$ is a transcendental element, while its $p^{j}$-th power should be 1. Therefore, in opposit our assumption, $y$ must be $p$-high even in $F(i+1, W)$. Consequently, by Lemma $2 y \in F$, and therefore $y \cdot N(x)$ is a $p$-high element of $L$. So by the inductional hypothesis $y \cdot N(x)$ has the form $c \cdot\left({ }_{i} z\right)^{m}$. Using the property (3), we get:

$$
c \cdot\left({ }_{i} z\right)^{m}=y \cdot N(x)=x^{q}=d^{q} \cdot\left(f^{q}\left({ }_{i} z\right) / g^{q}\left({ }_{i} z\right)\right) \prod_{w \in W}\left(T_{w}\right)^{n_{w}}
$$

This implies, that $n_{w}=0, g(i z)=1, q \mid m$ and $f(i z)=(i z)^{(m / q)}$. So $x$ also has the desired form: $x=d \cdot(i z)^{(m / q)}$.

Proof of the first part of the main lemma. First of all we fix a well ordering ( $Y ;<$ ) of the variables. For $y \in Y$ let
and

$$
F_{y}=F(\{i u, t(b, u): i \in \omega, b \in B(u), u \in Y \text { and } u<y\})
$$

$$
K_{y}=F_{y}(\{i y, t(b, y): i \in \omega, b \in B(y)\}) .
$$

The special extension $F(E, Y, p, q)$ must be the union of the ascending chain of the subfields $K_{y}$, so it is enough to prove the unique existence of the subfields $F_{y}$ and $K_{y}$ by transfinite induction on $y \in(Y,<)$.

If $y \in Y$ is the least element of $(Y,<)$; then $F_{y}$ must be $F$. If $y$ is not the least element of $(Y,<)$; then $F_{y}$ must be $\cup\left\{K_{u}: u \in Y, u<y\right\}$, where the subfields $K_{u}$ form an ascending chain. Finally we show that $K_{y}$ uniquely exists; whenever $F_{y}$ does.

Now, $y$ is transcendental over $F_{y}$, because $y$ is transcendental over $F(\{u: u \in Y, u<y\})$ and $F_{y}$ is an algebraic extension of $F(\{u: u \in Y, u<y\})$. By the conditions for $i,(i+1 y)^{p}={ }_{i} y$. The elements $y-b=(t(b, y))^{q}$ are polynomials from the polynomial ring $F_{y}[y]$ for $b \in B(y)$, where none of them is a constant, none of them is divisible by $y$, none of them has a multiple factor and they are mutually prime. So Lemma 3 can be used for the extension $K_{y}$ of $F_{y}$. By the property (1) $F_{y}\left({ }_{i+1} y\right)$ must be the simple algebraic extension of $F_{y}\left({ }_{i} y\right)$ by the root of the irreducible polynomial $\left(x^{p}-i y\right)$ for $i \in \omega$. Further $F_{y}(\{y: i \in \omega\})$ must be the union of the ascending chain

$$
F_{y} \leqq F_{y}(y) \leqq F_{y}\left({ }_{1} y\right) \leqq F_{y}\left({ }_{2} y\right) \leqq \ldots \ldots \leqq F_{y}(y) \leqq \ldots .
$$

Now we fix a well ordering $(B(y),<)$. Let $F_{\overline{y b}}=F_{\text {yb }}\left(t(b, y)\right.$, where $F_{y b}=$ $=F_{y}(\{t(c, y): c \in B(y), c<b\})$ for $b \in B(y)$. Clearly $K_{y}$ must be the union of the ascending chain of the subfields $F_{\overline{\mathrm{yb}}}$, so it is enough to prove the unique existence of the subfields $F_{\overline{y b}}$ and $F_{\underset{y b}{ }}$ by transfinite induction on $b \in(B(y),<)$. If $b \in B(y)$ is the least element of $(B(y),<)$, then $F_{\overline{y b}}$ must be $F_{y}$. If $b$ is not the least element
 form an ascending chain. Finally by the property (2) $F_{\overline{\bar{y} b}}$ must be the simple algebraic extension of $F_{y b}$ by the root of the irreducible polynomial $\left(x^{q}-(y-b)\right)$.

To prove the second part of the main lemma, we need the following four sublemmas. The first three sublemmas have a common condition: Let us take a special extension $F(E, Y, p, q)$, where each set $A(y)$ is an algebraically independent system of elements over the prime field, for $y \in Y$.

Sublemma 1. Let $Q(x)$ denote the following sentence: There exists a non-zero element $u$ in $F$ and an element $w$ in $F(E, Y, p, q) \backslash F$, where $w$ is $p$-high in $F(E, Y ; p, q)$, $(w-u)$ is the $q^{t h}$-power of an element $v$ of $F(E, Y, p ; q)$, and $x=u / w$. Then $Q(x)$
is equivalent to the following: The bipartite graph of the skin has an edge $\langle a, y\rangle$ such that $x \in\left\{(1 / y),(a / y),\left(a^{11} / y\right)\right\}$.

Proof. First of all we fix a well ordering $(Y ;<)$ of the variables. Now we use the same notation as in the proof of the first part of the main lemma. Suppose that $x$ is an element satisfying $Q(x)$. Set $y=\min \left\{z: w \in K_{z}\right\}$. Lemma 3 will be used for the special extension $K_{p} / F_{y}$. As $K_{y}$ is algebraically closed with respect to $F(E ; Y, p, q) ; w$ is $p$-high in $K_{p}$ and $(w-u) \in K_{y}$ yields $v \in K_{y}$. So $w=e \cdot\left({ }_{v} y\right)^{k}$, where $e$ is a non-zero $p$-high element of $F_{y}, i \in \omega$ and $k$ is a non-zero integer. It can be supposed, that $p \mid k$ occurs only if $i=0$. Further

$$
v=c \cdot\left(G\left({ }_{i} y\right) / \dot{H}(1 y)\right) \cdot \sqrt{\left({ }_{0} y-b_{1}\right)^{k_{1}} \cdot\left({ }_{0} y-b_{2}\right)^{k_{2}} \cdot \ldots \cdot\left({ }_{0} y-b_{n}\right)^{k_{n}}}
$$

where $0 \neq c \in F_{y}, G$ and $H$ are mutually prime polynomials over $F_{y}$ both of which have leading coefficients $1, n \in \omega, b_{1}, b_{2}, \ldots, b_{n}$ are different elements from $B(y)$, and $0<k_{j}<q$ for $j=1,2, \ldots, n$. Set $t=y$. According to the sign of $k$ we get one of the following equations in the polynomial ring $F_{y}[t]$ :

$$
\begin{gathered}
H^{q}(t) \cdot\left(e \cdot t^{k}-u\right)=c^{q} \cdot G^{q}(t) \cdot\left(t^{p^{t}}-b_{1}\right) \cdot \ldots \cdot\left(t^{p^{t}}-b_{n}\right) \quad \text { if } \quad k>0 \\
H^{q}(t) \cdot\left(e-\left(t^{-k}\right) \cdot u\right)=c^{q} \cdot G^{q}(t) \cdot\left(t^{-k}\right) \cdot\left(t^{\left.p^{i}-b_{1}\right) \cdot \ldots \cdot\left(t^{p^{t}}-b_{n}\right) \quad \text { if } \quad k<0 .}\right.
\end{gathered}
$$

By the assumption none of the elements $e, u, b_{1}, b_{2}, \ldots, b_{n}$ is zero. Therefore each of the binomials occurring in the equations is a proper binomial, consequently none of them has multiple factor. In both cases $G^{q}(t)$ divides the binomial standing on the left side; so $G^{q}(t)=1$. In the first case a similar argument shows that $H^{q}(t)=1$. In the second case we get only that $H^{q}(t) \mid t^{-k}$. But $e \neq 1$ yields that $t^{-k} \mid H^{q}(t)$, so $H^{q}(t)=t^{-k}$. Consequently $q \mid k$ if $k<0$. Now, in both cases the degree of the left side is $|k|$, and the degree of the right side is $n \cdot p^{i}$. So $n \neq 0$ and $i=0$, since $k \neq 0$ and $i \neq 0$ would imply $p \nmid k$. Now $n=1$, since the quotient of any different elements of $B(y)$ is never an $n^{\text {th }}$-root of unity. The second case is impossible as $q \mid k=-n=-1$. So the only possible case is the following: $e \cdot y-u=c^{q} \cdot(y-b)$. Consequently, we have that $x=u /(e \cdot y)=b_{1} / y$. The other direction of the equivalence is trivial.

Sublemma 2. Let $E(a, y)$ denote the following sentence: The two elements $a$ and $y$ are transcendental over the prime field, $Q(1 / y), Q(a / y)$ and $Q\left(a^{11} / y\right)$ (the notation is in Sublemma 1). Then $E(a, y)$ is equivalent to the following: $\langle a, y\rangle$ is an edge of the bipartite graph of the skin.

Proof. Let the elements $a$ and $y$ satisfy $E(a, y)$. Then, by Sublemma 1 there are variables $y_{k}$ and elements $b_{k} \in B\left(y_{k}\right)$ such that $a^{k} / y=b_{k} / y_{k}$ for $k=0,1,11$. The equation $(a / y)^{11}=(1 / y)^{10} \cdot\left(a^{11} / y\right)$ implies that:

$$
b_{1}^{11} / /_{1}^{11}=\left(b_{0}^{10} / y_{0}^{10}\right)\left(b_{11} / y_{11}\right) .
$$

As the elements $b_{k}$ are different from zero, each of these three variables $y_{k}$ is algebraically dependent of the other two over $F$. So, by the structure of the variables we get that $y_{0}=y_{1}=y_{11}$, and therefore $b_{1}^{11}=b_{0}^{10} \cdot b_{11}$. Here the algebraic independence of $A(y)$ implies the existence of a suitable $c \in A(y)$ such that $\left\{b_{0}, b_{1}, b_{11}\right\} \subseteq$ $\leqq\left\{1, c ; c^{11}\right\}$. Further $b_{0}, b_{1}$ and $b_{11}$ are different elements, because the three quotients
 tion of $\left\langle 1, c, c^{11}\right\rangle$. So, we have to solve the equation $11 i=10 j+k$ where $\langle i, j, k\rangle$ is a permutation of $\langle 0,1,11\rangle$. The only solution is: $i=1, j=0, k=11$. So, we arrive at the equations $1 / y=1 / y_{1}, a / y=c / y_{1}$ and $a^{11} / y=c^{11} / y_{1}$. Consequently $y=y_{1}$ is a variable, and $a=c \in B\left(y_{1}\right)=B(y)$. The other direction of the equivalence is trivially true.

Sublemma 3. Let $V(y)$ denote the following sentence: $y \neq 0$ and $Q(1 / y)$ hold, and for all a and $z$ from $F(E, Y, p, q) E(a, z)$ implies that the both of $(a / z)$ and ( $a^{11 / z}$ ) are different from $(1 / y)$. Then $V(y)$ is equivalent to the following: $y$ is a variable of the skin.

Proof. Let $y$ be an element satisfying $V(y)$. By Sublemma $11 / y=b / u$, where $u$ is a suitable variable of the skin and $b \in B(u)$. If $A(u)=\emptyset$, then $B(u)=\{1\}$, and then $b=1$. If $A(u) \neq 0$, then for $a \in A(u), E(a, u)$ and $E\left(a^{11}, u\right)$ hold, and therefore both of ( $a / y$ ) and ( $a^{11} / y$ ) are different from ( $b / y$ ). So (even in the case of $A(u) \neq \emptyset)$, the only possibility is $b=1$. Consequently, in both cases $y=u$ is a variable. The other direction of the equivalence is trivially true.

Sublemma 4. Under the condition of the second part of the main lemma suppose that a given homomorphism $h$ of $F(E, Y, p, q)$ into $F^{\prime \prime}\left(E^{\prime \prime}, Y^{\prime \prime}, p, q\right)$ maps the subfield $F$ into $F^{\prime \prime}$. Let $Q^{\prime \prime}\left(x^{\prime \prime}\right), E^{\prime \prime}\left(a^{\prime \prime}, y^{\prime \prime}\right), V^{\prime \prime}\left(y^{\prime \prime}\right)$ and $A^{\prime \prime}\left(y^{\prime \prime}\right)$ be defined similarly for $F^{\prime \prime}\left(E^{\prime \prime}, Y^{\prime \prime}, p, q\right)$ as $Q(x), E(a, y), V(y)$ and $A(y)$ are for $F(E, Y, p, q)$. Then the following implications hold:
(a) If $h(x) \& F^{\prime \prime}$ and $Q(x)$ holds, then $Q^{\prime \prime}(h(x))$.
(b) If $h(y) \notin F^{\prime \prime}$ and $E(a, y)$ holds, then $E^{\prime \prime}(h(a), h(y))$.
(c) If $h(y) \notin F^{\prime \prime}$ and $V(y)$ holds, then $Q^{\prime \prime}(1 / h(y))$.
(d) If $h(y) \oplus F^{\prime \prime}$ and $V(y)$ holds, then $V^{\prime \prime}(h(y))$, whenever none of the sets $A(y)$ and $A^{\prime \prime}\left(y^{\prime \prime}\right)$ is empty.

Note: in particular, each of these implications holds if $h$ is a special homomorphism.

Proof. (a) The validity of $Q(x)$ is demonstrated by suitable elements $u, v$ and $w$. The image of these elements demonstrate the validity of $Q^{\prime \prime}(h(x))$, since $h(w) \nsubseteq F^{\prime \prime}$ by the assumption $h(x) \nsubseteq F^{\prime \prime}$.
(b) We have only to use the definition of $E(a, y)$ and the implication (a) of the present sublemma.
(c) We can use the implication (a), since $V(y)$ implies $Q(1 / y)$.
(d) If none of the sets $A(y)$ is empty, then $V(y)$ is equivalent to the formula $\exists a(E(a ; y))$. Using this equivalence and the implication (b) we get the implication (d).

Proof of the second part of the main lemma. (a) Let $y$ be an arbitrary variable from $Y$. Using Sublemma 1 and the implication (c) of Sublemma 4 we get $h(y)=x / b$, where $x \in Y^{\prime \prime}$ and $b \in B(x)$. But $h(y) \in R^{\prime \prime}$ implies that $b=1$. Consequently, each special homomorphism maps the set $Y$ into $Y^{\prime \prime}$. Clearly the restriction $\left.h\right|_{F U Y}$ is an injective mapping into $F^{\prime \prime} \cup Y^{\prime \prime}$, and $\left.h\right|_{F}$ is a field homomorphism of $F$ into $F^{\prime \prime}$. The implication (b) of Sublemma 4 shows that $\left.h\right|_{F U Y}$ is a homomorphism of the bipartite graph ( $F, E, Y$ ) into ( $F^{\prime \prime}, E^{\prime \prime}, Y^{\prime \prime}$ ). So the restriction $\left.h\right|_{F \cup Y}$ is a pre-morphism. By

$$
(h(t(b, y)))^{q}=h\left((t(b, y))^{q}\right)=h(y-b)=h(y)-h(b)=(t(h(b), h(y)))^{q}
$$

we have $(h(t(b, y)) / t(h(b), h(y)))^{q}=1$ for $b \in B(y)$.
Both $h(t(b, y))$ and $t(h(b), h(y))$ belong to $R^{\prime \prime}$, which clearly implies that they are equal. Now we prove that $h\left({ }_{i} y\right)=_{i}(h(y))$ for $i \in \omega$. We proceed by induction on $i$. The case $i=0$ is clear.

$$
\left(h\left({ }_{i+1} y\right)\right)^{p}=h\left(\left(_{i+1} y\right)^{p}\right)=h\left({ }_{i} y\right)={ }_{i}(h(y))=\left({ }_{i+1}(h(y))\right)^{p}
$$

therefore $\left(h\left(_{i+1} y\right) /_{i+1}(h(y))\right)^{p}=1$. The quotient of two different elements from $R^{\prime \prime}$ is never a $p^{\text {th }}$-root of unity, so $h(i+1 y)=_{i+1}(h(y))$. Summarizing, we have proven that $\left.h\right|_{F \cup_{R}}$ is a pre-homomorphism.
(b) The uniqueness of the required extension is clear, since the set $R$ generates the field extension $F(E, Y, p, q) / F$, further the restriction to $F \cup R$ of any possible extension must be a pre-homomorphism, and this pre-homomorphism is uniquely determined by the given pre-morphism. So the only problem is the existence of the extension.

Let $K$ be the subfield of $F^{\prime \prime}\left(E^{\prime \prime}, Y^{\prime \prime}, p, q\right)$ generated by the range of the prehomomorphism generated by the given pre-morphism. By the first part of the main lemma there is an isomorphism $T$ from $F(E, Y, p, q)$ onto $K$; which is an extension of the given pre-morphism. Further, there exists the natural embedding $U$ from $K$ into $F^{\prime \prime}\left(E^{\prime \prime}, Y^{\prime \prime}, p, q\right)$. The composition $T U$ is just the special homomorphism we need.
(c) The restriction of the special homomorphisms to the subset $F \cup Y$, as an operation, is an identity preserving and composition preserving bijection between the monoid of the special homomorphisms and that of the pre-morphisms.

## The investigation of $n$-partite graphs

In the following $n>1$ denotes an integer. An $(n+1)$-tuple ( $V_{1}, V_{2}, \ldots, V_{n}, E$ ) will be called an $n$-partite graph iff the sets $V_{1}, V_{2}, \ldots, V_{n}$ are disjoint and $E$ is a subset of the union of the direct products $V_{i} \times V_{j}$ where $1 \leqq i<j \leqq n$. Let $V$ denote the union of the underlying sets $V_{1}, V_{2}, \ldots ; V_{n}$, and let $V^{\prime \prime}$ be the union of the sets $V_{1}^{\prime \prime}, V_{2}^{\prime \prime}, \ldots, V_{n}^{\prime \prime}$. A mapping $f: V \rightarrow V^{\prime \prime}$ will be called a homomorphism of ( $V_{1}, V_{2}, \ldots, V_{n}, E$ ) into the $n$-partite graph ( $V_{1}^{\prime \prime}, V_{2}^{\prime \prime}, \ldots, V_{n}^{\prime \prime}, E^{\prime \prime}$ ) iff $f$ is injective; $V_{i}$ is mapped into $V_{i}^{\prime \prime}$ for $i=1,2, \ldots, n$, and $\langle u, v\rangle \in E$ implies $\langle f(u), f(v)\rangle \in E^{\prime \prime}$. Let Inj PG ( $n$ ) denote the category whose objects are the $n$-partite graphs and whose morphisms are the homomorphisms defined above.

By the second part of the main lemma the structure of the monoid of the special endomorphisms is essentionally determined by the structure of the bipartite graph of the skin. If we iterate the special extension for different primes $n$ times, then the special endomorphisms of that iterated extension can be described by the $(n+1)$ partite graph generated by the bipartite graphs of the skins.

Let $N$ be a subset of $\{\langle i, j\rangle: 1 \leqq i<j \leqq n\}$. An $n$-partite graph $\left(V_{1}, V_{2}, \ldots, V_{n}, E\right)$ is said to be a unary $n$-partite graph of type $N$ iff $E \cap\left(V_{i} \times V_{j}\right)=\emptyset$ for $\langle i, j\rangle \notin N$ and $\left(E \cap\left(V_{i} \times V_{j}\right)\right)^{\text {op }}=\left\{\langle v, u\rangle: u \in V_{i}, v \in V_{j},\langle u, v\rangle \in E\right\}$ is a mapping of $V_{j}$ into $V_{i}$ for $\langle i, j\rangle \in N$. Let $\operatorname{Inj} \operatorname{UPG}(n, N)$ denote the full subcategory of $\operatorname{Inj} \operatorname{PG}(n)$ generated by the unary $n$-partite graphs of type $N$.

Inj PG ( $n$ ) cannot have a strong embedding into any category of algebras, as in the category $\operatorname{Inj} \operatorname{PG}(n)$ there are morphisms which are not isomorphisms while they are carried by injective mappings. In order to get a strongly algebraic subcategory of Inj PG ( $n$ ) which is "binding withrespect to right-cancellative categories" we investigate the category $\operatorname{Inj} \operatorname{UPG}(n, N)$.

The following four claims offer a simple proof of the existence of arbitrary large rigid relational structures of bounded type (see P. Vopenka-A. Pultr-Z. Hedrlin [18]). The only fact which is not so trivial and will be used in the proof is that there are systems of almost disjoint sets which are large with respect to the underlying set. The $n$-partite graphs become simple relational structures by adding the unary relations $V_{1}, V_{2} \ldots, V_{n}$. The $n$-partite graphs of the claims are rigid only with respect to their injective endomorphisms; but we can arrange that all the endomorphisms become injective by adding a further binary relation which is a full graph without loops.

Claim 1. There exists a rigid 4 -partite graph of cardinality $\left(2^{k}\right)^{+}$, if $k$ is a strongly inaccessible cardinal.

Proof. Let $A$ be a set of cardinality $k$. As the cardinal $k$ is strongly inaccessible there exists a set $B$ of cardinality $2^{k}$ such that $B$ is an almost disjoint system of sub-
sets of $A$ (see $S$. Shelah [17]). This means that the cardinality of the intersection of any two different elements from $B$ is less than the cardinality of $A$, while the cardinality of any element from $B$ is equal to the cardinality of $A$. Further, there exists a set $C$ of cardinality $\left(2^{k}\right)^{+}$such that $C$ is an almost disjoint system of subsets of $B$. Set

$$
E^{\prime \prime}=\{\langle x, y\rangle,\langle z, t\rangle: x \in A, y \in B, x \in y, z \in B, t \in C, z \in t\} .
$$



Let the equivalence relation $Q$ be the transitive hull of the following relation over $C$ : two elements, $u$ and $v$, are in relation iff there exist endomorphisms $g$ and $h$ of ( $A, B, C, E^{\prime \prime}$ ) such that $g(u)=h(v)$. It is clear from the construction that each endomorphism of the 3-partite graph $\left(A, B, C, E^{\prime \prime}\right)$ is determined by the action on the elements of $A$. So ( $A, B, C, E^{\prime \prime}$ ) has at most $2^{k}$ endomorphisms. Therefore the cardinality of the factor set $D=C / Q$ is $\left(2^{k}\right)^{+}$. Let us fix a surjective mapping $s: D \rightarrow A$. Set

$$
E=E^{\prime \prime} \cup\{\langle s(z), z\rangle,\langle x, y\rangle: z \in D, x \in C, y \in D, x \in y\} .
$$



Since each of the equivalence classes; induced by the relation $Q$, is mapped into itself by any endomorphism of ( $A, B, C, E^{\prime \prime}$ ), therefore each element of $D$ is fixed by the endomorphisms of the 4-partite graph ( $A, B, C, D, E$ ). So we get that ( $A, B, C, D, E$ ) is a rigid 4-partite graph, and it is of cardinality $\left(2^{k}\right)^{+}$, as it was stated.

Claim 2. There exists a rigid ( $n+2$ )-partite graph of cardinality $2^{k}$, if there exists a rigid n-partite graph of cardinality $\dot{k} \geqq \omega$.

Proof. Let ( $V_{1}, V_{2}, \ldots, V_{n} ; E$ ) be a rigid $n$-partite graph. Take two disjoint copies $A$ and $B$ of the power set of $V$. Set

$$
\begin{aligned}
& E^{\prime \prime}=E \cup\{\langle v, a\rangle,\langle v, b\rangle,\langle x, y\rangle: v \in V, a \in A, b \in B, v \in a, v \in b, \\
& \\
& \text { and } V \text { is the disjoint union of } x \text { and } y \text { where } \\
& x \in A \text { and } y \in B\} .
\end{aligned}
$$



It is ${ }^{\text {T}}$ clear that $\left(V_{1}, V_{2}, \ldots, V_{n} ; A, B, E^{\prime \prime}\right)$ is a rigid ( $n+2$ )-partite graph of cardinality $2_{\boldsymbol{M} \mid}^{|\boldsymbol{}|}$, if $|\boldsymbol{V}| \geqq \omega$.

Claim 3. Let $\left(V_{1}, V_{2}, \ldots, V_{n}, E\right)$ be a rigid $n$-partite graph of cardinality $k \geqq \omega$. Let further $\left({ }_{0} V_{1} ;{ }_{v} V_{2}, \ldots,{ }_{v} V_{n_{v}},{ }_{v} E\right)$ be a rigid $n_{v}$-partite graph of cardinality $k_{v}$ for $v \in V$. Then there exists a rigid ( $n+2$ )-partite graph of cardinality $\sum_{v \in V} k_{v}$.

Proof. Set $A=\cup\left\{{ }_{0} E: v \in V\right\}, M=\left\{_{0} V_{i}: v \in V, 1 \leqq i \leqq n_{0}\right\}$ and $B=\cup M .|V|=$ $=|M|$ since $|V|$ is infinite. Let us fix a bijection $f: V \rightarrow M$. Set

$$
E^{\prime \prime}=E \cup\{\langle a, b\rangle,\langle a, c\rangle,\langle d, v\rangle: a \in A, b, c, d \in B, v \in V, a=\langle b, c\rangle, d \in f(v)\}
$$



Clearly $\left(A, B, V_{1}, V_{2}, \ldots, V_{n}, E^{\prime \prime}\right)$ is a rigid ( $n+2$ )-partite graph of cardinality $\sum_{D \in V} k_{v}$.

Claim 4. For each cardinal number $k$ there exists a natural number $n$ such that there exists a rigid n-partite graph of cardinality greater than $k$.

Proof. The proof is indirect. Let $k=\inf \left\{k^{\prime \prime}:\right.$ each rigid $n$-partite graph has less than $k^{\prime \prime}$ elements for arbitrary $\left.n\right\}$. By Claim $1 k$ is greater than $\left(2^{\infty}\right)^{+}$; and $k$ must be a regular strong limit by Claims 3 and 2 . Further, $k$ cannot be a strongly inaccessible cardinal by Claim 1.

Claim 5. For each cardinal number $k$ there exists a natural number $n$ and $a$ type $N$ such that there exists a rigid unary n-partite graph of type $N$ having cardinality greater than $k$.

Proof. Let $\left(V_{1}, V_{2}, \ldots, V_{m}, E\right)$ be an arbitrary $m$-partite gaph. Set $E_{i j}=$ $=E \cap\left(V_{i} \times V_{j}\right)$ for $1 \leqq i<j \leqq m$. Further, let

$$
E^{\prime \prime}=\{\langle u,\langle u, v\rangle\rangle,\langle v,\langle u, v\rangle\rangle:\langle u, v\rangle \in E\} .
$$


$\left(V_{1} ; V_{2}, \ldots, V_{m} ; E_{12} \ldots E_{1 m} ; E_{23} \ldots E_{2 m}, \ldots, E_{(m-1) m} ; E^{\prime \prime}\right)$ is a unary $\left(m+\binom{m}{2}\right)$-partite graph having the same endomorphism monoid as ( $V_{1}, V_{2}, \ldots, V_{m}, E$ ). Claim 4 finishes the proof.

Proposition 1. Let $M$ be a right cancellative monoid. Then there exists a natural number $n$ such that there exists a unary $n$-partite graph such that its endomorphism monoid is isomorphic to $M$.

Proof. By Claim 5 we can take a rigid unary $m$-partite graph $\left(V_{1}, V_{2}, \ldots, V_{m} ; E\right)$ such that $|V| \geqq|M|$, and $V$ is infinite. So we can fix an injective mapping $f: M \rightarrow V_{i}$ where the index $i$ is suitably chosen. Now we take three disjoint copies $A, B$ and $C$ of the set $M$, and let

$$
\begin{gathered}
E^{\prime \prime}=E \cup\{\langle v, a\rangle,\langle a, d\rangle,\langle b, d\rangle,\langle c, d\rangle: v \in V, a \in A, b \in B, \\
c \in C, d \in M \times M, v=f(a), b=a \cdot c, d=\langle a, c\rangle\}
\end{gathered}
$$

An isomorphism between $M$ and the endomorphism monoid of the unary ( $m+4$ )partite graph $\left(V_{1}, V_{2}, \ldots, V_{n}, A, B, C, M \times M, E^{\prime \prime}\right)$ can be constructed on the basis of the following arguments.


Let $h$ be any endomorphism of the ( $m+4$ )-partite graph. The construction yields that any element of the set $V \cup A$ is fixed by $h$. Suppose that $h(e)=c$, where $e$ denotes the unit element of $M$ being in the copy $C$. So the action of $h$ on the set $B$ is nothing else but the right multiplication by the element $c$. Further, the element $\langle x, y\rangle \in M \times M$ has to be mapped into the element $\langle x, y \cdot c\rangle$. Consequently $h$ acts on the set $C$ as the right multiplication by $c$.

Proposition 2. For each similarity type $t$ there is a natural number $n$ and a type $N$ such that there exists an extension of $\operatorname{Inj} \operatorname{Rel}(t)$ into $\operatorname{Inj} \operatorname{UPG}(n, N)$.

Proof. Let $t: W \rightarrow$ Ordinal Numbers be a given similarity type. By Claim 5 there is a rigid unary $m$-partite graph $\left(V_{1}, V_{2}, \ldots, V_{m}, E\right)$ such that $|V| \geqq|W|$, $|V| \geqq t_{w}$ for $w \in W$, and $V$ is infinite. Clearly there is an index $i$ such that we can fix an injective mapping $f: W \rightarrow V_{i}$ and injective mappings $f_{w}: t_{w} \rightarrow V_{i}$ for $w \in W$. Now we define an extension $F$ of $\operatorname{Inj} \operatorname{Rel}(t)$ into $\operatorname{Inj}$ UPG $(m+3, N)$ for a suitable type $N$. Let ( $S, R$ ) be a relational structure of similarity type $t$. This means that $\boldsymbol{R}_{w}$ is a $t_{w}$-ary relation over $S$ for $w \in W$. Let
and

$$
A=\cup\left\{\{w\} \times R_{w}: w \in W\right\}, \quad B=\cup\left\{\{w\} \times R_{w} \times t_{w}: w \in W\right\}
$$

$$
\begin{gathered}
E^{\prime \prime}=E \cup\{\langle u, r\rangle,\langle r, b\rangle,\langle v, b\rangle,\langle s, b\rangle: u \in V, v \in V, s \in S, \\
r \in A, b \in B, u=f(w), v=f_{w}(k), b=\langle r, k\rangle, \text { where } r \in R_{w}, k \in t_{w}
\end{gathered}
$$

and $s$ is the $k^{\text {th }}$ component of $\left.r\right\}$.
Let the unary ( $m+3$ )-partite graph ( $V_{1}, V_{2}, \ldots, V_{m}, S, A, B, E^{\prime \prime}$ ) be the image of $(S, R)$ under $F$.


Let $h:(S, R) \rightarrow\left(S^{\prime \prime}, R^{\prime \prime}\right)$ be an injective homomorphism. We define the morphism $F(h): F(S, R) \rightarrow F\left(S^{\prime \prime}, R^{\prime}\right)$ as follows:

$$
\begin{gathered}
F(h)_{V}=\left.\mathrm{id}\right|_{V},\left.\quad F(h)\right|_{S}=h, \\
\left.F(h)\right|_{(w) \times R_{w}}=\left.\mathrm{id}\right|_{(w\}} \times\left. h^{\left({ }_{w}\right)}\right|_{R_{w}} \text { for } w \in W, \\
\left.F(h)\right|_{\{w] \times R_{w} \times t_{w}}=\left.\mathrm{id}\right|_{(w)} \times\left. h^{\left(t_{w}\right)}\right|_{R_{w}} \times\left.\mathrm{id}\right|_{t_{w}} \text { for } w \in W .
\end{gathered}
$$

The operation $F$ is clearly an extension if we can show that the functor $F$ is full. In more detail it is enough to prove that for each morphism $g: F(S, R) \rightarrow F\left(S^{\prime \prime}, R^{\prime \prime}\right)$ the restriction $\left.g\right|_{s}$ is a morphism of $\operatorname{Inj} \operatorname{Rel}(t)$ and $F\left(\left.g\right|_{s}\right)=g$. As $\left(V_{1}, V_{2}, \ldots, V_{m} ; E\right)$ is rigid, $\left.g\right|_{v}=\left.\mathrm{id}\right|_{v}$. So the subset $\{w\} \times R_{w}$ of $A$ is mapped into the subset $\{w\} \times R_{w}^{\prime \prime}$ of $A^{\prime \prime}$. Similarly the subset $\{w\} \times R_{w} \times t_{w}$ of $B$ is mapped into the subset $\{w\} \times R_{w}^{\prime \prime} \times t_{w}$ of $B^{\prime \prime}$. Further we see that
and

$$
\left.g\right|_{\{w\} \times R_{w} \times t_{w}}=\left.g\right|_{\{w\} \times R_{w}} \times\left.\mathrm{id}\right|_{t_{w}}
$$

$$
\left.g\right|_{\{w\} \times R_{w}}=\left.\mathrm{id}\right|_{\{w\}} \times\left. g^{\left(t_{w}\right)}\right|_{R_{w}} \text { for } w \in W
$$

Consequently, $\left.g\right|_{S}$ is a homomorphism of ( $S, R$ ) into ( $S^{\prime \prime}, R^{\prime \prime}$ ). The remaining part of the proof is trivial.

Proposition 3. For each similarity type there is a natural number $n$ and a type $N$ such that there exists a strong embedding of $\operatorname{Inj} \operatorname{Alg}(t)$ into $\operatorname{Inj} \operatorname{UPG}(n, N)$.

Proof. Let $t: W \rightarrow$ Ordinal Numbers be a given similarity type. By Claim 5 there is a rigid unary $m$-partite graph ( $V_{1}, V_{2}, \ldots, V_{m}, E$ ) of type $M$ and there is an index $i$ such that there is an injective mapping $s: W \rightarrow V_{i}$ and there are injective mappings $s_{w}: t_{w} \rightarrow V_{i}$ for $w \in W$. Now we define a functor $H: S E T \rightarrow S E T$. For an arbitrary set $A$ let

$$
B_{A}=\cup\left\{\{w\} \times A^{\left(t_{w}\right)}: w \in W\right\} \quad \text { and } \quad C_{A}=\cup\left\{\{w\} \times A^{\left(t_{w}\right)} \times t_{w}: w \in W\right\}
$$

Let $H(A)=V \cup A \cup B_{A} \cup C_{A}$. If $h: A \rightarrow A^{n}$ is a mapping between sets, then the mapping $H(h): H(A) \rightarrow H\left(A^{\prime \prime}\right)$ is defined as follows:

$$
\begin{gathered}
\left.H(h)\right|_{V}=\left.\mathrm{id}\right|_{V},\left.\quad H(h)\right|_{A}=h, \\
\left.H(h)\right|_{B_{A}}=\cup\left\{\left.\mathrm{id}\right|_{\{w\}} \times h^{\left(t_{w}\right)} ; w \in W\right\}, \\
\left.H(h)\right|_{c_{A}}=\cup\left\{\left.\mathrm{id}\right|_{\{w\}} \times\left. h^{\left(t_{w}\right)} \mathrm{id}\right|_{t_{w}}: w \in W\right\} .
\end{gathered}
$$

Obviously, the functor $H$ defined above is faithful. Set $n=m+3$ and $N=M \cup$ $\cup\{\langle i, m+2\rangle,\langle m+1, m+2\rangle,\langle i, n\rangle,\langle m+1, n\rangle,\langle m+2, n\rangle\}$. Now we define a strong embedding $F$ of $\operatorname{Inj} \operatorname{Alg}(t)$ into $\operatorname{Inj}$ UPG $(n, N)$ carried by the faithful functor $H$. Let $(A, F)$ be an algebra of type $t$. This means that $F_{w}$ is a $t_{w}$-ary operation
over $A$ for $w \in W$. Set

$$
\begin{aligned}
E^{\prime \prime}=E \cup & \left\{\langle s(w),\langle w, r\rangle\rangle,\left\langle F_{w}(r),\langle w, r\rangle\right\rangle,\left\langle s_{w}(k),\langle w, r, k\rangle\right\rangle,\right. \\
& \langle r(k),\langle w, r, k\rangle\rangle,\langle\langle w, r\rangle,\langle w, r, k\rangle\rangle \text { where }\langle w, r, k\rangle \in C_{A} \\
& \text { and } \left.r(k) \text { is the } k^{\text {th }} \text { component of } r\right\} \text {. }
\end{aligned}
$$

Let the unary $n$-partite graph $\left(V_{1} ; V_{2}, \ldots, V_{m}, A, B_{A}, C_{A}, E^{\prime \prime}\right)$ of type $N$ be the image of $(A, F)$ under $F$. The underlying functor $H$ uniquely determines the action of $F$ on the morphisms.


To show that the functor $F$ defined above is full the only non-trivial step is to prove the fact that $F$ is a strong embedding, which is similar to the proof of Proposition 2.

## The constructions

Main lemma (third part). Let $F$ be a given field of characteristic zero. Let $n>1$ be an integer and $N$ be a type. Then there exists a strong embedding of $\operatorname{Inj}$ UPG $(n, N)$ into Ext ( $F$, Fields). (The definitions can be found before Theorem 3 and before the Claim 1.)

Proof. By the Claim 5 there is a rigid unary $k$-partite graph ( $W_{1}, W_{2} ; \ldots, W_{k}, U$ ) and an injective mapping $s: F_{0} \rightarrow W_{j}$ for a fixed index $j$ where $F_{0}$ denotes the algebraic closure of $F$, and $\left|W_{j}\right|>\left|F_{0}\right|$. Let us further fix a sequence $r, q, p_{0}, p_{1}, p_{2}, \ldots$ $\ldots, p_{i}, \ldots$ of different primes. Now we are able to define the underlying functor of the desired strong embedding. In order to avoid the complicated notations we define only the strong embedding, and later we give a simple argument to show that the strong embedding must be carried by a faithful endofunctor of SET.

The functor $G: \operatorname{Inj} \operatorname{UPG}(n, N) \rightarrow \operatorname{Ext}(F$, Fields) is defined as follows. Let $\left(V_{1}, V_{2}, \ldots, V_{n}, E\right)$ be a unary $n$-partite graph. We define an ascending chain of fields $F_{0} \leqq F_{1} \leqq F_{2} \leqq \ldots \leqq F_{i} \leqq \ldots, i \in \omega$, by induction on $i$. Let $F_{i+1}=F_{i}\left(E_{i}, Y_{i} ; p_{i} ; q\right)$,
where the bipartite graphs ( $F_{i}, E_{i}, Y_{i}$ ) are the following:

$$
\begin{aligned}
& {\left[\begin{array}{l}
Y_{0}=\{x\}, \\
E_{0}=\emptyset ;
\end{array}\right.} \\
& {\left[\begin{array}{l}
Y_{i}=W_{i}, \\
E_{i}=U \cap\left(F_{i} \times W_{i}\right),
\end{array} \text { for } i=1,2, \ldots, k ;\right.} \\
& \left\{\begin{array}{l}
Y_{k+1}=F_{0}^{\prime} \text { where } \quad F_{0}^{\prime} \text { is a new copy of } F_{0}, \\
E_{k+1}=\left\{\left\langle f \cdot x, f^{\prime}\right\rangle,\left\langle s(f), f^{\prime}\right\rangle: f \in F_{0} \text { and } f^{\prime} \text { corresponds to } f\right\} ;
\end{array}\right. \\
& {\left[\begin{array}{l}
Y_{k+1+i}=V_{i}, \\
E_{k+1+i}=E \bigcap\left(F_{k+1+i} \times V_{i}\right),
\end{array} \text { for } i=1,2, \ldots, n ;\right.} \\
& {\left[\begin{array}{l}
Y_{k+n+2+2 i}=W_{j i} \text { where } W_{j i} \text { is a new copy of } W_{j}, \\
E_{k+n+2+2 i}=\left\{\left\langle w, w_{i}\right\rangle: w_{i} \in W_{j i} \text { corresponds to } w \in W_{j}\right\},
\end{array} \text { for } i \in \omega ;\right.} \\
& {\left[\begin{array}{l}
Y_{k+n+3+2 i}=W_{j} \times R_{i} \text { where } R_{i} \text { is the set of the roots of the } i^{\text {th }} \text { skin } \\
E_{k+n+3+2 i}=\left\{\langle r,\langle w, r\rangle\rangle,\left\langle w_{i},\langle w, r\rangle\right\rangle: r \in R_{i}, w_{i} \in W_{j i} \text { corresponds to } w \in W_{j}\right\}
\end{array}\right.}
\end{aligned}
$$

for $i \in \omega$.
We define the image of $\left(V_{1}, V_{2}, \ldots, V_{n}, E\right)$ under $G$ as the union of the above defined ascending chain of fields. Let $h:\left(V_{1}, V_{2}, \ldots, V_{n}, E\right) \rightarrow\left(V_{1}^{\prime \prime}, V_{2}^{\prime \prime}, \ldots, V_{n}^{\prime \prime}, E^{\prime \prime}\right)$ be a morphism from the category Inj UPG ( $n, N$ ). We define an ascending chain of homomorphisms $h_{0} \leqq h_{1} \leqq \cdots \leqq h_{i} \leqq \ldots, i \in \omega$, where $h_{i}: F_{i} \rightarrow F_{i}^{\prime \prime}$. Let $h_{i}$ be the identity of $F_{i}$ for $i=0,1,2, \ldots, k+2$. Using the second part of the main lemma we get a unique extension $h_{k+2+i}$ of $h_{k+1+i}$ such that $\left.h_{k+2+i}\right|_{V_{i}}=\left.h\right|_{V_{i}}$ for $i=1,2, \ldots, n$. Using the second part of the main lemma again we get an extension $h_{k+n+3+2 i}$ of $h_{k+n+2+2 i}$ and an extension $h_{k+n+4+2 i}$ of $h_{k+n+3+2 i}$ such that $h_{k+n+3+2 i}$ is the identity on $Y_{k+n+2+2 i}$ and $\left.h_{k+n+4+2 i}\right|_{Y_{k+n+3+2 i}}=\left.\mathrm{id}\right|_{Y_{k+n+2+2 i}} \times\left. h_{i+1}\right|_{R_{i}}$. Let; finally, $G(h)$ be the union of the ascending chain of the homomorphisms defined above. $G$ is clearly a functor and an embedding. So we have to prove that $G$ is full and a strong embedding.

By the first part of the main lemma, if an element $w$ is either $r$-high or $p_{i}$-high in a field $G\left(V_{1}, V_{2}, \ldots, V_{n}, E\right)$, then either $w \in F_{0}$ or $w \in\left(F_{i+1} \backslash F_{i}\right) \cup F_{0}$; respectively. The subfield $F_{i}$ can be defined as the set of those elements of $G\left(V_{1}, V_{2}, \ldots, V_{n}, E\right)$ which are algebraic over the set of $s$-high elements where $s$ runs over $\left\{r, p_{0}, \ldots, p_{i-1}\right\}$. Therefore, each homomorphism of $G\left(V_{1}, V_{2}, \ldots, V_{n}, E\right)$ into $G\left(V_{1}^{\prime \prime}, V_{2}^{\prime \prime}, \ldots, V_{n}^{\prime \prime}, E^{\prime \prime}\right)$ maps the subfield $F_{i}$ into the subfield $F_{i}^{\prime \prime}$; for $i \in \omega$. Consider the subset $\left\{\langle w, r\rangle: w \in W_{j}\right\}$ of $Y_{k+n+s+2 i}$ for arbitrary given $r \in R_{i}$. The cardinality of this set is greater than $F_{0}$ and each element of this set is $p_{k+n+3+2 i}-$ high. Therefore, at least one of these variables cannot be mapped into the subfield $F_{k+n+3+2 i}^{\prime \prime}$. Using the implication (b) of Sublemma 4 for this variable, we get that
the subset $R_{i}$ is mapped into the subset $R_{i}^{\prime \prime}$, for $i \in \omega$. Summarizing, we have proven that the restriction of each homomorphism of $G\left(V_{1}, V_{2}, \ldots, V_{n}, E\right)$ into $G\left(V_{1}^{\prime \prime}, V_{2}^{\prime \prime}, \ldots, V_{n}^{\prime \prime}, E^{\prime \prime}\right)$ to the subfield $F_{i+1}$ is a special homomorphism of $F_{i}\left(E_{i}, Y_{i}, p_{i}, q\right)$ into $F_{i}^{\prime \prime}\left(E_{i}^{\prime \prime}, Y_{i}^{\prime \prime}, p_{i}, q\right)$. So we may use the second part of the main lemma for the subfields $F_{i}\left(E_{i}, Y_{i}, p_{i}, q\right)$, for $i \in \omega$. An obvious combinatorial argument finishes the proof of the fullness.

Now we prove that $G$ is a strong embedding. Let $F(E, Y, \dot{p}, q)$ and $F^{\prime \prime}\left(E^{\prime \prime}, Y^{\prime \prime}, p, q\right)$ be two special extensions such that the additive groups of $F$ and $F^{\prime \prime}$ are isomorphic, and all the sets $A(y)$ and $A^{\prime \prime}\left(y^{\prime \prime}\right)$ have the same cardinality. The first part of the main lemma gives that each mapping of $Y$ into $Y^{\prime \prime}$ naturally induces a group homomorphism of the additive group of $F(E, Y ; p, q)$ into the additive group of $F^{\prime \prime}\left(E^{\prime \prime}, Y^{\prime \prime}, p, q\right)$. As the $n$-partite graphs contained in the constructed fields are unary $n$-partite graphs of a fixed type, the iteration of the above argument gives that each mapping of the underlying set of a unary $n$-partite graph into another one naturally induces a group homomorphism between the additive groups of the corresponding fields. This is, however, a much stronger property than that the embedding $G$ is strong.

Proof of Theorem 2. Combining the third part of the main lemma and Proposition 1 we get the theorem.

Proof of Theorem 1. It follows from Theorem 2, as the one-element monoid is right cancellative.

Proof of Theorem 3. Using the third part of the main lemma and Propositions 2 and 3 we arrive at Theorem 3.

Proof of Theorem 4. The implications (c) $\Rightarrow$ (b) and (b) $\Rightarrow$ (a) are obvious, it is enough to prove that $(\mathrm{a}) \Rightarrow(\mathrm{c})$. By the fundamental theorem of binding categories (a review of the results can be found in the textbook of A. Pultr-V. Trnkoví [15]) it is enough to give a strong embedding of the category of 2-unary algebras into the category $\operatorname{Ext}(A, \operatorname{Alg}(t))$ whenever $A$ is an algebra of similarity type $t$ having no one-element subalgebra.

Let $A=(X, m, \ldots)$ where $m$ is an at least binary operation. In the following the polynomial $m(x, y, \ldots, y)$ will be denoted simply by multiplication: $x y=$ $=m(x, y, \ldots, y)$. Now take a set $Y$ disjoint to $X$ such that $|Y|>|X|$, and $|Y| \geqq 8$. Let us fix an injective mapping $i: X \rightarrow Y$. Let $(Y, R)$ be a rigid, connected, undirected graph having no loops (for the existence of such a graph see P. Vopenka-A. PultrZ. Hedrlin [18]). Take two further copies $X_{1}$ and $X_{2}$ of $X$, where $x_{1} \in X_{1}$ and $x_{2} \in X_{2}$ denotes the element corresponding to $x \in X$. Let us take three further elements: $u$, $v$ and $w$ not belonging to $Z \cup X \cup X_{1} \cup X_{2} \cup Y$.

Now we define a faithful endofunctor $H$ of the category SET. For an arbitrary
set $Z$ let $H(Z)$ be the disjoint union of the sets $Z, X, X_{1}, X_{2}, Y,\{u\} ;\{v\}$, and $\{w\}$. For an arbitrary mapping $h: Z \rightarrow Z^{\prime \prime}$ let $H(h)$ be the extension of $h$ to $H(Z)$ acting identically on $H(Z) \backslash Z$.

Finally, we define a strong embedding $F$ of the category of the 2 -unary algebras into the category $\operatorname{Ext}(A, \operatorname{Alg}(t))$ such that the carrier of $F$ is $H$. Let $(Z ; g, h)$ be an arbitrary 2-unary algebra. Let the underlying set of $F(Z ; g, h)$ be $H(Z)$. Recall, that $x y$ denotes $m(x, y, \ldots, y)$. The operations of $F(Z ; g, h)$ are defined as follows: Let $A=(X, m, \ldots)$ be a subalgebra of $F(Z ; g, h)$. For $y \in Y$ and $b, c \in Y, b \neq c$, set

$$
\begin{aligned}
y y & =u, \\
b c & =b \quad \text { and } \quad c b=c
\end{aligned} \quad \text { if } \quad\langle b, c\rangle \in R,
$$

For $x \in X$ (and for the corresponding $x_{1} \in X_{1}$ and $x_{2} \in X_{2}$ ) set

$$
x_{1} x_{2}=x, \quad x_{2} x_{1}=i(x)
$$

where $i: X \rightarrow Y$ is defined before.

$$
u u=v, \quad v v=w .
$$

For $z \in \boldsymbol{Z}$ set

$$
z v=u, \quad u z=g(z), \quad v z=h(z) .
$$

Otherwise the polynomial $m(x, y, \ldots, y)$ is defined by
$w q=v \quad$ if.$q \in H(Z)$, and the value of $w q$ has not been defined yet, $p q=w$ if $p, q \in H(Z), p \neq w$, and the value of $p q$ has not been defined yet. In all the remaining cases let $m$ be the projection to the first variable. All the operations are the projections to the first variable on the places where they haven't been defined yet.

The action of $F$ on the morphisms is uniquely determined by the underlying functor $H$, which completes the definition of the functor $F$.
$F$ is clearly a functor, an embedding and carried by $H$; so the only non-trivial property to prove is that $F$ is full. This can be proved in the following nine steps:
(1) There is no one-element subalgebra of $F(Z ; g, h)$ by the conditions on $A$ and by the definition of $m$.
(2) Each two-element subset of $Y$ is a subalgebra, consequently the restriction of any homomorphism of $F(Z ; g, h)$ to $Y$ is always injective.
(3) $(\exists c(b=b c)) \Rightarrow b \in X \cup Y$, therefore $Y$ is always mapped into $X \cup Y$ by any homomorphism.
(4) There must be a $y \in Y$ such that $y$ is mapped into $Y$, since $|X|<|Y|$; consequently $u$ is fixed, for $u=y y$ for all $y \in Y$.
(5) $v$ and $w$ are fixed together with $u$.
(6) $Y$ is mapped into itself since it can be defined as the collection of those elements whose square is equal to $u$ with respect to the multiplication.
(7) $Y$ is mapped into itself in such a way that it is an injective strong endomorphism of the rigid graph $(Y, R)$, by the definition of the multiplication. Therefore the set $Y$ is fixed elementwise by any homomorphism.
(8) For $x \in X, x_{2} x_{1}=i(x)$; therefore either the images of $x_{2}$ and $x_{1}$ belong to $Y$, and consequently the image of $x$ also belongs to $Y$, or the elements $x_{2}$ and $x_{1}$ are fixed, and consequently the element $x$ is also fixed. Thus, each $x \in X$, and therefore each product $x x$ is in $X \cup Y$, consequently none of the elements of $X$ can go into $Y$. Therefore the set $X$ is mapped into itself. This means that only the second case is possible: the sets $X, X_{1}$, and $X_{2}$ are fixed elementwise.
(9) $Z$ is mapped into itself, since $Z$ can be defined as the collection of those elements $s$ for which $s v=u$. This mapping of $Z$ is also an endomorphism of the 2-unary algebra ( $Z ; g, h$ ) because of the definition of the multiplication by $u$ and by $v$.

Hence the proof of Theorem 4 is finished.
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