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In [7] P. Schofield proved that if $G$ is a triply transitive permutation group on an at least four element finite set $M$ and $f$ is a surjective operation on $M$ depending on at least two variables then the clone $F$ generated by $G \cup\{f\}$ either equals the set of all operations on $M$ or $F \subseteq L$ where $L$ is a maximal clone of quasilinear operations on $M$. The aim of this paper is to improve this result by proving that the inclusion $F \subseteq L$ is actually an equality (Theorem 8 ).

In [6] R. Pöschel described all finite relationally incomplete homogeneous relation algebras. As an application of our theorem we also improve this result by giving all at least four element finite relationally incomplete relation algebras having triply transitive automorphism groups (Theorem 9).

## 2. Preliminaries

Let $M$ be a nonempty set. The set of all $n$-ary operations on $M$ will be denoted by $O_{M}^{(n)}(n \geqq 1)$, and we set $O_{M}=\bigcup_{n \geqq 1} O_{M}^{(n)}$. An operation $f \in O_{M}$ is idempotent if for every $a \in M$ we have $f(a, \ldots, a)=a ; f$ is nontrivial if it is not a projection. If $f$ depends on at least two variables and takes on all values from $M$ then it is called essential.

For $h \geqq 1$ the set of $h$-ary relations on $M$ (i.e. subsets of $M^{h}$ ) will be denoted by $R_{M}^{(h)}$; furthermore we set $R_{M}=\bigcup_{h \geq 1} R_{M}^{(h)}$. An operation $f \in O_{M}^{(n)}$ is said to preserve a relation $\varrho \in R_{M}^{(h)}$ if $\varrho$ is a subalgebra of the $h$-th direct power of the algebra $\langle M ; f\rangle$. For $R \subseteq R_{M}$ the symbol Pol $R$ denotes the set of all operations from $O_{M}$ preserving

[^0]each relation in $R$, and for $F \subseteq O_{M}$ the symbol Inv $F$ denotes the set of all relations from $R_{M}$ preserved by each operation in $F$. The correspondences $R \rightarrow \operatorname{Pol} R$ and $F \rightarrow \operatorname{Inv} F$ establish a Galois connection between the subsets of $R_{M}$ and the subsets of $O_{M}$. For $F \subseteq O_{M}$ and $R \subseteq R_{M}$ we set $\langle F\rangle=\operatorname{Pol} \operatorname{Inv} F$ and $[R]=\operatorname{Inv} \operatorname{Pol} R$.

By a clone of operations on $M$ we mean a subset $F \subseteq O_{M}$ which contains the projections and is closed with respect to superposition. It is known (cf. e.g. [5]) that, for finite $M$, a subset $F \subseteq O_{M}$ is a clone if and only if $F=\langle F\rangle$. By a clone of relations we mean a subset $R \subseteq R_{M}$ satisfying the equality $R=[R]$. We remark that for finite $M$ there exists also an internal definition for $[R]$, namely $[R]$ is the set of all relations which are definable by a first order formula in which only $\exists, \wedge,=$, and relations (i.e. predicates) of $R$ occur. For more details cf. [5].

By a relation algebra on the set $M$ we mean a pair $\langle M ; R\rangle$ where $R \subseteq R_{M}$. We say that $\langle M ; R\rangle$ is nontrivial if $\mathrm{Pol} R \neq O_{M}$. A permutation $\pi$ on $M$ is an automorphism of $\langle M ; R\rangle$ if $\varrho \pi \subseteq \varrho$ and $\varrho \pi^{-1} \subseteq \varrho$ for every $\varrho \in R$. The symbol Aut $\langle M ; R\rangle$ denotes the group of all automorphisms of $\langle M ; R\rangle$.

If $f$ is an $n$-ary operation on $M$ then $f^{\cdot}$ denotes the $(n+1)$-ary relation $\left\{\left(a_{1}, \ldots, a_{n}, f\left(a_{1}, \ldots, a_{n}\right)\right) \mid a_{1}, \ldots, a_{n} \in M\right\}$. Two relation algebras $\left\langle M ; R_{1}\right\rangle$ and $\left\langle M ; R_{2}\right\rangle$ are equivalent if $\left[R_{1}\right]=\left[R_{2}\right]$.

If $n \geqq 1$ and $q$ is a prime power then $V(n, q)$ denotes the $n$-dimensional vector space over the field $G F(q)$. In this note by a linear operation over $V(n, q)$ we mean an operation of the form $\sum_{i=1}^{m} x_{i} A_{i}+v$ where $v \in V(n, q)$ and the $A_{i}(1 \leqq i \leqq m)$ are linear transformations of $V(n, q)$. Clearly, such an operation depends on its $i$-th variable if and only if $A_{i} \neq 0$, and is surjective if and only if $V(n, q)$ is spanned by its subspaces $\operatorname{Im} A_{i}, i=1, \ldots, m$. The set of all linear operations over $V(n, q)$ will be denoted by $A C L(n, q)$; and as usual $A G L(n, q)$ resp. $G L(n, q)$ denote the set of all linear permutations resp. the set of all linear permutations fixing the zero vector $0 \in V(n, q)$.

Let us denote by $\mathscr{A}_{n}(n \geqq 1)$ the alternating group of degree $n$. It is well known (see e.g. [3]) that $G L(4,2) \cong \mathscr{A}_{8}$, and thus $G L(4,2)$ contains subgroups isomorphic to $\mathscr{A}_{7}$.

We need the following results.
Proposition 1 ([3], [4]). If $G$ is a subgroup of $G L(4,2)$ and $G \cong \mathscr{A}_{7}$ then $G$ is doubly transitive on $V(4,2) \backslash\{0\}$, moreover, for any two triples $u_{1}, u_{2}, u_{3}$ and $v_{1}, v_{2}, v_{3}$ of linearly independent vectors in $V(4,2)$ there is exactly one permutation $A \in G$ such that $u_{i} A=v_{i}, i=1,2,3$. Consequently, if $T$ is the group of all translations on $V(4,2)$ then $G \bowtie \subset T$ is a triply transitive proper subgroup of $A G L(4,2)$.

Consider the elements of $G L(4,2)$ as $4 \times 4$ matrices over $G F(2)$ in a fixed basis of $V(4,2)$. Let $G$ be a subgroup of $G L(4,2)$ with $G \cong \mathscr{A}_{7}$. Consider the subgroup
$G^{*}$ of $G L(4,2)$, given by $G^{*}=\left\{A^{*} \mid A \in G\right\}$ where $A^{*}$ is the transpose of $A$. Then clearly $G^{*} \cong \mathscr{A}_{7}$. Combining this fact with Proposition 1 we immediately get the following statement.

Proposition 2. Let $G$ be a subgroup of $G L(4,2)$ with $G \cong \mathscr{A}_{7}$, and consider the elements of $G L(4,2)$ as $4 \times 4$ matrices over $G F(2)$ in a fixed basis of $V(4,2)$. Then for any numbers $1 \leqq i_{1}<i_{2}<i_{3} \leqq 4$ and for any linearly independent 4-dimensional row (column) vectors $u_{i_{1}}, u_{i_{2}}, u_{i_{3}}$ over $G F(2)$ there is exactly one element $A \in G$ such that the $i$-th row (column) of $A$ coincides with $u_{i}$ for $i=i_{1}, i_{2}, i_{3}$.

Theorem A (Cameron and Kantor [1]). If $H$ is a triply transitive proper subgroup of $A G L(n, 2)$ then $n=4$ and $H$ is $\mathscr{A}_{7} \triangleright<T$ in $A G L(4,2)$. Moreover, if $G$ is a doubly transitive proper subgroup of $G L(n, 2)$ (on $V(n, 2) \backslash\{0\}$ ) then $n=4$ and $G$ is $\mathscr{A}_{7}$ in $G L(4,2)$.

Theorem B (Szabó and Szendrei [9]). If $|V(n, q)| \geqq 3$ then $\langle A G L(n, q) \cup$ $\cup\{f\}\rangle=A C L(n, q)$ for every essential operation $f \in A C L(n, q)$.

Theorem C (Schofield [7]). If $M$ is a finite set, $|M| \geqq 4, G$ is a triply transitive permutation group on $M$ and $f \in O_{M}$ is an essential operation, then either $\langle G \cup\{f\}\rangle=O_{M}$ or $|M|=2^{n}$ for some $n \geqq 2$ and $\langle G \cup\{f\}\rangle \subseteq A C L(n, 2)$.

## 3. Lemmas

In this section we give some preparatory lemmas.
Lemma 3 (Schofield [7]). If $H$ is a triply transitive permutation group and $f$ is an essential operation on an at least four element finite set $M$ then $\langle H \cup\{f\}\rangle$ contains all constant operations and an operation taking on $m$ values for some $m$ with $2 \leqq m<|M|$.

From now on in this section let $G$ denote a subgroup of $G L(4,2)$ isomorphic to $\mathscr{A}_{7}$, and let $A, A_{1}, A_{2}$ be unary linear operations on $V(4,2)$ fixing the zero vector 0 . For any unary linear operation $X$ fixing 0 , the symbol $G(X)$ denotes the set of all unary linear operations generated by $G \cup\{X\}$.

Lemma 4. If $\operatorname{Im} A \neq V(4,2)$, then there is $a B$ in $G$ such that $\operatorname{Im} B A=\operatorname{Im} A$ and $(B A)^{2}=B A$.

Proof. Let $\operatorname{dim}(\operatorname{Im} A)=n(\leqq 3)$ and let $u_{1}, \ldots, u_{n}$ be a basis of $\operatorname{Im} A$. Choose elements $v_{1}, \ldots, v_{n} \in V(4,2)$ such that $v_{i} A=u_{i}, i=1, \ldots, n$. It is easy to see that $v_{1}, \ldots, v_{n}$ are linearly independent, and therefore, by Proposition 1 , there is a $B \in G$ such that $u_{i} B=v_{i}(i=1, \ldots, n)$. Then $u_{i} B A=u_{i}(i=1, \ldots, n)$ showing that $\operatorname{Im} B A=$ $=\operatorname{lm} A$ and $(B A)^{2}=B A$.

Lemma 5. Suppose $A^{2}=A, \operatorname{Im} \cdot A \neq V(4,2)$, and let $U$ be a proper subspace of $\operatorname{Im} A$ with $|U| \geqq 2$. Then there is a $B \in G(A)$ such that $\operatorname{Im} B A=U$ and $(B A)^{2}=$ $=B A$.

Proof. First consider the case when $\operatorname{dim}(\operatorname{Im} A)=3$ and $\operatorname{dim} U=2$. Let $u_{1}, u_{2}, u_{3}, u_{4}$ be a basis of $V(4,2)$ such that $u_{1}, u_{2}$ and $u_{1}, u_{2}, u_{3}$ are bases of $U$ and $\operatorname{Im} A$, respectively, and $u_{4} \in \operatorname{Ker} A$. By Proposition 1 , there is a $C \in G$ such that $u_{1} C=u_{1}, u_{2} C=u_{2}$ and $u_{3} C=u_{4}$. Then we have $u_{1} A C A=u_{1}, u_{2} A C A=u_{2}, u_{3} A C A=$ $=0$ and $u_{4} A C A=0$. Therefore if $A C=B$ then $\operatorname{Im} B A=U$ and $(B A)^{2}=B A$.

Now suppose that $\operatorname{dim}(\operatorname{Im} A)=2$ and $\operatorname{dim} U=1$. Choose a basis $u_{1}, u_{2}, u_{3}, u_{4}$ of $V(4,2)$ such that $u_{1}$ and $u_{1}, u_{2}$ are bases of $U$ and $\operatorname{Im} A$, respectively, and $u_{3}, u_{4} \in \operatorname{Ker} A$. Again by Proposition 1, there is a $C \in G$ such that $u_{1} C=u_{1}$ and $u_{2} C=u_{3}$. Now if $B=A C$ then we have $\operatorname{Im} B A=U$ and $(B A)^{2}=B A$.

Finally the statement in the case $\operatorname{dim}(\operatorname{Im} A)=3$ and $\operatorname{dim} U=1$ follows from the previous two cases.

Lemma 6. If $\operatorname{Im} A \neq V(4,2)$, and $U$ is a subspace of $V(4,2)$ such that $\operatorname{dim} U=\operatorname{dim}(\operatorname{Ker} A)$ then there is a $B \in G$ such that $\operatorname{Im} B A=\operatorname{Im} A$ and $\operatorname{Ker} B A=U$.

Proof. Let $u_{1}, \ldots, u_{n}$ and $v_{1}, \ldots, v_{n}$ be bases of $U$ and $\operatorname{Ker} A$, respectively. Since $1 \leqq n \leqq 3$, by Proposition 1 there is a $B \in G$ such that $u_{i} B=v_{i}, i=1, \ldots, n$. Then $\operatorname{Im} B A=\operatorname{Im} A$ and $\operatorname{Ker} B A=U$.

Lemma 7. Suppose that $\operatorname{Im} A_{1}, \operatorname{Im} A_{2} \neq V(4,2)$, and $\quad \operatorname{Im} A_{1} \subseteq \operatorname{Im} A_{2}$, $\operatorname{Im} A_{2} \subseteq \operatorname{Im} A_{1}$. Then there are $B_{1} \in G\left(A_{1}\right)$ and $B_{2} \in G\left(A_{2}\right)$ such that $\operatorname{Im}\left(B_{1} A_{1}+B_{2} A_{2}\right)=$ $=\operatorname{Im} A_{1}+\operatorname{Im} A_{2}$.

Proof. Let $U_{1} \subseteq \operatorname{Im} A_{1}$ and $U_{2} \subseteq \operatorname{Im} A_{2}$ be subspaces such that $U_{1} \cap U_{2}=\{0\}$ and $U_{1}+U_{2}=\operatorname{Im} A_{1}+\operatorname{Im} A_{2}$. Then applying Lemmas 4 and 5 we get $C_{1} \in G\left(A_{1}\right)$ and $C_{2} \in G\left(A_{2}\right)$ such that $\operatorname{Im} C_{i} A_{i}=U_{i}$ and $\left(C_{i} A_{i}\right)^{2}=C_{i} A_{i}, \quad i=1,2$. Since $U_{1} \cap U_{2}=\{0\}$, we have $\operatorname{dim} U_{1}+\operatorname{dim} U_{2} \leqq 4$. Therefore $\operatorname{dim}\left(\operatorname{Ker} C_{1} A_{1}\right) \geqq \operatorname{dim} U_{2}$. Now, by Lemma 6, there is a $D_{1} \in G$ such that $\operatorname{Im} D_{1} C_{1} A_{1}=U_{1}$ and Ker $D_{1} C_{1} A_{1}$ ? $\supseteqq U_{2}$. If we choose $B_{1}=D_{1} C_{1}$ and $B_{2}=C_{2}$, then we have $\operatorname{Im}\left(B_{1} A_{1}+B_{2} A_{2}\right)=$ $=U_{1}+U_{2}=\operatorname{Im} A_{1}+\operatorname{Im} A_{2}$. Indeed, it follows that $B_{2} A_{2} B_{1} A_{1}=0$ and $\left(B_{2} A_{2}\right)^{2}=$ $=B_{2} A_{2}$. Therefore, if $E$ is the identity permutation, then we have

$$
\left(E-B_{2} A_{2}\right)\left(B_{1} A_{1}+B_{2} A_{2}\right)=B_{1} A_{1} \text { and } B_{2} A_{2}\left(B_{1} A_{1}+B_{2} A_{2}\right)=B_{2} A_{2}
$$

## 4. Main theorem

Here we formulate and prove our main theorem.
Theorem 8. If $M$ is a finite set with $|M| \geqq 4, H$ is a triply transitive permutation group on $M$ and $f \in O_{M}$ is an essential operation, then either $\langle H \cup\{f\}\rangle=$ $=O_{M}$, or $|M|=2^{n}$ for some $n \geqq 2$ and $\langle H \cup\{f\}\rangle=A C L(n, 2)$.

Proof. Let $M, H$ and $f$ satisfy the assumptions of the theorem. If $\langle H \cup\{f\}\rangle \neq$ $\neq O_{M}$ then, by Theorem C , we have that $|M|=2^{n}$ for some $n \geqq 2$ and $\langle H \cup\{f\}\rangle \subseteq$ $\subseteq A C L(n, 2)$. We have to show that the latter inclusion is actually an equality. Let $\bar{H}$ denote the group of all permutations belonging to $\langle H \cup\{f\}\rangle$.

If $\bar{H}=A G L(n, 2)$, then by Theorem B we have $\langle H \cup\{f\}\rangle=A C L(n, 2)$. Suppose that $\bar{H}$ is a proper subgroup of $A G L(n, 2)$. Then applying Theorem A we get that $n=4$, and if $G$ denotes the subgroup of $\bar{H}$ containing all permutations of $H$ fixing the zero vector then $G \cong \mathscr{A}_{7}$.

Let $s$ be the minimum of the arities of essential operations belonging to $\langle H \cup\{f\}\rangle$ and let $g$ be an $s$-ary essential operation in $\langle H \cup\{f\}\rangle$. Since $H$ is transitive, we can suppose that $g(0, \ldots, 0)=0$ and thus $g$ has the form $\sum_{i=1}^{s} x_{i} A_{i}$. We show that $s=2$. Suppose $s \geqq 3$. If for some $j \in\{1, \ldots, s\}$ there is a $k \in\{1, \ldots, s\} \backslash\{j\}$ such that $\operatorname{Im} A_{j} \subseteq \operatorname{Im} A_{k}$ then $g\left(x_{1}, \ldots, x_{k-1}, 0, x_{k+1}, \ldots, x_{s}\right)$ is an $(s-1)$-ary essential operation and it belongs to $\langle H \cup\{f\}\rangle$ by Lemma 3. This contradicts the assumption on $s$. Hence we have that $\operatorname{Im} A_{1}, \operatorname{Im} A_{2} \neq V(4,2)$, and $\operatorname{Im} A_{1} \Phi \operatorname{Im} A_{2}$ and $\operatorname{Im} A_{2} \Phi$ $\Phi \operatorname{Im} A_{1}$. Then Lemma 7 yields a procedure for constructing an ( $s-1$ )-ary essential operation, a contradiction. Hence $s=2$, and $g\left(x_{1}, x_{2}\right)=x_{1} A_{1}+x_{2} A_{2}$.

First consider the case when $\operatorname{Im} A_{1}=V(4,2)$ (the case $\operatorname{Im} A_{2}=V(4,2)$ can be handled similarly). Then $x_{1}+x_{2} A_{2}=x_{1} A_{1}^{-1} A_{1}+x_{2} A_{2} \in\langle H \cup\{f\}\rangle$. Applying Lemmas 4,5 and Lemma 3, one can easily show that there is a unary operation $B \in\langle H \cup\{f\}\rangle$ fixing 0 such that $\operatorname{dim}(\operatorname{Im} B)=1, B^{2}=B$ and $x_{1}+x_{2} B \in\langle H \cup\{f\}\rangle$. Choose a basis $u_{1}, \ldots, u_{4}$ of $V(4,2)$ such that $u_{1}$ and $u_{2}, u_{3}, u_{4}$ are bases of $\operatorname{Im} B$ and Ker $B$ respectively. Let $C \in G$ be such that $u_{1}+u_{1} C, u_{2}, u_{3}, u_{4}$ is again a basis of $V(4,2)$, and let $E$ denote the identity permutation. Then $u_{1}(E+B C)=u_{1}+u_{1} C$ and $u_{i}(E+B C)=u_{i}, i=2,3,4$, implying that $E+B C$ is a permutation, and thus $E+B C \in G$. Hence for $E, E+B C \in G$ we have $u_{i} E=u_{i}(E+B C), i=2,3,4$. Therefore by Proposition 1 it follows that $E=E+B C$ implying $B C=0$, a contradiction.

Finally consider the case when $\operatorname{Im} A_{1}, \operatorname{Im} A_{2} \neq V(4,2)$. Then Lemma 7 yields a procedure for constructing a binary operation $x_{1} B_{1}+x_{2} B_{2} \in\langle H \cup\{f\}\rangle$ such that $\operatorname{lm}\left(B_{1}+B_{2}\right)=V(4,2)$. Then $B_{1}+B_{2} \in G$ and the operation $h\left(x_{1}, x_{2}\right)=$ $=\left(x_{1} B_{1}+x_{2} B_{2}\right)\left(B_{1}+B_{2}\right)^{-1}$ is idempotent. Consider the operations $h_{0}\left(x_{1}, x_{2}\right)=$ $=h\left(x_{1}, x_{2}\right)$ and $h_{n}\left(x_{1}, x_{2}\right)=h_{n-1}\left(h\left(x_{1}, x_{2}\right), x_{2}\right)$ if $n \geqq 1$. It is easy to check that there is a $t \geqq 0$ such that for $h_{t}\left(x_{1}, x_{2}\right)=x_{1} C_{1}+x_{2} C_{2}$ we have either $C_{1}^{2}=C_{1}$ or
$C_{1}^{2}=0, C_{1} \neq 0$. Since $h_{t}$ is idempotent, we have that $h_{t}\left(x_{1}, x_{2}\right)=x_{1} C_{1}+x_{2}\left(E-C_{1}\right)$. If $C_{1}^{2}=0$, then $\left(E-C_{1}\right)^{2}=E$, which shows that $\operatorname{Im}\left(E-C_{1}\right)=V(4,2)$, and this case has been settled.

Now suppose that $C_{1}^{2}=C_{1}$ and consider the operation $x_{1} C_{1}+x_{2}\left(E-C_{1}\right)$. Let $\operatorname{dim}\left(\operatorname{lm} C_{1}\right)=k$ and $\operatorname{dim}\left(\operatorname{Ker} C_{1}\right)=l$. Then clearly $1 \leqq k, l$ and $k+l=4$. Choose a basis $u_{1}, \ldots, u_{4}$ of $V(4,2)$ such that $u_{1}, \ldots, u_{k}$ and $u_{k+1}, \ldots, u_{4}$ are bases of $\operatorname{Im} C_{1}$ and $\operatorname{Ker} C_{1}$. From now on consider the unary linear operations fixing 0 as $4 \times 4$ matrix over $G F(2)$ in the basis $u_{1}, \ldots, u_{4}$. Let $D$ be a permutation belonging to $G L(4,2) \backslash G$. Then, by Proposition 2, there are $D_{1}, D_{2} \in G$ such that the first $\dot{k}$ columns of $D$ and $D_{1}$ are equal, and the last $l$ columns of $D$ and $D_{2}$ are equal. Then it is easy to check that $D=D_{1} C_{1}+D_{2}\left(E-C_{1}\right)$ and thus $D \in G$, a contradiction. This completes the proof.

## 5. Application

An algebra $\langle M ; F\rangle$ is said to be homogeneous if every permutation on $M$ is an automorphism of $\langle M ; F\rangle$. In [2] B. CSÁKÁNY proved that almost all at least two element nontrivial finite algebras are functionally complete. The exceptional algebras are equivalent to one of the following six algebras:

$$
\begin{array}{lll}
\langle\{0,1\} ; s\rangle & \text { where } & s(x)=x+1(\bmod 2), \\
\langle\{0,1\} ; m\rangle & \text { where } & m(x, y, z)=x+y+z(\bmod 2), \\
\langle\{0,1\} ; t\rangle & \text { where } & t(x, y, z)=x+y+z+1(\bmod 2), \\
\langle\{0,1\} ; d\rangle & \text { where } & d(x, y, z)=x y+x z+y z(\bmod 2), \\
\langle\{0 ; 1,2\} ; l\rangle & \text { where } l & l(x, y, z)=x-y+z(\bmod 3), \\
\left\langle\{0,1\}^{2} ; m\right\rangle . & & \tag{6}
\end{array}
$$

The result above was improved in [8] as follows: An at least four element nontrivial finite algebra with triply transitive automorphism group is either functionally complete or equivalent to the algebra $\left\langle\{0,1\}^{n} ; m\right\rangle$ for some $n \geqq 2$.

A relation algebra $\langle M ; R\rangle$ is said to be relationally complete if $[R \cup\{\{\mathrm{a}\} \mid a \in M\}]=$ $=R_{M}$. As an analogue of Csákány's result R. Pöschel [6] proved the following: Almost all at least two element finite nontrivial homogeneous relation algebras are relationally complete. The exceptional relation algebras are equivalent to one of the following five relation algebras:

$$
\begin{align*}
& \left\langle\{0,1\} ; s^{\cdot}\right\rangle, \\
& \left\langle\{0,1\} ; m^{\cdot}\right\rangle, \\
& \left\langle\{0,1\} ; t^{\circ}\right\rangle, \\
& \left\langle\{0,1,2\} ; l^{\cdot}\right\rangle, \\
& \left\langle\{0,1\}^{2} ; m^{\cdot}\right\rangle .
\end{align*}
$$

Now we apply Theorem 9 to get the analogue of the result in [8] formulated above for relation algebras, which is an improvement of Pöschel's result.

Theorem 9. An at least four element nontrivial finite relation algebra with triply transitive automorphism group is either relationally complete or equivalent to the relation algebra $\left\langle\{0,1\}^{n} ; m^{\circ}\right\rangle$ for some $n \geqq 2$.

Proof. Let $\langle M ; R\rangle$ be a relation algebra satisfying the assumptions of the theorem. If $\langle M ; R\rangle$ is not relationally complete, then

$$
\begin{gathered}
R_{M} \neq[R \cup\{\{a\} \mid a \in M\}]=\operatorname{Inv} \operatorname{Pol}(R \cup\{\{a\} \mid a \in M\})= \\
=\operatorname{Inv}(\operatorname{Pol} R \cap \operatorname{Pol}(\{\{a\} \mid a \in M\}))=\operatorname{Inv}(I \cap \operatorname{Pol} R)
\end{gathered}
$$

where clearly $I=\operatorname{Pol}(\{\{a\} \mid a \in M\})$ is the set of all idempotent operations in $O_{M}$. It follows that $I \cap \operatorname{Pol} R$ contains a nontrivial operation $f$ which is evidently essential.

Now Aut $\langle M ; R\rangle \cup\{f\} \subseteq \operatorname{Pol} R$ and $\operatorname{Pol} R \neq O_{M}$. Therefore, by Theorem 9, we have that there is an $n \geqq 2$ such that $|A|=2^{n}$ and $\operatorname{Pol} R=A G L(n, 2)$. It is well-known (cf. e.g. [5]) that $\operatorname{Inv}(A G L(n, 2))=\left[m^{*}\right]$. Hence $\operatorname{Inv} \operatorname{Pol} R=\left[m^{*}\right]$, which was to be proved.
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