# Kernels of generalized derivations 
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The concept of generalized derivations is a natural generalization of the inner derivations. In this paper, the kernels of the generalized derivations will be studied. It will be proved that the kernels of generalized derivations of any order coincide with each other for several special kinds of operators. An asymptotic form of this kind of results will be obtained and a related theorem concerning compact operators will be given.

Let $\mathfrak{S}$ be a Hilbert space and $B(\mathfrak{F})$ the Banach algebra of all linear bounded operators in $\mathfrak{G}$. For $A, B \in B(\mathfrak{G})$, the generalized derivation $\delta_{A B}$ is defined by $\delta_{A B}: B(\mathfrak{H}) \rightarrow B(\mathfrak{H})$,

$$
\begin{equation*}
\delta_{A B}(X)=A X-X B \tag{1}
\end{equation*}
$$

Correspondingly, for any natural number $n$, the higher derivation $\delta_{A B}^{(n)}$ is .

$$
\begin{equation*}
\delta_{A B}^{(n)}(X)=\sum_{i=0}^{n}(-1)^{i}\binom{n}{i} A^{i} X B^{n-i} . \tag{2}
\end{equation*}
$$

In the case $A=B$, we denote $\delta_{A B}^{(n)}$ by $\delta_{A}^{(n)}$.
It is easily seen from the following discussion that all of the results in this paper still hold if $A$ and $B$ are defined in two different Hilbert spaces, and sometimes we shall deal with this case. But for brevity, we restrict our statement of theorems in one Hilbert space.

Obviously, $\operatorname{ker} \delta_{A B} \subset \operatorname{ker} \delta_{A B}^{(n)}$ for any $A, B \in B(\mathfrak{H})$ and $n \geqq 1$. In general, $\operatorname{ker} \delta_{A B} \neq \operatorname{ker} \delta_{A B}^{(n)}$. For example,

$$
\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right] \in \operatorname{ker} \delta_{A}^{(2)} \backslash \operatorname{ker} \delta_{A},
$$

if $A=\left[\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right]$.

1. The well-known Fuglede-Putnam theorem asserts that if $A, B \in B(\mathfrak{H})$ and $A, B$ are normal operators, then the pair $(A, B)$ of operators has the following property:
(FP) If $A X=X B$ where $X \in B(\mathfrak{5})$, then $A^{*} X=X B^{*}$.
Theorem 1. Suppose that $A, B \in B(\mathfrak{G})$, the pair $(A, B)$ of operators has property (FP), then

$$
\begin{equation*}
\operatorname{ker} \delta_{A B}^{(n)}=\operatorname{ker} \delta_{A B}, \quad n=1,2, \ldots \tag{3}
\end{equation*}
$$

Proof. It will suffice to show that $\operatorname{ker} \delta_{A B}^{(2)}=\operatorname{ker} \delta_{A B}$. Suppose that $X \in \operatorname{ker} \delta_{A B}^{(2)}$, then

$$
A X-X B \in \operatorname{ran} \delta_{A B} \cap \operatorname{ker} \delta_{A B}
$$

For any $Y \in \operatorname{ker} \delta_{A B}$, it follows from [7] that $\overline{\operatorname{ran} Y}$ reduces $A$, (ker $\left.Y\right)^{\perp}$ reduces $B$, and the restrictions $A|\overline{\operatorname{ran} Y}, B|(\operatorname{ker} Y)^{\perp}$ are normal operators. Take two decompositions of $\mathfrak{G}$ :

$$
\mathfrak{S}_{1}=\mathfrak{H}=\overline{\operatorname{ran} Y} \oplus(\operatorname{ran} Y)^{\perp}, \quad \mathfrak{H}_{2}=\mathfrak{H}=(\operatorname{ker} Y)^{\perp} \oplus \operatorname{ker} Y
$$

Then we get decompositions of operators respectively:

$$
A=\left[\begin{array}{cc}
A_{1} & 0 \\
0 & A_{2}
\end{array}\right], \quad B=\left[\begin{array}{cc}
B_{1} & 0 \\
0 & B_{2}
\end{array}\right]
$$

where $A_{1}, B_{1}$ are normal operators. For linear operators $X, Y$ from $\mathfrak{S}_{2}$ into $\mathfrak{S}_{1}$, we have

$$
X=\left[\begin{array}{ll}
X_{1} & X_{2} \\
X_{3} & X_{4}
\end{array}\right], \quad Y=\left[\begin{array}{cc}
Y_{1} & 0 \\
0 & 0
\end{array}\right]
$$

It follows that $A_{1} Y_{1}-Y_{1} B_{1}=0$ from $A Y-Y B=\left[\begin{array}{cc}A_{1} Y_{1}-Y_{1} B_{1} & 0 \\ 0 & 0\end{array}\right]$. On the other hand,

$$
A X-X B-Y=\left[\begin{array}{ccc}
A_{1} X_{1}-X_{1} B_{1}-Y_{1} & * \\
* & *
\end{array}\right] .
$$

From [1] Theorem 1.5, it follows that

$$
\|A X-X B-Y\| \geqq\left\|A_{1} X_{1}-X_{1} B_{1}-Y_{1}\right\| \geqq\left\|Y_{1}\right\|=\|Y\|,
$$

which implies that

$$
\operatorname{ran} \delta_{A B} \cap \operatorname{ker} \delta_{A B}=\{0\}
$$

Hence $X \in \operatorname{ker} \delta_{A B}$.
Corollary. Suppose that $A, B \in B(\mathfrak{5})$, and $A, B^{*}$ are hyponormal operators then

$$
\operatorname{ker} \delta_{A B}^{(n)}=\operatorname{ker} \delta_{A B} \quad(n=1,2, \ldots)
$$

Proof. In this case, the pair ( $A, B$ ) of operators has property (FP) [7].
Of course, property (FP) is not necessary for $\operatorname{ker} \delta_{A B}^{(n)}=\operatorname{ker} \delta_{A B}$. This fact can be shown .by the next theorem.

Let $\{\beta(n)\}$ be a sequence of positive- numbers: We consider the space $H^{2}(\beta)$ of sequences $f=\{\hat{f}(n)\}$ such that

$$
\|f\|^{2}=\sum|\hat{f}(n)|^{2} \beta(n)^{2}
$$

$H^{2}(\beta)$ is a Hilbert space with the inner product

$$
(f, g)=\sum \hat{f}(n) \overline{\hat{g}(n)} \beta(n)^{2}
$$

We use the notation $f(z)=\sum \hat{f}(n) z^{n}$ for $f \in H^{2}(\beta)$. Let $\hat{f}_{k}(n)=\delta_{n k}$. Conseqeuently, $f_{k}(z)=z^{k}$ and $\left\|f_{k}\right\|=\beta(k)$. Now consider the linear operator $M_{z}$ of multiplication by $z$ on 5:

$$
\left(M_{z} f\right)(z)=\sum \hat{f}(n) z^{n+1}
$$

If $\sup \beta(k+1) \beta(k)^{-1}<+\infty$, then $M_{z}$ is bounded [6].
Theorem 2. Suppose that there exist positive constants $c_{1}, c_{2}$ such that $c_{1}<$ $<\beta(k)<c_{2}, \quad k=0,1,2, \ldots$, then

$$
\begin{equation*}
\operatorname{ker} \delta_{M_{z}}^{(n)}=\operatorname{ker} \delta_{M_{z}}, \quad n=1,2, \ldots \tag{4}
\end{equation*}
$$

Proof. It will suffice to prove (4) for $n=2$. Assume that $X \in \operatorname{ker} \delta_{M_{z}}^{(2)}$, i.e.

$$
M_{z}\left(M_{z} X-X M_{z}\right)=\left(M_{z} X-X M_{z}\right) M_{z}
$$

Since the commutant of $M_{z}$ is $H^{\infty}(\beta)$, so there exists $\varphi \in H^{\infty}(\beta)$, such that

$$
\begin{equation*}
M_{z} X-X M_{z}=M_{\varphi} \tag{5}
\end{equation*}
$$

Denote $\psi=X f_{0} \in H^{2}(\beta)$. It follows from (5) that $M_{z} \psi-X f_{1}=M_{\varphi} f_{0}$, i.e.

$$
X f_{1}=M_{z} \psi-M_{\varphi} f_{0}
$$

By induction, we obtain

$$
X f_{n}=M_{z}^{n} \psi-n M_{\varphi} f_{n-1},
$$

which implies

$$
\begin{equation*}
\left\|X f_{n}\right\| \geqq n\left\|M_{\varphi} f_{n-1}\right\|-\left\|M_{z}^{n} \psi\right\| . \tag{6}
\end{equation*}
$$

Write $\psi=\sum \hat{\psi}(k) z^{k}, \quad \varphi=\sum \hat{\varphi}(k) z^{k}$, then

$$
\begin{gathered}
\left\|M_{\varphi} f_{n-1}\right\|^{2}=\sum \beta(k+n-1)^{2}|\hat{\varphi}(k)|^{2} \geqq\left(c_{1} / c_{2}\right)^{2}\|\varphi\|^{2} \\
\left\|M_{z}^{n} \psi\right\|^{2}=\sum \beta(k+n)^{2}|\hat{\psi}(k)|^{2} \leqq\left(c_{2} / c_{1}\right)^{2}\|\psi\|^{2}
\end{gathered}
$$

Hence $\|\varphi\|=0$ by (6). In other words, by (5),

$$
M_{z} X-X M_{z}=0, \quad \text { i.e. } \quad X \in \operatorname{ker} \delta_{M_{z}} .
$$

$M_{z}$ is the unilateral shift if $\beta(n)=1$ for all $n$. In this case, the pair ( $M_{2}, M_{z}$ ) does not possess property (FP), since the commutant of unilateral shift is the set of all analytic Toeplitz operators, and the adjoint operator of an analytic Toeplitz operator is no longer the same kind of operators.

By $K(\mathfrak{H})$ we denote the set of all compact operators on $\mathfrak{5}$.
Theorem 3. Suppose that $A, B \in B(\mathfrak{G}),\|A x\| \geqq\|x\| \geqq\|B x\|$ hold for all $x \in \mathfrak{5}$. Then

$$
\begin{equation*}
\operatorname{ker} \delta_{A B}^{(n)} \cap K(\mathfrak{H})=\operatorname{ker} \delta_{A B} \cap K(\mathfrak{H}), \quad n=1,2, \ldots \tag{7}
\end{equation*}
$$

To prove this theorem, we should establish a lemma.
Lemma 1. Under the conditions of theorem 3, if $Y \in K(\mathfrak{H})$ and $A Y=Y B$, then $\overline{\operatorname{ran} Y}$ reduces $A,(\operatorname{ker} Y)^{\perp}$ reduces $B$, and $A|\overline{\operatorname{ran} Y}, B|(\operatorname{ker} Y)^{\perp}$ are unitary operators.

Proof. Suppose that the polar decomposition of $Y$ is $Y=U P$ where ker $Y=$ $=\operatorname{ker} P$. Then

$$
U^{*} A U P-P B=0 .
$$

Denote the spectral representation of $P$ by $P=\sum a_{i} P_{i}$, where $a_{1}>a_{2}>\ldots>a_{n}>\ldots$ are non-zero eigenvalues of $P, \quad P_{i} \mathfrak{G}=\operatorname{ker}\left(P-a_{i} I\right)$. We claim that $P_{i} \mathfrak{G}$ reduce $B$, and $B \mid P_{i} \mathfrak{S}$ are unitary operators.

Take $x \in P_{1} 5$. Then we have

$$
\begin{gathered}
\left\|a_{1} x\right\|^{2}=\left\|a_{1} U x\right\|^{2} \leqq\left\|a_{1} A U x\right\|^{2}=\left\|\sum a_{i} A U P_{i} x\right\|^{2}=\|A \dot{U} P x\|^{2}=\|P B x\|^{2}= \\
=\left\|\sum a_{i} P_{i} B x\right\|^{2} \leqq a_{1}^{2}\|B x\|^{2} \leqq a_{1}^{2}\|x\|^{2} .
\end{gathered}
$$

It is easily seen that the above estimations hold if and only if $B x \in P_{1} \mathfrak{H}$, and $\|B x\|=$ $=\|x\|$. Since $\operatorname{dim} P_{1} \mathfrak{H}<\infty$, so $B \mid P_{1} \mathfrak{H}$ is a unitary operator. In this case, from

$$
\left(U^{*} A U P-P B\right) \mid P_{1} \mathfrak{H}=0
$$

we get $U^{*} A U\left|P_{1} \mathfrak{G}=B\right| P_{1} \mathfrak{G}$, hence $U^{*} A U \mid P_{1} \mathfrak{G}$ is unitary. Repeating the same arguement, we get the same conclusion for $P_{2} \mathfrak{G}$. By induction, it can be seen that $(\operatorname{ker} P)^{\perp}=(\operatorname{ker} Y)^{\perp}$ reduces $U^{*} A U$ and $B, U^{*} A U\left|(\operatorname{ker} Y)^{\perp}=B\right|(\operatorname{ker} Y)^{\perp}$ is a unitary operator. However, $U$ is a unitary operator from (ker $Y)^{\perp}$ onto $\overline{\operatorname{ran} Y}$, thus $\overline{\operatorname{ran} Y}$ reduces $A$, and $A \sqrt{\operatorname{ran} Y}$ is a unitary operator, too.

Proof of Theorem 3. It will suffice to prove that $X \in \operatorname{ker} \delta_{A B}$ for any $X \in \operatorname{ker} \delta_{A B}^{(2)} \cap K(\mathfrak{H})$. In fact, from Lemma 1 and

$$
A(A X-X B)=(A X-X B) B
$$

it can be seen that $A_{1}=A\left|P_{1} \mathfrak{H}, B_{1}=B\right| P_{2} \mathfrak{G}$ are unitary operators where $P_{1}, P_{2}$ are
projections from $\mathfrak{G}$ onto $\overline{\operatorname{ran}(A X-X B)},(\operatorname{ker}(A X-X B))^{\perp}$ respectively. Moreover, it can be easily seen that

$$
\delta_{A_{1} B_{1}}^{(2)}\left(P_{1} X P_{2}\right)=\delta_{A B}^{(2)}(X)=0
$$

Thus from the corollary of Theorem 1, we obtain

$$
\delta_{A B}(X)=\delta_{A_{1} B_{1}}\left(P_{1} X P_{2}\right)=0 .
$$

Corollary 1. Under the conditions of Theorem 3,

$$
\begin{equation*}
\operatorname{ker} \delta_{B A}^{(n)} \cap K(\mathfrak{H})=\operatorname{ker} \delta_{B A} \cap K(\mathfrak{H}), \quad n=1,2, \ldots \tag{8}
\end{equation*}
$$

Proof. Since $A^{-1}$ exists and it is a contraction, the adjoint operator of a contraction is still a contraction, so

$$
\left\|A^{*} x\right\| \geqq\|x\|, \quad\left\|B^{*} x\right\| \leqq\|x\|
$$

hold for all $x \in \mathfrak{G}$. It follows from Theorem 3 that

$$
\operatorname{ker} \delta_{A^{*} B^{*}}^{(n)} \cap K(\mathfrak{H})=\operatorname{ker} \delta_{A^{*} B^{*}} \cap K(\mathfrak{Y}) .
$$

We note that the set of all the adjoint elements of $\operatorname{ker} \delta_{A^{*} B^{*}}^{(n)}$ is $\operatorname{ker} \delta_{B A}^{(n)}$. Therefore (8) holds.

Corollary 2. Suppose that $A, B \in B(\mathfrak{H}), A$ is invertible and $\left\|A^{-1}\right\|\|B\| \leqq 1$. then

$$
\operatorname{ker} \delta_{A B}^{(n)} \cap K(\mathfrak{H})=\operatorname{ker} \delta_{A B} \cap K(\mathfrak{H}), \quad \operatorname{ker} \delta_{B A}^{(n)} \cap K(\mathfrak{H})=\operatorname{ker} \delta_{B A} \cap K(\mathfrak{H})
$$

hold for $n=1,2, \ldots$
Proof. Consider the operators

$$
\hat{A}=\|B\|^{-1} A, \quad \hat{B}=\|B\|^{-1} B
$$

We have $\|\hat{A} x\| \geqq\|x\|,\|\hat{B} x\| \leqq\|x\|$ for all $x \in \mathfrak{S}$. From the above theorem and Corollary 1 , we come to the conclusion.
2. The Fuglede theorem tells us that if $N$ is a normal operator, $S$ is a Borel set in the plane, then $X \in \operatorname{ker} \delta_{N}$ implies $X \in \operatorname{ker} \delta_{E(S)}$, where $E(S)$ is the spectral projection of $N$ corresponding to $S$. Does the asymptotic form of this theorem still hold? In other words, if $N X-X N$ is "small", is $E(S) X-X E(S)$ 'small"? [2] showed the answer is "no" for the norm topology, by constructing a normal operator $N$, a Borel set $S$ and a sequence $\left\{X_{n}\right\}$ for which $\left\|X_{n}\right\|=1$ for all $n$, and $\| N X_{n}$ -$-X_{n} N \| \rightarrow 0$ but $\left\|E(S) X_{n}-X_{n} E(S)\right\|=1$ for all $n$. However, we shall show that the answer is "yes" for the strong operator topology and weak operator topology. This is the following theorem.

Theorem 4. Let $N \in B(H)$ be a normal operator, $S$ be a Borel set in the plane, $\mathscr{U} \subset B(\mathfrak{5})$ be a neighborhood of 0 with repect to the strong (weak) operator topology, $K>0, n$ be a natural number. Then there exists a neighborhood $\mathscr{V}$ of 0 with respect to the same topology such that

$$
\delta_{E(S)}(X) \in \mathscr{U}
$$

if $\|X\|<K$, and $\delta_{N}^{(n)}(X) \in \mathscr{V}$.
Proof. First, we assume that $n=1$. It follows from a computation that

$$
\begin{gather*}
N^{k} X-X N^{k}=\sum_{i=0}^{k-1} N^{k-1-i}(N X-X N) N^{i}  \tag{9}\\
N^{* l} X-X N^{* l}=\sum_{i=0}^{l-1} N^{* l-1-i}\left(N^{*} X-X N^{*}\right) N^{* l} \tag{10}
\end{gather*}
$$

hold for any $k, l$. Multiply $N^{* l}$ from the left to the both sides of (9), and $N^{k}$ from the right to the both sides of (10), add these results, we obtain
$N^{k} N^{* l} X-X N^{k} N^{* l}=N^{* l} \sum_{i} N^{k-1-i}(N X-X N) N^{i}+\sum_{i} N^{* l-1-i}\left(N^{*} X-X N^{*}\right) N^{* i} N^{k}$
since $N$ is normal. Thus for bivariable polynomial $p(z, \bar{z})=\sum a_{k l} z^{k} \bar{z}^{l}$, we have

$$
\begin{gather*}
{\left[X, p\left(N, N^{*}\right)\right]=}  \tag{11}\\
=\sum_{k, i} a_{k l}\left(\sum_{i} N^{* l} N^{k-1-i}(N X-X N) N^{i}+\sum_{i} N^{* l-1-i}\left(N^{*} X-X N^{*}\right) N^{* i} N^{k}\right)
\end{gather*}
$$

where we use the notation $[A, B]=A B-B A$ for brevity. Since the addition of operators is continuous and the multiplication is separately continuous with respect to strong (weak) operator topology, it follows from (11) that there exists a neighborhood $\mathscr{V}_{1}$, such that $\left[X, p\left(N, N^{*}\right)\right] \in \mathscr{U}$ if $[X, N] \in \mathscr{V}_{1}$ and $\left[X, N^{*}\right] \in \mathscr{V}_{1}$.

For $\mathscr{V}_{1}$, it follows from asymptotic Fuglede-Putnam theorem [5], that there exists a neighborhood $\mathscr{V} \subset \mathscr{V}_{1}$ such that $\left[X, N^{*}\right] \in \mathscr{V}_{1}$ if $\|X\|<K,[X, N] \in \mathscr{V}$. In this case, clearly

$$
\left[X, p\left(N, N^{*}\right)\right] \in \mathscr{U} .
$$

Since the set of all $p\left(N, N^{*}\right)$ is dense in the $w^{*}$-algebra generated by $N$ with respect to the strong operator topology, we obtain the desired conclusion for $n=1$.

For general $n$, take $K_{1}>0$ such that

$$
\left\|\delta_{N}^{(n-k)} \delta_{E(S)}^{(k+1)}(X)\right\| \leqq K_{1}, \quad k=1, \ldots, n-1
$$

for all $\|X\|<K$. Take $\mathscr{U}_{0} \subset \mathscr{U}$ such that $\delta_{E(S)}^{(n+1)}(X) \in \mathscr{U}$ if $\delta_{E(S)}^{(n)}(X) \in \mathscr{U}_{0}$.
Now, take $\mathscr{V}_{i}(i=0,1, \ldots, n)$ as follows:

$$
\mathscr{V}_{0}=\mathscr{U}_{0}, \quad \delta_{E(S)}(X) \in \mathscr{V}_{i} \quad \text { if } \quad\|X\| \leqq K_{1}
$$

and $\delta_{N}(X) \in \mathscr{V}_{i+1}$. Denote $\mathscr{V}=\mathscr{V}_{n}$. If $\|X\|<K$ and $\delta_{N}^{(n)}(X) \in \mathscr{V}_{n}$, then $\delta_{E(S)} \delta_{N}^{(n-1)}(X) \in \mathscr{V}_{n-1}$. But $E(S) N=N E(S)$, so

$$
\delta_{N}^{(n-1)} \delta_{E(S)}(X)=\delta_{E(S)} \delta_{N}^{(n-1)}(X) \in \mathscr{V}_{n-1}
$$

By induction, we get

$$
\delta_{E(S)}^{(n)}(X) \in \mathscr{U}_{0}
$$

It is easily seen that

$$
\delta_{E(S)}(X)=\delta_{E(S)}^{(n)}(X) \in \mathscr{U}_{0} \subset \mathscr{U}, \quad \text { for odd } n
$$

and

$$
\delta_{E(S)}(X)=\delta_{E(S)}^{(n+1)}(X) \subset \mathscr{U}, \quad \text { for even } n
$$

Corollary. Let $N \in B(\mathfrak{H})$ be a normal operator, $K>0, n$ be natural number $\mathscr{U} \subset B(\mathfrak{F})$ be a neighborhood of 0 with respect to the strong (weak) operator topology. Then there exists a neighborhood $\mathscr{V}$ with respect to the same topology such that $\delta_{N}(X) \in \mathscr{U}$ if $\|X\|<K$ and $\delta_{N}^{(n)}(X) \in \mathscr{V}$.

Proof. First, take a neighborhood $\mathscr{U}_{1}$ of 0 such that $\mathscr{U}_{1}+\mathscr{U}_{1} \subset \mathscr{U}$. Take a partition of $\sigma(N): \sigma(N)=\bigcup_{i=1}^{m} \sigma_{i}$, where $\sigma_{i}$ are some disjoint Borel sets satisfying

$$
\delta_{N}(X)-\delta_{N_{1}}(X) \in \mathscr{U}_{1}
$$

if $\|X\|<K$, where $N_{1}=\sum c_{i} E\left(\sigma_{i}\right), c_{i} \in \sigma_{i}$. Then for fixed $N_{1}$, using Theorem 4, we can get a neighborhood $\mathscr{V}$ of 0 such that $\delta_{N_{1}}(X) \in \mathscr{\ell _ { 1 }}$ if $\|X\|<K, \quad \delta_{N_{1}}^{(n)}(X) \in \mathscr{V}$. Hence

$$
\delta_{N}(X)=\delta_{N_{1}}(X)-\left(\delta_{N}(X)-\delta_{N_{1}}(X)\right) \in \mathscr{U}
$$

if $\|X\|<K, \delta_{N_{1}}^{(n)}(X) \in \mathscr{V}$.
3. Now, we generalized some results in Section 1 to an asymptotic form. First we should show that the corollary of Theorem 4 is still hold with respect to the norm topology.

Lemma 2. Let $N \in B(\mathfrak{H})$ be a normal operator, $K>0$, $n$ be a natural number. Then for any $\varepsilon>0$, there exists $\eta>0$ such that $\left\|\delta_{N}(X)\right\|<\varepsilon$ if $\|X\|<K,\left\|\delta_{N}^{(n)}(X)\right\|<\eta$.

Proof. Take a partition of $\sigma(N)$ by a finite number of straight lines which are parallel to $x$-axis or $\dot{y}$-axis, $\sigma(N)=\bigcup_{i=1}^{m} \sigma_{i}$, where $\sigma_{i}$ are disjoint each other, such that

$$
\begin{equation*}
\left\|\delta_{N_{2}}(X)-\delta_{N}(X)\right\|<\varepsilon / 2 \tag{12}
\end{equation*}
$$

for $\|X\| \leqq K$, where $N_{1}=\sum c_{i} E\left(\sigma_{i}\right), c_{i} \in \sigma_{i}$, and

$$
\begin{equation*}
\Delta<\varepsilon / 36 K \tag{13}
\end{equation*}
$$

where $\Delta=\max \operatorname{diam} \sigma_{i}$. Denote $N_{i}=N E\left(\sigma_{i}\right)$, we have

$$
\delta_{N}^{(n)}(X)=\left[\delta_{N_{i} N_{j}}^{(n)}\left(X_{i j}\right)\right]
$$

where $X_{i j}=E\left(\sigma_{i}\right) X E\left(\sigma_{j}\right)$.

$$
\begin{equation*}
\delta_{N_{1}}(X)=\left[\left(c_{i}-c_{j}\right) X_{i j}\right]=\left[\left(c_{i}-c_{j}\right) X_{i j}\right]_{1}+\left[\left(c_{i}-c_{j}\right) X_{i j}\right]_{2} ; \tag{14}
\end{equation*}
$$

where the non-zero elements in [ ] $]_{1}$ are those corresponding to $\sigma\left(N_{i}\right) \cap \sigma\left(N_{j}\right)=0$.
First, consider $\left[\left(c_{i}-c_{j}\right) X_{i j}\right]_{1}$. Since $\delta_{N_{i} N_{j}}^{(n)}$ is invertible if $\sigma\left(N_{i}\right) \cap \sigma\left(N_{j}\right)=\emptyset$, [3], so we can take $\eta>0$ such that

$$
\begin{equation*}
\eta<\left(\varepsilon / 4 m^{2}\right) \min \left\{\left|c_{i}-c_{j}\right|^{-1} \| \delta_{N_{i} N_{j}}^{(n) \|^{-1}} \mid \sigma\left(N_{i}\right) \cap \sigma\left(N_{j}\right)=\emptyset\right\} . \tag{15}
\end{equation*}
$$

Obviously, $\left\|\delta_{N_{i} N_{j}}^{(n)}\left(X_{i j}\right)\right\|<\eta$ if $\left\|\delta_{N}^{(n)}(X)\right\|<\eta$. It follows from (15) that

$$
\left\|\left(c_{i}-c_{j}\right) X_{i j}\right\| \leqq\left|c_{i}-c_{j}\left\|\delta_{\left.N_{i} N_{j}\right)}^{(n)-1}\right\| \delta \delta_{N_{i} N_{j}}^{(n)}\left(X_{i j}\right)\left\|\leqq \mid c_{i}-c_{j}\right\| \delta_{N_{i} N_{j},-1}^{(n)} \|<\varepsilon / 4 m^{2}\right.
$$

if $\left\|\delta_{N}^{(n)}(X)\right\|<\eta$. Thus in this case

$$
\begin{equation*}
\left\|\left[\left(c_{i}-c_{j}\right) X_{i j}\right]_{1}\right\|<\varepsilon / 4 \tag{16}
\end{equation*}
$$

Next, consider $\left[\left(c_{i}-c_{j}\right) X_{i j}\right]_{2}$. We claim that $\left\|[\ldots]_{2}\right\|<\varepsilon / 4$. In fact for any $f \in \mathfrak{F}$, $\|f\|=1, f=\sum f_{i}$ where $f_{i}=E\left(\sigma_{i}\right) f$, we have

$$
\left\|\left[\left(c_{i}-c_{j}\right) X_{i j}\right]_{2} f\right\|^{2}=\sum_{i}\left\|\sum_{j}\left(c_{i}-c_{j}\right) X_{i j} f_{j}\right\|^{2} \leqq \sum_{i} \sum_{j}\left|c_{i}-c_{j}\right|^{2}\left\|X_{i j}\right\|^{2}\left\|f_{j}\right\|^{2}
$$

For each fixed $j$, the number of $i$ satisfying $\sigma_{i} \cap \sigma_{j} \neq \emptyset$ doesn't exceed nine. Hence each $f_{j}$ appears in $\sum_{i} \sum_{j}$ at most nine times. Since $\left\|X_{i j}\right\| \leqq\|X\|<K$, and $\left|c_{i}-c_{j}\right|<$ $<2 \Delta$ in this sum, therefore

$$
\left\|\left[\left(c_{i}=c_{j}\right) X_{i j}\right]_{2} f\right\|^{2} \leqq 9(2 \Delta)^{2} K^{2} \sum\left\|f_{j}\right\|^{2}=36 \Delta^{2} K^{2}<\varepsilon^{2} / 4^{2}
$$

by (13). Thus

$$
\begin{equation*}
\left\|\left[\left(c_{i}-c_{j}\right) X_{1 j}\right]_{2}\right\|<\varepsilon / 4 \tag{17}
\end{equation*}
$$

From (14), (16), (17) we obtain $\left\|\delta_{N_{1}}(X)\right\|<\varepsilon / 2$. Using (12), we.get $\left\|\delta_{N}(X)\right\|<\varepsilon$ if $\|X\|<K$ and $\left\|\delta_{N}^{(n)}(X)\right\|<\eta$.

Lemma 3. Let $N_{1}, N_{2}$ be normal operators, $K>0, n$ be a natural number $\mathscr{U} \subset B(\mathfrak{F})$ be a neighborhood of 0 with respect to the norm topology (or strong operator topology, weak operator topology). Then there exists a neighborhood $\mathscr{V}$ of 0 with respect to the same topology such that

$$
\begin{equation*}
\delta_{N_{1} N_{\mathbf{s}}}(X) \in \mathscr{U} \tag{18}
\end{equation*}
$$

if $\|X\|<K$ and $\delta_{N_{1} N_{2}}^{(n)}(X) \in \mathscr{V}$.

Proof. Using Putnam's technique, consider the normal operator $N=\left[\begin{array}{cc}N_{1} & 0 \\ 0 & N_{2}\end{array}\right]$ on $\mathfrak{G} \oplus \mathfrak{5}$. Denote

$$
\tilde{\mathscr{U}}=\left\{\left.\left[\begin{array}{ll}
X_{1} & X_{2} \\
X_{3} & X_{4}
\end{array}\right] \right\rvert\, X_{i} \in \mathscr{U}\right\} .
$$

$\tilde{\mathscr{U}}$ is a neighborhood of 0 in $B(\mathfrak{H} \oplus \mathfrak{H})$. From Lemma 2 and the corollary of Theorem 4, it follows that there exists a neighborhood $\tilde{\mathscr{V}}$ of 0 such that $\delta_{\tilde{N}}(\tilde{X}) \in \tilde{\mathscr{U}}$ if $\|\tilde{X}\|<K$ and $\delta_{\tilde{N}}^{(n)}(\tilde{X}) \in \tilde{\mathscr{V}}$. Define

$$
\mathscr{V}=\left\{X \left\lvert\,\left[\begin{array}{ll}
0 & X \\
0 & 0
\end{array}\right] \in \tilde{\mathscr{V}}\right.\right\} .
$$

If $X \in B(\mathfrak{H})$ satisfies $\|X\|<K, \delta_{N_{1} N_{2}}^{(n)}(X) \in \mathscr{V}$, then for $\tilde{X}=\left[\begin{array}{ll}0 & X \\ 0 & 0\end{array}\right]$, we have $\|\tilde{X}\|<K$, and $\delta_{N}^{(n)}(\tilde{X})=\left[\begin{array}{ll}0 & \delta_{N_{1} N_{2}}^{(n)}(X) \\ 0 & 0\end{array}\right] \in \tilde{\mathscr{V}}$. In this case

$$
\delta_{\tilde{N}}(\tilde{X})=\left[\begin{array}{cc}
0 & \delta_{N_{1} N_{2}}(X) \\
0 & 0
\end{array}\right] \in \tilde{\mathscr{U}}
$$

which implies $\delta_{N_{1} N_{2}}(X) \in \mathscr{U}$.
Theorem 5. Let $A, B^{*} \in B(\mathfrak{H})$ be subnormal operators, $K>0$, $n$ be a natural number, $\mathscr{U}$ be a neighborhood of 0 with respect to the norm topology (or strong operator topology, weak operator topology), then there exists a neighborhood $\mathscr{V}$ of 0 with respect to the same topology such that $\delta_{A B}(X) \in \mathscr{U}$ if $\|X\|<K$ and $\delta_{A B}^{(n)}(X) \in \mathscr{V}$.

Proof. With no loss of generality, we may assume that the normal dilations of $A$ and $B^{*}$ are

$$
\tilde{A}=\left[\begin{array}{cc}
A & A_{1} \\
0 & A_{2}
\end{array}\right], \quad \tilde{B}^{*}=\left[\begin{array}{cc}
B^{*} & B_{1} \\
0 & B_{2}
\end{array}\right] .
$$

Denote $\tilde{\mathscr{U}}=\left\{\left.\left[\begin{array}{ll}X_{1} & X_{2} \\ X_{3} & X_{4}\end{array}\right] \right\rvert\, X_{i} \in \mathscr{U}\right\}$. Then, by Lemma 3, there exists a neighborhood $\tilde{\mathscr{r}}$ of 0 , such that $\delta_{A \tilde{B}}(\tilde{X}) \in \tilde{\mathscr{U}}$ if $\|\tilde{X}\|<K$ and $\delta_{A \bar{B}}^{(n)}(\tilde{X}) \in \tilde{\mathscr{V}}$. Denote $\mathscr{V}=\left\{X \left\lvert\,\left[\begin{array}{c}X \\ 0 \\ 0\end{array}\right] \in \tilde{\mathscr{V}}\right.\right\}$, then $\mathscr{V} \subset B(\mathfrak{F})$ is a neighborhood of 0 . For $\|X\|<K, \delta_{A B}^{(n)}(X) \in \mathscr{V}$, consider $\tilde{X}=\left[\begin{array}{ll}X & 0 \\ 0 & 0\end{array}\right]$. We have $\|\tilde{X}\|<K$, and

$$
\delta_{A B}^{(n)}(\tilde{X})=\left[\begin{array}{cc}
\delta_{A B}^{(n)}(X) & 0 \\
0 & 0
\end{array}\right] \in \tilde{\mathscr{V}},
$$

therefore

$$
\delta_{\tilde{A} B}(\tilde{X})=\left[\begin{array}{cc}
\delta_{A B}(X) & 0 \\
0 & 0
\end{array}\right] \in \tilde{\mathscr{U}}
$$

which implies

$$
\delta_{A B}(X) \in \mathscr{U} .
$$

From Theorem 5, we can rewrite the asymptotic Fuglede-Putnam theorem [4], [5] as follows.

Corollary. Let $A, B^{*} \in B(\mathfrak{H})$ be subnormal operators, $K>0, n, m$ be two natural numbers, $\mathscr{U} \subset B(\mathfrak{H})$ be a neighborhood of 0 with respect to the norm topology (or strong operator topology, weak operator topology), then there exists a neighborhood $\mathscr{V}$ of 0 with respect to the same topology, such that

$$
\delta_{A^{*} B^{*}}^{(n)}(X) \in \mathscr{U} \text { if }\|X\|<K \text { and } \delta_{A B}^{(m)}(X) \in \mathscr{V} .
$$

4. At last, we study the case when the generalized derivations are compact operators.

Theorem 6. Let $N, M \in B(\mathfrak{H})$ be normal operators, $X \in B(\mathfrak{H})$, $n$ be a natural number, $\delta_{N M}^{(n)}(X)$ be a compact operator. Then $\delta_{N M}(X)$ is a compact operator.

Proof. First we assume that $N=M$. Suppose that $\left\{f_{n}\right\} \subset \mathfrak{G},\left\|f_{n}\right\|=1$, w-lim $f_{n}=$ $=0$. We shall prove that s - $\lim \delta_{N}(X) f_{n}=0$.

Let $\varepsilon>0$ be an arbitrary fixed positive number. Similar to the proof of Lemma 2, make a partition of $\sigma(N)$ by a finite number of straight lines which are parallel to $x$-axis or $y$-axis, $\sigma(N)=\bigcup_{i=1}^{m} \sigma_{i}$, where $\sigma_{i}$ are disjoint each other, such that

$$
\begin{equation*}
\left\|\delta_{N}(X)-\delta_{N_{1}}(X)\right\|<\varepsilon / 2 \tag{19}
\end{equation*}
$$

where $N_{1}=\sum c_{i} E\left(\sigma_{i}\right), \quad c_{i} \in \sigma_{i}$, and

$$
\begin{equation*}
\Delta<\varepsilon / 24\|X\| \tag{20}
\end{equation*}
$$

where $\Delta=\max _{i} \operatorname{diam} \sigma_{i}$. Denote $N_{i}=N E\left(\sigma_{i}\right), X_{i j}=E\left(\sigma_{i}\right) X E\left(\sigma_{j}\right)$. We have

$$
\begin{equation*}
\delta_{N}^{(n)}(X)=\left[\delta_{N_{i} N_{j}}^{(n)}\left(X_{i j}\right)\right] \tag{21}
\end{equation*}
$$

$$
\begin{equation*}
\delta_{N_{1}}(X) f_{k}=\left[\left(c_{i}-c_{j}\right) X_{i j}\right] f_{k}=\left(\sum\left(c_{1}-c_{j}\right) X_{1 j} f_{k}^{j}, \ldots, \sum\left(c_{n}-c_{j}\right) X_{n j} f_{k}^{j}\right)=f_{k 1}+f_{k 2} \tag{22}
\end{equation*}
$$

where $f_{k}^{j}=E\left(\sigma_{j}\right) f_{k}, f_{k 1}$ is the element each of its components is the sum of the terms corresponding to $\sigma\left(N_{i}\right) \cap \sigma\left(N_{j}\right)=\emptyset$.

By $\sum_{2}$ we denote the sum corresponding to $f_{k 2}$. Apparently

$$
\left\|f_{k 2}\right\|^{2}=\sum_{i}\left\|\sum_{j}\left(c_{i}-c_{j}\right) X_{i j} f_{k}^{j}\right\|^{2} \leqq \sum_{i} \sum_{j}\left|c_{i}-c_{j}\right|^{2}\left\|X_{i j}\right\|^{2}\left\|f_{k}^{j}\right\|^{2}
$$

Since each $f_{k}^{j}$ appears at most nine times in the sum of the right side, so we get

$$
\begin{equation*}
\left\|f_{k 2}\right\|^{2} \leqq 9 \cdot 4 \cdot \Delta^{2}\|X\|^{2}<(\varepsilon / 4)^{2} \tag{23}
\end{equation*}
$$

by (20).
Now, let us consider $f_{k 1}$. We note that all of the $\delta_{N_{i} N_{f}}^{(n)}\left(X_{i j}\right)$ are compact since $\delta_{N}^{(n)}(X)$ is compact. Besides, all of the $\delta_{N_{i} N}$, which relate to $f_{k 1}$ are invertible since $\sigma\left(N_{i}\right) \cap \sigma\left(N_{j}\right)=\emptyset$ in this case. Thus for these $X_{i j}, X_{i j}=\delta_{N_{i} N_{j}}^{(n)-1} \delta_{N_{i} N_{j}}^{(n)}\left(X_{i j}\right)$ are compact operators. From the structure of $f_{k 1}$, it follows that there exists $K$, such that

$$
\begin{equation*}
\left\|f_{k 1}\right\|<\varepsilon / 4 \tag{24}
\end{equation*}
$$

for $k>K$. Therefore, from (19), (22), (23), (24), we obtain

$$
\left\|\delta_{N}(X) f_{k}\right\|<\varepsilon \quad \text { if } \quad k>K
$$

In general, $N$ and $M$ are two different normal operators. Similar to the proof of Lemma 3, consider the operators

$$
\tilde{N}=\left[\begin{array}{cc}
N & 0 \\
0 & M
\end{array}\right], \quad \tilde{X}=\left[\begin{array}{cc}
0 & X \\
0 & 0
\end{array}\right]
$$

By the hypothesis,

$$
\delta_{N}^{(n)}(\tilde{X})=\left[\begin{array}{cc}
0 & \delta_{N M}^{(n)}(X) \\
0 & 0
\end{array}\right]
$$

is a compact operator, it follows from what has been proved for the case $N=M$ that

$$
\delta_{\tilde{N}}(\tilde{X})=\left[\begin{array}{cc}
0 & \delta_{N M}(X) \\
0 & 0
\end{array}\right]
$$

is compact, so is $\delta_{N M}(X)$.
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