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Abstract. We show that solutions of the doubly nonlinear parabolic equation

∂b(u)
∂t
− ε div(a(∇u)) + div( f (u)) = g

converge in the limit ε ↘ 0 of vanishing viscosity to an entropy solution of the doubly
nonlinear hyperbolic equation

∂b(u)
∂t

+ div( f (u)) = g .

The difficulty here lies in the fact that the functions a and b specifying the diffusion are
nonlinear.
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1 Introduction

An m-dimensional doubly nonlinear hyperbolic system of first order on a domain Ω ⊂ Rn has
the form

∂b(u)
∂t

+ div( f (u)) = g , (1.1)

where b = dφb : Rm → Rm is the derivative of a convex C1-function φb : Rm → R, the flux
f : Rm → Rm ⊗ Rn is a C1-function and g is an inhomogeneity or nonlinearity. As stated,
(1.1) is merely a balance law and should be accompanied with conditions on b and f which
guarantee hyperbolicity, but we are also interested in the case where hyperbolicity is violated,
especially due to singularity or degeneracy of b. The focus of this article lies on the case g = 0,
where (1.1) is called a conservation law.
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Equation (1.1) may be viewed as a limit of the doubly nonlinear parabolic system

∂b(u)
∂t
− ε div(a(∇u)) + div( f (u)) = g (1.2)

for ε ↘ 0, where the viscosity tensor εa : Rm ⊗Rn → Rm ⊗Rn converges to zero. Therefore,
(1.1) is said to be the limit of vanishing viscosity of (1.2). Note that the viscosity tensor εa is
allowed to be nonlinear, and even degenerate or singular, thus much more general physical
models are covered by (1.2) than by parabolic equations with linear viscosity a(∇u) = ∇u.

The aim of this article is to prove convergence of the solutions uε of the parabolic equation
(1.2) to an entropy solution u of the hyperbolic equation (1.1) as ε ↘ 0. To the best of our
knowledge there are no articles which explicitly prove convergence in the case (1.2) of nonlinear
diffusion. The scalar case with b(u) = u and nonlinear diffusion is handled in [11], however,
the proof of the entropy inequality [11, Proposition 3.2] is omitted. The limit of an equation
with nonlinear diffusion and dispersion is studied in [4].

As equation (1.2) is often known to be a good model of a physical system, it is relevant to
study the limit of vanishing viscosity for nonlinear diffusions. Therefore, it is interesting to
know whether the behaviour of this system is governed by (1.1) when viscosity effects become
small or are neglected. There are many articles which prove existence of solutions for (1.1)
by different approaches and under more general conditions, e.g. for only continuous f and b
with noncontinuous inverse b−1 (see [5]), or with general boundary conditions (see [15, 2]).
However, note that it is not obvious how to obtain solutions of (1.1) as a limit of solutions of
(1.2) in the case of nonlinear diffusion ε div(a(∇u)) instead of ordinary viscosity ε∆u (as can
also be seen from the nontrivial proof of Theorem 1.1).

Let us emphasize that for general systems the weak solution of (1.1) selected by the limit
of vanishing viscosity may depend on the nonlinear diffusion in the approximating equations.
This phenomenon is taken into account by an explicit dependence of the notion of admissible
entropies on the functions a and b which specify the diffusion, see Definition 3.1. A similar phe-
nomenon is observed for equations with a discontinuous flux f , where non-equivalent notions
of entropy correspond to different applications, see [3]. However, at least for a scalar equation
the admissibility of entropies depends in an obvious way only on b and not on a.

Outline of the paper

The second section reviews those results about the doubly nonlinear parabolic equation (1.2)
which are needed latter in the limit process ε↘ 0.

In the third section, we give a definition of admissible entropies and entropy fluxes, which
depends on the nonlinear diffusion terms a and b. It is shown that the limit of vanishing vis-
cosity (provided that it exists) satisfies the corresponding entropy inequalities.

Existence of the limit of vanishing viscosity as a measure-valued entropy solution of (1.1)
is established in the fourth section by using Young measures. Further, it is shown how com-
pensated compactness can be used to prove the existence of a traditional entropy solution (i.e.
a solution which is a function and not a measure) in the doubly nonlinear case. A consequence
is the following theorem for a one-dimensional doubly nonlinear scalar conservation law (i.e.
m = 1, n = 1) on the real line Ω = R.

Theorem 1.1. Let 1 < p, q < ∞, let b ∈ C(R) be strictly monotone, q-coercive, (q− 1)-growing, and
assume that b−1 is differentiable. Let f ∈ C1(R) be genuinely nonlinear, i.e. f ′ does not vanish on any
open interval, let u0 ∈ L∞(R), and denote by uε the weak solution of (1.2) to the initial value u0 in the
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case g = 0 for a monotone, p-coercive, (p− 1)-growing viscosity a ∈ C(R). Then for every sequence
εk → 0 there exists a subsequence uεk which converges weakly∗ in L∞((0, T) ×R) and strongly in
every Lr

loc((0, T)×R), 1 < r < ∞, to a traditional entropy solution u of (1.1).

The proof of this theorem is given in section 4.1. Note explicitly that it is allowed to use
functions b which are not differentiable, e.g. a signed power b(u) = |u|q−2u with 1 < q < 2.
In this case the parabolic equation (1.2) is not only degenerate resp. singular at points with
∇u = 0, e.g. in the case a(∇u) = |∇u|p−2∇u with p 6= 2, but also singular at points where
u = 0, and the later also holds for the hyperbolic equation (1.1).

2 Doubly nonlinear diffusion equations with transport terms

Doubly nonlinear parabolic equations like (1.2) have been studied by many authors and in
many articles, see e.g. [7, 1, 10]. Here we just review some of the results that allow for the
limit process ε↘ 0 in (1.2). For simplicity we mainly discuss the case g = 0, where no sources
or reaction terms are present. In this case (1.2) is called a doubly nonlinear diffusion equation
with transport terms. Further, we restrict ourselves to the case where b depends only on u (and
not on t, x) and a depends only on ∇u (and not on t, x, u, b(u)).

Let us first formulate standard assumptions on the functions a, b and f specifying the dou-
bly nonlinear diffusion. Let Ω ⊂ Rn be a (possibly unbounded) domain, let 1 < p < ∞ and
suppose that

(A1) a : Rm ⊗Rn → Rm ⊗Rn is continuous,

(A2) a satisfies the growth condition |a(ξ)| ≤ C|ξ|p−1 with a constant C < ∞,

(A3) a satisfies the coercivity condition a(ξ) · ξ ≥ c|ξ|p with a constant c > 0,

(A4) a is monotone, i.e. (a(ξ)− a(ξ̃)) · (ξ − ξ̃) ≥ 0 holds for arbitrary ξ, ξ̃ ∈ Rm ⊗Rn.

By (A1–A2) the mapping a induces a superposition operator

A : W1,p
0 (Ω, Rm)→W−1,p′(Ω, Rm) , 〈Au, v〉 :=

∫
Ω

a(∇u) · ∇v dx ,

which is coercive and monotone due to (A3–A4). Further, let 1 < q < ∞ and assume that

(B1) b : Rm → Rm is continuous,

(B2) b satisfies the growth condition |b(u)| ≤ C|u|q−1 with a constant C < ∞,

(B3) b satisfies the coercivity condition b(u) · u ≥ c|u|q with a constant c > 0,

(B4) b is strictly monotone, i.e. (b(u)− b(ũ)) · (u− ũ) > 0 holds for arbitrary u 6= ũ,

(B5) b has a potential φb, i.e. b(u) = dφb(u).

By (B1–B2) b induces a superposition operator

B : Lq(Ω, Rm)→ Lq′(Ω, Rm) , (Bu)(x) := b(u(x)) ,

and by coercivity (B3) and strict monotonicity (B4) the operator B is continuously invertible.
Note that the potential φb of b is strictly convex by strict monotonicity, and that (B5) is trivially
satisfied for scalar equations by setting φb(u) :=

∫ u
0 b(u) du. Finally, let us assume that
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(F1) f : Rm → Rm ⊗Rn is continuous,

(F2) f satisfies the growth condition | f (u)| ≤ C|u|q/p′ with a constant C < ∞.

Then f induces by (F1–F2) a superposition operator

F : Lq(Ω, Rm)→W−1,p′(Ω, Rm) , 〈Fu, v〉 := −
∫

Ω
f (u) · ∇v dx ,

and by Hölder’s and Young’s inequality∣∣∣∣∫Ω
f (u) · ∇u dx

∣∣∣∣ ≤ ‖u‖q/p′
q ‖∇u‖p ≤

εc
p
‖∇u‖p

p + Cε‖u‖q
q ≤

εc
p
‖∇u‖p

p + CεΦ̂B(u)

is valid with the constant c from (A3), a constant Cε < ∞ and the Legendre transform Φ̂B(u) =∫
Ω φ∗b (b(u(x))) dx of the potential of B in dependence on u, see e.g. [16, (8.218)]. Thus the

operator εA + F is B-pseudomonotone (see [10]) and semicoercive, as

〈(εA + F)u, u〉 ≥ εc
p′
‖∇u‖p

p − CεΦ̂B(u)

holds. Hence, under the condition q < p∗, which guarantees compactness of Lq(Ω′)∩W1,p
0 (Ω′)

in Lq(Ω′) for bounded subdomains Ω′ ⊂ Ω, the abstract theory for doubly nonlinear parabolic
equations with transport term

∂Bu
∂t

+ εAu + Fu = 0

guarantees existence of weak solutions to initial values in Lq(Ω).

Theorem 2.1. Let 1 < p, q < ∞, T > 0, ε > 0, and assume q < p∗, (A1–A4), (B1–B5), (F1–
F2), then to every u0 ∈ Lq(Ω) there exists a weak solution u of the equation (1.2) without sources
(i.e. g = 0). More precisely, there exists u ∈ Lp(0, T; W1,p

0 (Ω)) ∩ L∞(0, T; Lq(Ω)) such that Bu ∈
L∞(0, T; Lq′(Ω)) has the initial value Bu0 and a weak derivative ∂Bu

∂t ∈ Lp′(0, T; W−1,p′(Ω)) satisfying
∂Bu
∂t + εAu + Fu = 0 as an equation in Lp′(0, T; W−1,p′(Ω)).

The basic a priori estimates to prove this theorem are derived by testing the equation with
u, which yields the energy inequality

d
dt

Φ̂B(u) +
εc
p′
‖∇u‖p

p ≤ CεΦ̂B(u) (2.1)

for almost every t ∈ (0, T) and via Gronwall’s inequality bounds of u in L∞(0, T; Lq(Ω)) ∩
Lp(0, T; W1,p

0 (Ω)). Note that without the transport term the right hand side of (2.1) would
vanish and especially

ε
∫ T

0
‖∇u‖p

p dt ≤ C (2.2)

would hold with a constant C < ∞ independent of ε.
For our purposes the abstract setting has to be modified in two aspects: C1-transport terms

have to be handled which do not satisfy any growth condition, and solvability of (1.2) for initial
values u0 ∈ L∞(Ω) has to be assured. To do this, note that because of div( f (u)) = div( f (u)−
f (0)) without loss of generality it can be assumed that the C1-function f : Rm → Rm ⊗ Rn

satisfies f (0) = 0. Further, in the hope that an L∞-estimate can be established, let us consider
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a C1-cut-off of f with a compact support such that f (u) coincides with the original values for
|u| ≤ ‖u0‖L∞(Ω).

Then in the case q ≤ p′ there is a constant C such that the growth estimate | f (u)| ≤ C|u|q/p′

of (F2) is valid for the cut-off of the original function (in the case p′ < q a further approximation
fε of f is needed, which converges uniformly on compact subsets of Ω and satisfies the growth
condition). Thus to an initial value u0 ∈ Lq(Ω) ∩ L∞(Ω) there exists a weak solution u of (1.2)
with the original transport term replaced by its cut-off.

Now at least in the case m = 1 of a single scalar equation, logarithmic Gagliardo–Nirenberg
inequalities allow to prove an L∞-estimate even in the presence of a transport term (and more
generally also for initial values not in L∞(Ω), see [9, Theorem 2.9] and [13]), and due to u0 ∈
L∞(Ω) here this L∞-estimate reads as

‖u(t)‖L∞(Ω) ≤ ‖u0‖L∞(Ω) for a.e. t ∈ (0, T) . (2.3)

By this L∞-estimate the cut-off coincides with the original values f (u) of the transport term,
thus on the one hand u eventually solves the original equation. On the other hand due to
u ∈ L∞((0, T)×Ω) also d f (u) ∈ L∞((0, T)×Ω) holds uniformly w.r.t. ε, and a test of (1.2) by
u gives

d
dt

Φ̂B(u) + εc‖∇u‖p
p ≤ −

∫
∂Ω

(∫ u

0
〈d f (ũ) · ũ, dũ〉

)
dS

where the right hand side is uniformly bounded w.r.t. ε. Thus (2.2) even holds in presence of a
transport term.

Finally, every initial value u0 ∈ L∞(Ω) can be approximated by smooth u0k ∈ Lq(Ω) ∩
L∞(Ω), and via a limit process a function u ∈ L∞((0, T)×Ω) satisfying (2.3) and solving (1.2)
in the sense of distributions can be obtained.

Regarding the uniqueness of solutions of the parabolic equation, let us mention the validity
of an L1-contraction principle proved by [14] which guarantees uniqueness of so-called entropy
solutions to initial values b(u0) ∈ L1(Ω), see also [5], and the uniqueness result of [8] for
bounded solutions.

Remark 2.2. Recall that the validity of the L∞-estimate (2.3) is crucial for the former conclu-
sions, but as far as we know an L∞-estimate has generally been established only in the scalar
case m = 1. Thus, to use the same methods for systems the validity of an L∞-estimate has to
be assured separately, e.g. like in section 4.2 for the system (4.2) with artificial viscosity on the
right hand side.

3 Admissible entropies and entropy solutions

Weak solutions of first order hyperbolic equations obtained by the limit of vanishing viscosity
have the special property that they satisfy an entropy condition. In the doubly nonlinear case
(1.1), the usual notion of an entropy – entropy flux pair has to be modified. To obtain an appro-
riate notion we assume from now on that at least one of the functions b or b−1 is differentiable.
This property is also useful in a discussion of strong solutions of (1.2), see [12].

Definition 3.1. A pair of smooth functions Φ : Rm → R (entropy) and Ψ : Rm → Rn (entropy
flux) is called an admissible entropy - entropy flux pair for equation (1.1) w.r.t. the nonlinear
functions a and b, if
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• d2Φ(u)(ξ, a(ξ)) ≥ 0 holds for arbitrary u ∈ Rm, ξ ∈ Rm ⊗Rn, and dΦ(u)db−1(b(u)) ·
d f (u) = dΨ(u) in the case that b−1 is differentiable1,

• d2Φ(b(u))(db(u)ξ, a(ξ)) ≥ 0 holds for arbitrary u ∈ Rm, ξ ∈ Rm ⊗Rn, and dΦ(b(u)) ·
d f (u) = dΨ(u) in the case that b is differentiable.

Note that the nonlinear functions a and b specifying the nonlinear diffusion generally de-
termine which type of entropies are admissible. However, in the scalar case m = 1 the require-
ments on d2Φ are equivalent to convexity of Φ. In fact, for m = 1 the first condition reads as
d2Φ(u)(ξ, a(ξ)) = Φ′′(u)〈ξ, a(ξ)〉 ≥ 0, and 〈ξ, a(ξ)〉 ≥ 0 by monotonicity of a. Similarly, the
second condition reads as d2Φ(b(u))(db(u)ξ, a(ξ)) = Φ′′(b(u))b′(u)〈ξ, a(ξ)〉 ≥ 0, thus convex-
ity of Φ follows from monotonicity of a and b.

The aim of this section is to show that if there is a limit of the solutions uε of (1.2), then this
limit is a (measure-valued or traditional) entropy solution. In other words, the weak solution
of the hyperbolic equation singled out by the nonlinear diffusion via the limit of vanishing
viscosity is an entropy solution.

Definition 3.2. A function u is called a (traditional) entropy solution of (1.1) if u is a weak
solution of (1.1), i.e.

−
∫ T

0

∫
Ω
(b(u(t))− b(u0))

∂v
∂t

(t) + f (u(t)) · ∇v(t) dx dt =
∫ T

0

∫
Ω

g(u(t))v(t) dx dt

holds for every v ∈ C1(0, T; C1
c (Ω)) with v(T) = 0, and satisfies for every admissible entropy -

entropy flux pair (Φ, Ψ) w.r.t. a and b the entropy condition

∫ ∞

0

∫
Ω

Φ(u)
∂v
∂t

+ Ψ(u) · ∇v dx dt ≥ 0

(in the case that b−1 is differentiable) resp.

∫ ∞

0

∫
Ω

Φ(b(u))
∂v
∂t

+ Ψ(u) · ∇v dx dt ≥ 0

(in the case that b is differentiable) whenever v ∈ C1
c ((0, T)×Ω) is a nonnegative function.

Sometimes the requirement that u is a weak solutions is too strong, but still we want to
speak about entropy solutions. Therefore, a measure-valued solution of (1.1) (see Section 4) is
called an entropy solution, if it satisfies the measure-valued analogon of the entropy condition.

Let us now prove that in the case of convergence we obtain in the limit of vanishing vis-
cosity an entropy solution of (1.1). Therefore, let uε be a solution of (1.2) to an initial value

1In coordinates d2Φ(u)(ξ, a(ξ)) = ∑i,k
∂2Φ

∂xi∂xk
∑n

j=1 ξijajk(ξ), i.e. (ξ, a(ξ)) is the element of Rm ×Rm obtained by
contraction of ξ, a(ξ) ∈ Rm ⊗Rn in the index j = 1, . . . , n. Similarly, in the second expression the linear form dΦ(u)
on Rm maps the (m×m)-matrix db−1(b(u)) to a vector in Rm, and by the product this vector is contracted with ∂ fij

∂xk
in the index i = 1, . . . , m.
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u0 ∈ L∞(Ω), and recall the L∞-estimate (2.3) and the a priori estimate (2.2). Then

∂Φ(uε)

∂t
+ div(Ψ(uε))

= dΦ(uε)db−1(b(uε)) ·
∂b(uε)

∂t
+ dΨ(uε) · ∇uε

= dΦ(uε)db−1(b(uε)) ·
(

∂b(uε)

∂t
+ d f (uε) · ∇uε

)
= db−1(b(uε))

∗dΦ(uε) ·
(

∂b(uε)

∂t
+ div( f (uε))

)
= db−1(b(uε))

∗dΦ(uε) · div(εa(∇uε))

= db−1(b(uε))
∗ (div(dΦ(uε) · εa(∇uε))− d2Φ(uε)(∇uε, εa(∇uε))

)
≤ db−1(b(uε))

∗ div(dΦ(uε) · εa(∇uε))

in the case that b−1 is differentiable (where db−1(b(uε))∗ denotes the adjoint of db−1(b(uε))),
while

∂Φ(b(uε))

∂t
+ div(Ψ(uε))

= dΦ(b(uε))
∂b(uε)

∂t
+ dΨ(uε) · ∇uε

= dΦ(b(uε))

(
∂b(uε)

∂t
+ d f (uε) · ∇uε

)
= dΦ(b(uε))

(
∂b(uε)

∂t
+ div( f (uε))

)
= dΦ(b(uε)) · div(εa(∇uε))

= div(dΦ(b(uε)) · εa(∇uε))− d2Φ(b(uε))(db(uε)∇uε, εa(∇uε))

≤ div(dΦ(b(uε)) · εa(∇uε))

in the case that b is differentiable. In both cases the right hand side converges to zero as ε↘ 0.
In fact, in the first case div(dΦ(uε) · εa(∇uε))→ 0 holds in Lp′(0, T; (W1,p

0 (Ω))∗) because of∣∣∣∣∫ T

0

∫
Ω

dΦ(uε) · εa(∇uε) · ∇φ dx dt
∣∣∣∣

≤
∫ T

0
‖dΦ(uε)‖∞‖εa(∇uε)‖p′‖∇φ‖p dt

≤ Cε
∫ T

0
‖∇uε‖p−1

p ‖∇φ‖p dt

≤ Cε

(∫ T

0
‖∇uε‖p

p dt
)1/p′ (∫ T

0
‖∇φ‖p

p dt
)1/p

≤ Cε1/p
(∫ T

0
‖∇φ‖p

p dt
)1/p

,

where boundedness of dΦ and the a priori estimate
∫ T

0 ‖∇uε‖p
p dt ≤ C

ε (i.e. (2.2)) was used.
Thus uniform boundedness of db−1(b(uε)) in L∞((0, T) × Ω) w.r.t. ε implies the validity of
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db−1(b(uε))∗ div(dΦ(uε) · εa(∇uε))→ 0 in Lp′(0, T; (W1,p
0 (Ω))∗). Similary, in the second case∣∣∣∣∫ T

0

∫
Ω

dΦ(b(uε)) · εa(∇uε) · ∇φ dx dt
∣∣∣∣

≤
∫ T

0
‖dΦ(b(uε))‖∞‖εa(∇uε)‖p′‖∇φ‖p dt

≤ Cε
∫ T

0
‖∇uε‖p−1

p ‖∇φ‖p dt

≤ Cε

(∫ T

0
‖∇uε‖p

p dt
)1/p′ (∫ T

0
‖∇φ‖p

p dt
)1/p

≤ Cε1/p
(∫ T

0
‖∇φ‖p

p dt
)1/p

implies div(dΦ(uε) · εa(∇uε)) → 0 in Lp′(0, T; (W1,p
0 (Ω))∗) as ε ↘ 0. Hence, in both cases

the right-hand side converges to zero in Lp′(0, T; (W1,p
0 (Ω))∗) as ε ↘ 0. Therefore, in case of

convergence we obtain in the limit of vanishing viscosity a (traditional) entropy solution of
(1.1).

4 Existence of the limit of vanishing viscosity

In the former section we precisely showed that if uε
∗
⇀ u, b(uε)

∗
⇀ b(u), f (uε)

∗
⇀ f (u) and

also Φ(uε)
∗
⇀ Φ(u) as well as Ψ(uε)

∗
⇀ Ψ(u) (in the case that b−1 is differentiable, similarly for

differentiable b) in L∞((0, T)×Ω), then u is a (traditional) entropy solution of (1.1).
It remains to prove these convergences. Clearly, as uε ∈ L∞((0, T) × Ω) is uniformly

bounded w.r.t. ε by (2.3), also b(uε) is uniformly bounded w.r.t. ε in L∞((0, T)×Ω), thus there
is a subsequence of ε↘ 0 such that b(uε)

∗
⇀ b(u) in L∞((0, T)×Ω).

With this weak∗-convergent subsequence b(uε) a Young measure (t, x) 7→ µ(t,x) can be as-

sociated such that h(b(uε))
∗
⇀ 〈µ, h〉 for any continuous function h, see e.g. [9, Chapter 3].

However, due to existence and continuity of b−1 this implies that h̃(uε)
∗
⇀ 〈ν, h̃〉 for any con-

tinuous function h̃ with the measure ν := b−1(µ).
The Young measure ν may already be interpreted as an entropy solution. In fact, b(uε)

∗
⇀

〈ν, b〉 = b(u) and f (uε)
∗
⇀ 〈ν, f 〉 hold by definition of the Young measure, thus

∂

∂t
b(u) + div(〈ν, f 〉) = 0

is valid in the sense of distributions, since the limit of the viscosity tensor is zero in the space
Lp′(0, T; (W1,p

0 (Ω))∗). Further, by the same arguments as in the former section, ν satisfies the
measure-valued analogue of the entropy admissibility condition

∂

∂t
〈ν, Φ〉+ div(〈ν, Ψ〉) ≤ 0

(in the case that b−1 is differentiable) resp.

∂

∂t
〈ν, (Φ ◦ b)〉+ div(〈ν, Ψ〉) ≤ 0

(in the case that b is differentiable) in the sense of distributions for entropy – entropy flux pairs
(Φ, Ψ). Therefore, ν is called a measure-valued entropy solution.
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However, in the following we want to show for special cases that this measure-valued en-
tropy solution is a traditional entropy solution. Thus, we have to show that the Young measure
ν(t,x) is δu(t,x), because then uε

∗
⇀ u, f (uε)

∗
⇀ f (u), Φ(uε)

∗
⇀ Φ(u) and Ψ(uε)

∗
⇀ Ψ(u) in

L∞((0, T)×Ω), so that u is a traditional entropy solution.
To do this, we want to use compensated compactness in the form of the div-curl-lemma

and special entropies, see [19]. In order to apply the div-curl-lemma we want to establish
compactness in W−1,2((0, T)×Ω), see [9, Lemma III.3.12] or [6, Lemma 16.2.2]. In the case that
b−1 is differentiable we already concluded

∂Φ(uε)

∂t
+ div(Ψ(uε)) = db−1(b(uε))

∗ (ε div(dΦ(uε) · a(∇uε))− εd2Φ(uε)(∇uε, a(∇uε))
)

in the former section. The second term in the bracket is a uniformly bounded measure on
[0, T]×Ω, because the a priori estimate ε

∫ T
0

∫
Ω a(∇uε) · ∇uε ≤ C holds by (2.3) and d2Φ(uε)

as well as db−1(b(uε)) are uniformly bounded. The first term in the bracket is compact in
Lp′(0, T; (W1,p

0 (Ω))∗) ⊂ W−1,p′((0, T)×Ω), because it converges to zero as ε ↘ 0. Further, the
left hand side is bounded in every W−1,r((0, T)×Ω), 1 < r < ∞, because Φ(uε) and Ψ(uε) are
uniformly bounded. Thus the left hand side is also compact in W−1,2((0, T)×Ω).

In the case that b is differentiable,

∂Φ(uε)

∂t
+ div(Ψ(uε)) = ε div(dΦ(b(uε)) · a(∇uε))− εd2Φ(b(uε))(db(uε)∇uε, a(∇uε))

has been shown in the former section. Again the second term is a uniformly bounded mea-
sure [0, T] ×Ω by (2.3) and by uniform boundedness of d2Φ(b(uε)) and db(uε), and the first
term converges in Lp′(0, T; (W1,p

0 (Ω))∗) so that it is compact. Thus due to boundedness of the
left hand side in W−1,r((0, T) × Ω), 1 < r < ∞, even compactness of the left hand side in
W−1,2((0, T)×Ω) holds.

Note that in the former proof of compactness it is not important whether Φ resp. Φ ◦ b sat-
isfy the convexity assumptions of Definition 3.1, only the pointwise relations dΦ(u)db−1(b(u)) ·
d f (u) = dΨ(u) resp. dΦ(b(u)) · d f (u) = dΨ(u) required from an entropy – entropy flux pair
are needed.

The following two subsections show, how compactness in W−1,2((0, T)×Ω) leads in two
special cases to a traditional entropy solution of (1.1).

4.1 One-dimensional doubly nonlinear scalar conservation laws

With the results of the former sections at hand we are now prepared to prove Theorem 1.1. In
fact, in the scalar one-dimensional case m = 1, n = 1, Ω = R, we can consider the two entropy
– entropy flux pairs (b, f ) and ( f , g) (even if f is not convex), where the entropy flux g corre-
sponding to f is given by g(·) :=

∫ ·
0 (b
−1)′(b(v))( f ′(v))2 dv. Note that div(t,x)(Φ(u), Ψ(u)) =

∂Φ(u)
∂t + ∂Ψ(u)

∂x = curl(t,x)(Ψ(u),−Φ(u)), and compactness of this expression in W−1,2((0, T)×
Ω) has just been shown. Thus we can apply the div-curl-lemma to div(b(uε), f (uε)) and
curl(g(uε),− f (uε)) and obtain the Murat–Tartar relation (see [9, 3.3])

〈ν, bg− f 2〉 = 〈ν, b〉〈ν, g〉 − (〈ν, f 〉)2 .

By the relation between f and g

( f (ũ)− f (u))2 =

(∫ ũ

u
f ′(v) dv

)2

≤
(∫ ũ

u

1
(b−1)′(b(v))

dv
)
(g(ũ)− g(u)) ,
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where the Cauchy–Schwarz inequality

∫ ũ

u
f ′(v) dv ≤

(∫ ũ

u

1
(b−1)′(b(v))

)1/2 (∫ ũ

u
(b−1)′(b(v))( f ′(v))2 dv

)1/2

(4.1)

was applied. Further, 1
(b−1)′(b(v)) dv = d(b(v)) as measures and thus

( f (ũ)− f (u))2 ≤ (b(ũ)− b(u))(g(ũ)− g(u)) .

Hence, if we consider ũ as a variable and u as the function defined by b(uε)
∗
⇀ b(u), then due

to 〈ν, 1〉 = 1

0 ≤ 〈ν, (b− b(u))(g− g(u))− ( f − f (u))2〉
= 〈ν, b〉〈ν, g〉 − b(u)〈ν, g〉 − g(u)〈ν, b〉+ b(u)g(u)− (〈ν, f 〉 − f (u))2

= (〈ν, b〉 − b(u))(〈ν, g〉 − g(u))− (〈ν, f 〉 − f (u))2 = −(〈ν, f 〉 − f (u))2 .

In the last step we used that we know already 〈ν, b〉 = b(u) due to b(uε)
∗
⇀ b(u). Therefore,

〈ν, f 〉 = f (u) or in other words f (uε)
∗
⇀ f (u).

As a consequence, 〈ν, (b − b(u))(g − g(u)) − ( f − f (u))2〉 = 0 holds, i.e. the inequality
( f (ũ) − f (u))2 ≤ (b(ũ) − b(u))(g(ũ) − g(u)) has to hold as an equality for ũ in the support
of ν. However, the Cauchy–Schwarz inequality (4.1) is an equality only if f ′ is constant on
the interval from ũ to u(t, x). Thus, if there is no interval on which f ′ is constant, i.e. if f
is genuinely nonlinear, then the support of ν(t,x) has to be the single point {u(t, x)}, so that
ν(t,x) = δ{u(t,x)}.

Finally, if the Young measure associated with a weak∗ convergent sequence b(uε) reduces
to a Dirac measure, then b(uε) converges even strongly in every Lr

loc((0, T) × Ω), see e.g.
[9, Theorem III.2.31], thus also uε converges strongly, and the proof of Theorem 1.1 is finished.

4.2 One-dimensional doubly nonlinear systems of two conservation laws

For general systems of conservation laws it still seems to be an open problem to establish
boundedness of uε in L∞((0, T) ×Ω). However, once boundedness has been shown the for-
mer methods apply at least to genuinely nonlinear systems, for which a rich set of entropy
pairs exists. Instead of discussing general doubly nonlinear systems let us discuss as a concrete
example a doubly nonlinear generalisation of the system of isentropic elasticity (see [6, Section
16.7]).

Consider the doubly nonlinear wave equation of second order

∂

∂t
b
(

∂u
∂t

)
− ∂

∂x
σ

(
∂u
∂x

)
= 0

for the deformation u of a nonlinear one-dimensional elastic body with nonlinear momentum
b and nonlinear stress tensor σ. This wave equation can equivalently be written as a first order
system

∂b(v)
∂t
− ∂σ(w)

∂x
= 0 ,

∂w
∂t
− ∂v

∂x
= 0 ,

(4.2)
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where v := ∂u
∂t , w := ∂u

∂x , and the second equation is a compatibility condition. In the case that
b−1 is a C2-function and σ′′(w) · w > 0 for w 6= 0 (note that in the case σ′′(0) = 0 the system
is not genuinely nonlinear along the line u = 0) it is possible to establish L∞-boundedness
of solutions (vε, wε) to the corresponding doubly nonlinear parabolic equation with artificial
viscosity, where the right hand side of (4.2) is replaced by ε( ∂

∂x a( ∂v
∂x ),

∂
∂x a( ∂w

∂x )).
In fact, in analogy to the proof of [6, Theorem 15.7.2] let us consider the Riemann invariants

R±(z, w) :=
∫ z

0

√
(b−1)′(z̃) dz̃±

∫ w
0

√
σ′(w̃) dw̃ of the system

∂z
∂t
− ∂σ(w)

∂x
= 0 ,

∂w
∂t
− ∂b−1(z)

∂x
= 0 ,

(4.3)

which is equivalent to (4.2) by substituting z := b(v), and let us prove positive invariance
of BM := { (v, w) | |R±(b(v), w)| ≤ M } under the flow generated by the doubly nonlinear
parabolic equation with artificial viscosity corresponding to (4.2) for arbitrary M > 0. Note
that for bounded initial data (vε(0), wε(0)) there exists a M such that (vε(0), wε(0)) ∈ BM,
thus positive invariance of BM implies (vε(t), wε(t)) ∈ BM for all t ≥ 0 and hence provides an
L∞-bound.

To prove that BM is positively invariant, let us construct special entropies – entropy fluxes
(Φµ, Ψµ) by separation of variables. Definition 3.1 requires

∂Ψµ

∂w
= −σ′(w)

∂Φµ

∂z
,

∂Ψµ

∂z
= −(b−1)′(z)

∂Φµ

∂w
,

and thus (b−1)′(z) ∂2Φµ

∂w2 = σ′(w)
∂2Φµ

∂z2 . The ansatz Φµ(z, w) = Z(z)W(w)− 1 for the solution of
this PDE leads to the ODEs

Z′′(z) = µ2(b−1)′(z)Z(z) ,

W ′′(w) = µ2σ′(w)W(w) ,

with a constant µ ≥ 0, which we solve under the initial conditions Z(0) = 1, Z′(0) = 0, W(0) =
1, W ′(0) = 0. The corresponding entropy flux to Φµ is given by Ψµ(z, w) = 1

µ2 Z′(z)W ′(w)).
To obtain some information about the solutions Z and W, multiply the ODEs with Z′ resp.

W ′ to conclude

(µ2(b−1)′Z2 − (Z′)2)′ = µ2(b−1)′′Z2 ,

(µ2σ′W2 − (W ′)2)′ = µ2σ′′W2 .

Because (b−1)′′ and σ′′ change sign at 0, the functions µ2(b−1)′Z2 − (Z′)2 and µ2σ′W2 − (W ′)2

attain their minima at z = 0 resp. w = 0. Thus due to the choice of the initial conditions we
have µ2(b−1)′Z2 − (Z′)2 ≥ µ2(b−1)′(0) ≥ 0 and µ2σ′W2 − (W ′)2 ≥ µ2σ′(0) ≥ 0, so that

∂2Φµ

∂z2

∂2Φµ

∂w2 −
(

∂2Φµ

∂z∂w

)2

= Z′′W ′′ZW − (Z′W ′)2

= µ2(b−1)′Z2(µ2σ′W2 − (Z′)2

µ2(b−1)′Z2 (W
′)2)

≥ µ2(b−1)′Z2(µ2σ′W2 − (W ′)2) ≥ 0
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due to µ2(b−1)′Z2 ≥ 0 and (Z′)2

µ2(b−1)′Z2 ≤ 1. Therefore, the entropy Φµ is convex and attains its
minimum 0 at (0, 0). Further, Z resp. W behave like(

1 + O
(

1
µ

))
exp

(
µ

∣∣∣∣∫ z

0

√
(b−1)′(z̃) dz̃

∣∣∣∣) resp.(
1 + O

(
1
µ

))
exp

(
µ

∣∣∣∣∫ w

0

√
σ′(w̃) dw̃

∣∣∣∣)

as µ→ ∞2. Hence Φ
1
µ
µ behaves like(

1 + O
(

1
µ

))
exp (R+(z, w)) for z > 0 , w > 0 ,(

1 + O
(

1
µ

))
exp (R−(z, w)) for z > 0 , w < 0 ,(

1 + O
(

1
µ

))
exp (−R−(z, w)) for z < 0 , w > 0 ,(

1 + O
(

1
µ

))
exp (−R+(z, w)) for z < 0 , w < 0 ,

as µ→ ∞.
Now if (vε, wε) is the solution of the doubly nonlinear parabolic equation with artificial

viscosity corresponding to (4.2) to initial data (vε(0), wε(0)) ∈ BM, then

∂Φµ(b(vε), wε)

∂t
+

∂Ψµ(b(vε), wε)

∂x
≤ 0

holds with the entropy Φµ and the entropy flux Ψµ. Integration of this inequality over [0, t]×R

gives ∫
R

Φµ(b(vε(t)), wε(t)) dx ≤
∫

R
Φµ(b(vε(0)), wε(0)) dx . (4.4)

Because Φµ(b(vε(t)), wε(t)) behaves like ((1 + O(1/µ)) exp (±R±(z, w)))µ and the conver-
gence (

∫
R
| f (x)|µ dx)1/µ → ‖ f ‖∞ holds as µ→ ∞, we can conclude from (4.4) that the validity

of |R±(b(vε(0, x)), wε(0, x))| ≤ M for a.e. x ∈ R implies |R±(b(vε(t, x)), wε(t, x))| ≤ M for a.e.
x ∈ R. Thus, if (vε(0), wε(0)) attains a.e. value in BM, then also (vε(t), wε(t)) does for t ≥ 0,
i.e. BM is positively invariant and an L∞-bound has been established.

Using this L∞-bound the machinery of section 4 can be applied to obtain a measure-valued
entropy solution ν of (4.2). Finally, we want to show that this solution is a traditional entropy
solution. Similarly to [6, Section 15.6] we have to show that the smallest rectangle [z−, z+] ×
[w−, w+] which contains the support of the measure ν degenerates to a point. To do this, we
only have to modify the proof of [6, Theorem 15.7.1] so that instead of the Riemann invariants
there now R±(b(v), w) are used, but these are minor changes, as also in the doubly nonlinear
case R±(z, w) is the sum of a term depending on w and a term depending on z = b(v). Hence,
a traditional entropy solution of the doubly nonlinear system (4.2) exists. Let us formulate the
result as a theorem.

2In fact, H(z) := exp
(

µ
∫ z

0

√
(b−1)′(z̃) dz̃

)
satisfies H′′ = µ2(b−1)′H + µ

(b−1)′′

2
√

(b−1)′
, but the last term is of order µ

and not of order µ2, i.e. for the asymptotics it is irrelevant.
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Theorem 4.1. Let 1 < p, q < ∞, let b ∈ C(R) be strictly monotone, q-coercive, (q− 1)-growing, and
assume that b−1 ∈ C2(R) satisfies (b−1)′′(z) · z > 0 for z 6= 0. Let σ ∈ C2(R) be strictly monotone
such that σ′′(w) · w > 0 holds for w 6= 0, let v0, w0 ∈ L∞(R), and denote for ε > 0 by (vε, wε)

weak solutions of the parabolic perturbation of (4.2), where the right hand side of (4.2) is replaced by the
artificial viscosity terms ε( ∂

∂x a( ∂v
∂x ),

∂
∂x a( ∂w

∂x )) for a monotone, p-coercive, (p− 1)-growing a ∈ C(R).
Then for every sequence εk → 0 there exists a subsequence (vεk , wεk) which converges weakly∗ in
L∞((0, T)×R) and strongly in every Lr

loc((0, T)×R), 1 < r < ∞, to a traditional entropy solution
(v, w) of (4.2).

Let us remark that this result would be much nicer if the artificial viscosity could have been
replaced by the physical viscosity ε( ∂

∂x a( ∂v
∂x ), 0) on the right hand side of (4.2). For the standard

case b(v) = v and a(∇u) = ∇u this seems to be shown by [17] via compensated compactness
in the Lp-framework, see also [18].

5 Conclusion

We considered the limit of vanishing viscosity for a doubly nonlinear diffusion equation with
transport terms and were able to prove – at least in the one-dimensional scalar case and for the
one-dimensional doubly nonlinear system of isentropic elasticity – that this limit exists and is a
traditional entropy solution of the corresponding doubly nonlinear conservation law. Hereby
we used a definition of admissible entropy pairs which in general depends on the functions a
and b specifying the doubly nonlinear diffusion. In the same way generally doubly nonlinear
systems may be handled if L∞-boundedness can be established and sufficiently many entropies
are available. As a generalization of the setting discussed in this paper it seems possible to
discuss non-continuous multivalued b as long as b−1 exists and is continuously differentiable.
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[9] J. MÁLEK, J. NEČAS, M. ROKYTA, M. RŮŽIČKA, Weak and measure-valued solutions to evo-
lutionary PDEs, Applied Mathematics and Mathematical Computation, Vol. 13. Chapman
& Hall, London, 1996. MR1409366

[10] E. MAITRE, P. WITOMSKI, A pseudo-monotonicity adapted to doubly nonlinear elliptic-
parabolic equations, Nonlinear Anal. 50(2002), 223–250. MR1904943; url

[11] P. MARCATI, R. NATALINI, Convergence of the pseudo-viscosity approximation for con-
servation laws, Nonlinear Anal. 23(1994), 621–628. MR1297281; url

[12] A. MATAS, J. MERKER, Strong solutions of doubly nonlinear parabolic equations, Z. Anal.
Anwend. 31(2012), 217–235. MR2914972; url

[13] J. MERKER, Generalizations of logarithmic Sobolev inequalities, Discrete Contin. Dyn. Syst.
Ser. S 1(2008), 329–338. MR2379911; url

[14] F. OTTO, L1-Contraction and uniqueness for quasilinear elliptic-parabolic equations, J.
Differential Equations 131(1996), 20–38. MR1415045; url

[15] F. OTTO, Initial boundary value problem for a scalar conservation law, C. R. Acad. Sci. Paris
Sér. I Math. 322(1996), 729–734. MR1387428

[16] T. ROUBÍČEK, Nonlinear partial differential equations with applications, Second edition. Inter-
national Series of Numerical Mathematics, Vol. 153. Birkhäuser/Springer Basel AG, Basel,
2013. MR3014456

[17] D. SERRE, J. SHEARER, Convergence with physical viscosity for nonlinear elasticity, un-
published, available from D. Serre under request (1993).

[18] J. SHEARER, Global existence and compactness in Lp for the quasi-linear wave equation,
Comm. Partial Differential Equations 19(1994), 1829–1877. MR1301175

[19] L. TARTAR, Compensated compactness and applications to partial differential equations,
Nonlinear Analysis and Mechanics (Heriot-Watt Symposium, Vol: IV, Knops, R. J.), Res. Notes
in Math., Vol. 39, Pitman, Boston, Mass.-London, 1979, 136–212. MR584398

http://www.ams.org/mathscinet-getitem?mr=1980978
http://dx.doi.org/10.1007/978-3-0348-7924-8_15
http://www.ams.org/mathscinet-getitem?mr=2574377
http://www.ams.org/mathscinet-getitem?mr=350207
http://www.ams.org/mathscinet-getitem?mr=2347592
http://dx.doi.org/10.1016/j.na.2006.09.053
http://www.ams.org/mathscinet-getitem?mr=1409366
http://www.ams.org/mathscinet-getitem?mr=1904943
http://dx.doi.org/10.1016/S0362-546X(01)00748-9
http://www.ams.org/mathscinet-getitem?mr=1297281
http://dx.doi.org/10.1016/0362-546X(94)90241-0
http://www.ams.org/mathscinet-getitem?mr=2914972
http://dx.doi.org/10.4171/ZAA/1456
http://www.ams.org/mathscinet-getitem?mr=2379911
http://dx.doi.org/10.3934/dcdss.2008.1.329
http://www.ams.org/mathscinet-getitem?mr=1415045
http://dx.doi.org/10.1006/jdeq.1996.0155
http://www.ams.org/mathscinet-getitem?mr=1387428
http://www.ams.org/mathscinet-getitem?mr=3014456
http://www.ams.org/mathscinet-getitem?mr=1301175
http://www.ams.org/mathscinet-getitem?mr=584398

