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# Estimation of average length of search on random zero-one matrices 

By A. Békéssy

The real content of this short paper is simply a theorem about zero-one matrices. In order to enlighten the background however, reference is made to a certain method of data retrieval.

Let there be given a zero-one matrix of size $m \times n$ such that all of its rows are different from each other. Let us suppose that the rows of this matrix constitute a primary key to a certain file of records stored in a computer. Therefore, the rows of the matrix will be called "names". Our problem is to find the location of any particular name (and the record associated with it) quickly, whenever wanted. The most rapid search-algorithms performing this job, e.g. "binary search" [1] are based on comparisons of the names by their magnitudes and if one complete comparison is counted one decision step then the average number of decision steps to be done for finding any name comes close to the lowest theoretically possible information limit, this latter being $\log _{2} m$ if all names are looked for with equal frequencies. A complete comparison of two names, however, requires a considerable amount of time on some computers, so other procedures, though less effective in terms of decision steps, might come into consideration, too, if an elementary decision step is less time consuming.

The simplest looking search strategy would consist of decision steps to be performed column-by-column: given the name to be found the first column of the name-matrix is inspected first. If it consisted of zeros (or ones) only then we pass over to the second column immediately. If not then one decision is counted and the subset of those names is selected whose first column bit was identical to that of the name to be looked for. The second column is then inspected in the same way but restricted to the subset of names selected before, and so on, until the name is completely identified. For finding each name the steps to be made are completely determined by the structure of the name matrix and can be represented by a "searchtree" (Table 1, Fig. 1). The numbers in the nodes show the column no. of the bit the decision should be made on.

The strategy described above would not come into consideration at all should it be done in "run-time" i.e. when the names are looked for repeatedly and be found as quickly as possible. But assumed the file does not change often there might have

[^0]been ample time for constructing the corresponding search-tree or, more precisely, an equivalent "search-table" [2] when the file was generated.

The search-table (Table 2) is a list of two pointers. The first column indicated shows the relative location address of that line only; it does not belong to its content. The real first column field is the serial number of the bit to look at, and according to whether it proves to be zero or one the first, resp. the second pointer should be followed by the search-algorithm working in run-time. Zero in the first column would indicate that the search has its end there and the fields belonging to this line would contain the record or a single pointer to that record, for instance.


Table 1. Name-matrix


Figure 1
Search-tree to the matrix of Table 1.

A serious objection against the simple strategy described above is that it might, in some cases, result in a highly unbalanced search-tree. For the worst matrices the average number of the necessary decisions is as high as $(m+1) / 2$ about. But matrices of ill behaviour, i.e. matrices with highly unbalanced search-trees are rare. This is the meaning of the theorem shown below.

Remark. It is possible, in practice, to make the algorithm a bit more flexible: let the decision in turn to be performed on the column in which the zeros and ones

| Location | Col. no. | Pointer 1. | Pointer 2. |
| :---: | :---: | :---: | :---: |
| $\mathrm{L}+1$ | $\mathbf{1}$ | $\mathrm{~L}+2$ | $\mathrm{~L}+3$ |
| $\mathrm{~L}+2$ | 0 | Pointer to record 3. |  |
| $\mathrm{~L}+3$ | 3 | $\mathrm{~L}+4$ | $\mathrm{~L}+9$ |
| $\mathrm{~L}+4$ | 4 | $\mathrm{~L}+5$ | $\mathrm{~L}+6$ |
| $\mathrm{~L}+5$ | 0 | Pointer to record 2. |  |
| $\mathrm{~L}+6$ | 5 | $\mathrm{~L}+7$ | $\mathrm{~L}+8$ |
| $\mathrm{~L}+7$ | 0 | Pointer to record 6. |  |
| $\mathrm{~L}+8$ | 0 | Pointer to record 4. |  |
| $\mathrm{~L}+9$ | 4 | $\mathrm{~L}+10 \quad \mid$ |  |
| $\mathrm{L}+10$ | 0 | Pointer to record 1. |  |
| $\mathrm{~L}+11$ | 0 | Pointer to record 5. |  |

Table 2. Search-table to the matrix of Table 1.

| Name | Number of <br> Decisions |
| :---: | :---: |
| 1. | 3 |
| 2. | 3 |
| 3. | 1 |
| 4. | 4 |
| 5. | 3 |
| 6. | 4 |
|  | 18 |

Ave. number of steps: $18: 6=3$ Table 3 .
Number of decisions to be done according to Table 2.
are distributed most evenly for that particular subset of names that was selected in the previous step. This will help in a lot of cases where the first approach would result in a highly unbalanced tree.

Now we prove the following
Theorem. Let all zero-one matrices of size $m \times n$ with all rows different be considered and supposed to be equiprobable: Let $E\left(M_{m, n}\right)$ be the arithmetic mean of decisions to be made in order to find each row of matrix $M_{m, n}$ according to the simple strategy described above. Let $\mathscr{E}_{m n}$ be the expectation of the averages $E\left(M_{m, n}\right)$. Then for all $m \leqq 2^{n-1}+1$

$$
\begin{equation*}
\mathscr{E}_{m n}<1+\left(1+\frac{1}{2}+\ldots+\frac{1}{m-1}\right) / \ln 2 \tag{1}
\end{equation*}
$$

or, because of $1+\frac{1}{2}+\ldots+\frac{1}{m-1}=\ln m+\gamma+0\left(\frac{1}{m}\right)$ (where $\gamma=0.577 \ldots$ Euler's. constant),

$$
\begin{equation*}
\mathscr{E}_{m n}<1.833 \ldots+\log _{2} m+O\left(\frac{1}{m}\right), \quad\left(m, n \rightarrow \infty, m<2^{n-1}+1\right)^{*} \tag{2}
\end{equation*}
$$

Proof. Let $N\left(m, n, d_{1}, d_{2}, \ldots, d_{m}\right)$ be the number of matrices $M_{m, n}$ such that $d_{i}$ decisions have to be made for finding the $i$-th row $(i=1,2, \ldots, n)$. Then $E\left(M_{m, n}\right)=$ $=\sum_{i} d_{i} / m$ and

$$
\mathscr{E}_{m n}=\frac{1}{N} \sum_{d_{1}, d_{2}, \ldots, d_{m}} E\left(M_{m, n}\right) N\left(m, n, d_{1}, d_{2}, \ldots, d_{m}\right)
$$

where $N=\binom{2^{n}}{m} m$ ! is the number of all matrices $M_{m, n}$. The latter expression can be simplified, because of symmetry in the variables $d_{i}$, to

$$
\begin{equation*}
\mathscr{E}_{m n}=\frac{1}{N} \sum_{d} d \cdot N(m, n, d) \tag{3}
\end{equation*}
$$

where $N(m, n, d)$ is the number of matrices $M_{m, n}$ such that there are $d$ decisions needed for selecting the first row. For this number $N(m, n, d)$ the recursion

$$
\begin{equation*}
N(m, n+1, d)=2 N(m, n, d)+2 \sum_{j=1}^{m-1}\binom{m-1}{j-1} N(j, n, d-1) \cdot\binom{2^{n}}{m-j}(m-j)! \tag{4}
\end{equation*}
$$

holds. The first term gives account on the matrices the first column of which consists of zeros (or ones) only. The $j$-th term under the summation is the number of matrices

[^1]with $j$ zeros in the first column while the first-row-first-column bit is zero, as well. Matrices of $j$ ones in the first column when the first-row-first-column bit is one, are of the same number; therefore the sum should be multiplied by two. The boundary conditions
\[

$$
\begin{align*}
& N(m, 1, d)= \begin{cases}2 & \text { if } \quad m=1, d=0 \\
2 & \text { if } m=2, d=1 \\
0 & \text { otherwise }\end{cases}  \tag{5}\\
& N(m, n, 0)= \begin{cases}2^{n} & \text { if } \quad m=1 \\
0 & \text { otherwise }\end{cases}
\end{align*}
$$
\]

complete the recursion (4).
Introducing the function

$$
\begin{equation*}
H(x, n, y)=\sum_{d=0}^{\infty} \sum_{m=1}^{\infty} y^{d} \frac{x^{m-1}}{(m-1)!} N(m, n, d) \tag{6}
\end{equation*}
$$

we obtain

$$
\begin{aligned}
H(x, 1, y) & =1+x y \\
H(x, n+1, y) & =2 \cdot\left\{1+y\left[(1+x)^{2^{n}}-1\right]\right\} \cdot H(x, n, y)
\end{aligned}
$$

from (4) and (5), with solution

$$
\begin{equation*}
H(x, n, y) \equiv 2^{n} \cdot \prod_{p=0}^{n-1}\left\{1+y\left[(1+x)^{2 p}-1\right]\right\} \tag{7}
\end{equation*}
$$

Since by (3) and the definition (6) of $H$

$$
\left.\frac{\partial H}{\partial y}\right|_{y=1}=\sum_{m}\binom{2^{n}}{m} m x^{m-1} \mathscr{E}_{m n}
$$

it follows easily

$$
\begin{equation*}
\mathscr{E}_{m n}=n-\sum_{p=0}^{n-1}\binom{2^{n}-2^{p}}{m-1} /\binom{2^{n}-1}{m-1} \tag{8}
\end{equation*}
$$

or, under the restriction $m \leqq 2^{n-1}+1$

$$
\begin{equation*}
\mathscr{E}_{m n}=\sum_{p=0}^{n}\left[1-\prod_{j=1}^{m-1}\left(1-\frac{2^{-p}}{1-j 2^{-n}}\right)\right] \tag{9}
\end{equation*}
$$

Again, for $m \leqq 2^{n-1}+1$

$$
\begin{align*}
& \mathscr{E}_{m n}<1+\sum_{p=1}^{n}\left[1-\prod_{j=1}^{m-1}\left(1-\frac{2^{-p}}{1-j 2^{-n}}\right)\right]< \\
& <1+\int_{1}^{\infty}\left[1-\left(1-\frac{2^{-x}}{1-(m-1) 2^{-n}}\right)^{m-1}\right] d x \tag{10}
\end{align*}
$$

giving the end-result.

Remark 1. For $n \rightarrow \infty, m=$ const.

$$
\mathscr{E}_{m n} \rightarrow \mathscr{E}_{m \infty}=\sum_{p=1}^{\infty}\left(1-\left(1-2^{-p}\right)^{m-1}\right)
$$

Could it be proved $\mathscr{E}_{m n} \leqq \mathscr{E}_{m \infty}$ for all $n$, a better constant would be achieved in the inequality (2).

Remark 2. The problem dealt with here resembles strongly that of calculating the average hight of random trees [3]. Instead of looking, however, for an appropriate link between the two problems the straightforward method presented here seemed to be simpler.


#### Abstract

The average efficiency of a simple search algorithm defined on random zero-one matrices is estimated.
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# On the equivalence of candidate keys with Sperner systems 

By J. Demetrovics

## 1. Introduction

The use of the relational data model proposed by E. F. CodD [1-3] is to make many problems mathematically describable. In this model all data are represented by two-dimensional tables with rows representing records, and with coloumns representing attributes. Rows are identified by the values of a subset of attributes, if these are not identical for two different rows. These subsets of attributes are called keys and those keys which contain no further keys as subsets are called candidate keys.

Functional dependencies were introduced in 1970 by Codd, but were investigated mathematically only later [4, 5, 8]. In this paper we prove, that for any Sperner system we can construct a relation the set of candidate keys of which is the same as the Sperner system. It is clear, that apart from trivial cases the set of candidate keys of any relation is a Sperner system. At most $\binom{n}{\left[\frac{n}{2}\right]}$ candidate keys may exist in a relation of $n$ attributes and we prove that this limit can be reached by relations with linear dependencies.

## 2. Definitions

Definition 1. Given the not necessarily different sets $D_{1}, D_{2}, \ldots, D_{n}$, the relation $R$ of $n$ variables denoted by $R(n)$ is a subset of the Cartesian product $D_{1} \times D_{2} \times \ldots \times D_{n}$. We shall call the sets $D_{i}$ domains.

Definition 2. Indices of the domains of the relation $R(n)$ will be called attributes. Values associated to attributes will be called attribute values.

Remark 1: Though the domains of a relation are not necessarily distinct, their attributes are distinct.

In the present paper all domains are sets of natural numbers and the set of their indices in $R(n)$ are denoted by

$$
N \quad(N=\{1,2, \ldots, n\})
$$

Definition 3. The subset of indices $A \subseteq N$ will be said to generate the index $k$, in notation $A \rightarrow k$, if in any row of the relation $R(n)$ the values $d_{j}(j \in A)$ determine the value $d_{k}$ uniquely. If in addition, for all rows in $R(n), d_{k}$ is a linear combination of $d_{j}$ 's $(j \in A)$, than $A$ generates the index $k$ linearly. The subset of indices $B \subseteq N$ will be said to be generated by $A$ if every index in $B$ is generated by $A$, denoted by $A \rightarrow B$. The link $A \rightarrow B$ is called a functional dependency in the relation $R(n)$. If $A$ generates every index in $B$ linearly, we say the functional dependency is linear. The set of all functional dependencies in $R(n)$ is denoted by $\left\{A_{i} \rightarrow B_{i}\right\}$ ( $i=1,2, \ldots, v$ ).

Definition 4. Let $A \subseteq N, A \neq \emptyset$ and $A \rightarrow N . A$ is called a candidate key in the relation $R(n)$ if $B \rightarrow N$ does not hold for any of its nontrivial subsets $B$.

Definition 5. The functional dependency $A \rightarrow B$ is trivial if $B \subseteq A$. The sets of trivial and nontrivial functional dependencies in the relation $R(n)$ will be denoted by $\mathscr{H}$ and $\mathscr{G}$, respectively.

Remark 2. It is easy to see that in a relation $R(n)$

$$
|\mathscr{H}|=3^{n}
$$

## 3. The link between candidate keys and Sperner systems

In the present paragraph we shall demonstrate a one-to-one correspondence between the set of candidate keys in a relation $R(n)$ and a Sperner system $\mathscr{S}(n)$ over $N$.

Definition 6. Let $\mathscr{S}=\left\{S_{1}, S_{2}, \ldots, S_{m}\right\} \subseteq 2^{N}$. $\mathscr{S}$ will be called a Sperner system if it satisfies the following relations,

$$
\begin{align*}
& S_{i} \subset N \quad \text { for } \quad i=1,2, \ldots, m  \tag{1}\\
& S_{i} \nsubseteq S_{j} \quad \text { for } \quad i \neq j, \quad i, j=1,2, \ldots, m \tag{2}
\end{align*}
$$

Trivially, the set of the candidate keys in every relation is a Sperner system or has only one element $N$. Conversely consider now the following Sperner system:

$$
\mathscr{S}=\left(\begin{array}{c}
S_{1}=\left\{a_{11}, a_{12}, \ldots, a_{1 m_{1}}\right\} \\
S_{2}=\left\{a_{21}, a_{22}, \ldots, a_{2 m_{2}}\right\} \\
\ldots \ldots: . \ldots, \ldots . \ldots \\
S_{m}=\left\{a_{m 1}, a_{m 2}, \ldots, a_{m m_{m}}\right\}
\end{array}\right)
$$

with $a_{i j} \in N$ and $\bigcup_{i, j} a_{i j}=N$. This Sperner system is a covering of $N$.
Theorem 1. To every Sperner system $\mathscr{S}$ a relation $\boldsymbol{R}_{\mathscr{G}}(n)$ of $n$ variables can be constructed with the set of the candidate keys equivalent to the Sperner system $\mathscr{S}$.

Proof. First we shall construct the class of sets $\mathscr{M}=\left\{A_{1}, A_{2}, \ldots, A_{t}\right\}$ : Let $A_{j}$ belong to $\mathscr{M}$ iff the following conditions hold:

$$
\begin{equation*}
A_{j} \subseteq N, \quad j=1,2, \ldots, t \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{j} \cap S_{i} \neq \emptyset \text { for } i=1,2, \ldots, m \tag{4}
\end{equation*}
$$

We shall choose $\mathscr{F}$ as the set of the elements minimal in $\mathscr{M}$, i.e.

$$
\begin{equation*}
A_{j} \in \mathscr{F} \Leftrightarrow \bar{\exists} A_{l} \in \mathscr{M}:\left(A_{l} \subset A_{j}\right) . \tag{5}
\end{equation*}
$$

From (3), (4) and (5) we have

$$
\begin{equation*}
\max \left\{m_{1}, m_{2}, \ldots, m_{m}\right\} \leqq|\mathscr{F}| \leqq m_{1} \cdot \dot{m}_{2} \cdot \ldots \cdot m_{m} \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{j} \in \mathscr{F} \quad \text { implies } \quad 1 \leqq\left|A_{j}\right| \leqq m \tag{7}
\end{equation*}
$$

Let us consider the following subsets

$$
\begin{gather*}
\mathscr{F}_{k}(k=1,2, \ldots, n) \text { of } \mathscr{F}: \\
A_{j} \in \mathscr{F}_{k} \Leftrightarrow k \in A_{j} \in \mathscr{F} . \tag{8}
\end{gather*}
$$

We state that if the $k$ 'th index of the relation $R_{\mathscr{C}}(n)$ is determined by the function $f_{k}$, the latter identical with the class of sets $\mathscr{F}_{k}$, then the relation obtained satisfies the conditions of Theorem 1, i.e. the class of the candidate keys in $R_{\mathscr{S}}(n)$ is identical with the given system $\mathscr{S}$. Obviously, this last statement is implied by the following three statements:
a) all the sets $S_{i}$ in the class $\mathscr{S}$ are keys;
b) no proper subset of $S_{i}$ is key;
c) there is no candidate key beyond $\mathscr{S}$.

To verify these first we consider
a) Each $S_{i}$ containing a key $K_{i}(i=1,2, \ldots, m)$ is a consequence of

$$
\begin{equation*}
\bigcup_{k \in S_{i}} \mathscr{F}_{k}=\mathscr{F} . \tag{9}
\end{equation*}
$$

This latter is obvious, as every $A_{j} \in \mathscr{F}$ is constructed so as to contain at least one element of $S_{i}$.

Next we show that the key $K_{i}$ in $S_{i}$ equals $S_{i}$. To do this

$$
\begin{equation*}
\forall a\left(a \in \dot{S}_{i}\right): \underset{k \in\left\{A_{i} \backslash\{a\}\right\}}{\bigcup} \mathscr{F}_{k} \subseteq \mathscr{F} \backslash\{A\} \quad \text { with } \quad A \in \mathscr{F} \tag{10}
\end{equation*}
$$

is sufficient.
This follows from the existence of an $A \in \mathscr{F}$ with $A \cap S_{i}=\{a\}$. Indeed, for $j=1,2 \ldots m$, every $S_{j}$ contains either $\{a\}$ or some $\left\{a^{\prime}\right\}$ with $\left\{a^{\prime}\right\} \cap S_{i}=\emptyset$.

So we have proved that every $S_{i} \in \mathscr{S}$ is identical with a minimal key in the relation $R_{\mathscr{S}}(n)$. Now all we have left to prove is that $R_{\mathscr{S}}(n)$ has no minimal key $K$ beyond those in $\mathscr{S}$.

For an indirect proof let us suppose the existence of such a minimal key. From Remark 1 we have $S_{i} \cap \bar{K} \neq \emptyset$ for $i=1,2, \ldots, m$. Let the set $A$ be determined by the sets $c_{i}$ so that $A \notin \alpha$ and $A \cap c_{i} \neq \emptyset$. It is easy to see, that at least one such set $A$ exists and it is not contained in any of the columns determined by the candidate key $K$, i.e.

$$
\begin{equation*}
\bigcup_{k \in K} \mathscr{F}_{k} \subseteq \mathscr{F} \backslash\{A\} . \tag{11}
\end{equation*}
$$

This completes the proof of the theorem.

Remark 3. Let us observe that the proof can be carried out the same way if such a class $\mathscr{L}$ of subsets in $\mathscr{M}$ is taken that $\mathscr{M} \supset \mathscr{L} \supset \mathscr{F}$ is fulfilled instead of $\mathscr{F}$. Out of theset he one of minimal cardinality was taken for our proof. If another have been taken, the set of functional dependencies of a form different from $x \rightarrow N$ would be changed and the set of candidate keys $\mathscr{S}$ would be unchanged.

The preceding statements can be interpreted as follows: let different prime numbers correspond to each set in the class $\mathscr{F}$, i.e. let $\mathscr{F}=\left\{p_{1}, p_{2}, \ldots, p_{h}\right\}$ be in ascending order for simplicity. So the sets in the classes $\mathscr{F}_{k}$ have their correspondants as well. Let then the function $f_{k}$ of $\left|\mathscr{F}_{k}\right|$ variables equal the product of the corresponding primes to the sets in $\mathscr{F}_{k}$.

For example, let $n=5$ and

$$
\mathscr{S}=\left\{\{1,2,3\}=s_{1},\{3,4,5\}=s_{2},\{1,3,4\}=s_{3}\right\} .
$$

Then $\mathscr{F}=\left\{\{3\}=p_{1}, \quad\{1,4\}=p_{2}, \quad\{1,5\}=p_{3}, \quad\{2,4\}=p_{4}\right\} \quad$ and $f_{1}=p_{2} \cdot p_{3}, f_{2}=p_{4}$, $f_{3}=p_{1}, f_{4}=p_{2} \cdot p_{4}, f_{5}=p_{3}$. Some rows of the relation $R_{\mathscr{P}}(n)$ corresponding to $\mathscr{S}$ are represented in Fig. 1 for

| $\mathscr{F}^{1}$ | $=\{2,3,5,7\}$ |
| ---: | :--- |
| $\mathscr{F}^{2}$ | $=\{2,5,7,11\}$ |
| $\mathscr{F}^{3}$ | $=\{3,5,7,11\}$ |
| $\mathscr{F}^{4}$ | $=\{2,5,7,13\}$ |$\quad$| 1 | 2 | 3 | 4 | 5 |
| :--- | :--- | :--- | :--- | :--- | :--- |

Fig. 1
i.e. $R_{\mathscr{P}}(5) \in\{(15,7,2,21,5),(35,11,2,55,7),(35,11,3,55,7),(35,13,2,65,7)\}$.

## 4. On the maximal number of candidate keys and on linear relations

Definition 7. We shall call the relation $R(n)$ linear provided all the functional dependencies in it are linear.

First we recall here Lemmas 1 and 2 and a Theorem from [8] in stronger forms. Namely, the result of the construction in the proof of Lemma 2 is a linear relation, therefore we can formulate both of them and the Theorem (as a consequence of the two Lemmas) as follows.

Lemma 1. A relation $R(n)$ may have at most $\binom{n}{\left[\frac{n}{2}\right]}$ candidate keys.
Lemma 2. There exists a linear relation $R(n)$ with $\binom{n}{\left[\frac{n}{2}\right]}$ candidate keys.
Theorem 2. There are linear relations $R(n)$ with as many candidate keys as $\left(\left[\begin{array}{c}n \\ n \\ 2\end{array}\right]\right)$ and there is no relation $R(n)$ with more candidate keys.

Lemma 3. In a linear relation' $R(n)$ all candidate keys have the same length.
Proof. Let $A_{k}$ be a candidate key. As a consequence of the fact, that the functional dependency $A \rightarrow N$ is linear, we have a linear equation system

$$
\sum_{j \in A_{k}} a_{i j}^{k} x_{j}=x_{i} \quad(i=1,2, \ldots, n)
$$

which is satisfied by every row in $R(n)$. This is true for every candidate key $A_{k}$ ( $k=1,2, \ldots, m$ ), so we have the system

$$
\sum_{j \in A_{k}} a_{i j}^{k} x_{j}=x_{i} \quad(i=1,2, \ldots, n ; k=1,2, \ldots, m)
$$

with the solution $R(n)$ in the preceding sense. Obviously, the set of indices of an independent set of variables $x_{i_{1}}, x_{i_{2}}, \ldots, x_{i_{t}}$ in this system composes a candidate key in $R(n)$ and conversely. Moreover, independent sets of variables have the same cardinality $t$, which completes the proof of Lemma 3.

As a consequence of this lemma, for linear relations Theorem 1 does not hold. Neither exist linear relations to every Sperner system $\mathscr{S}$ with the set of their candidate keys equivalent to it, as e.g. for $n=4$ and the Sperner system

$$
\mathscr{S}=\{\{1,2\},\{1,3\},\{3,4\}\}
$$

Considering a linear equation system as in the proof of Lemma 3 which has all subsets of the variables with the cardinality $t$ independent, we have proved:

Theorem 3. There exists a linear relation $R(n)$ with $\binom{n}{t}$ candidate keys with $t$ being their length.

In [5] it was proved that provided the number of dependencies $k \leqq \sqrt{n}$, a relation $R(n)$ exists with as many candidate keys as $\sqrt{n}!$.
S. Osborne and F. Tompa have recently proved (draft paper) that at most $k$ ! candidate keys can be deduced from $k$ dependencies and for each $k$ a relation $R_{k}$ exists with exactly $k$ ! candidate keys.

Each of the papers uses a system of derivation axioms which were introduced in [7] and [4], respectively. The first of them consists of 7 and the second of 4 axioms. Next we shall give a system of 3 axioms which is equivalent to the ones mentioned above.

Definition 8. The functional dependency $A \rightarrow B$ is deductible from the set of lunctional dependencies $\mathscr{F}=\left\{A_{i} \rightarrow B_{i}, i=1,2, \ldots, k\right\}$ if it can be obtained from the latter using the derivation rules $\mathrm{a} ; \mathrm{b}$; and c ; a finite number of times.

$$
\begin{aligned}
& a ; A \rightarrow A^{\prime} \quad \text { with } A \supseteqq A^{\prime} \text { is deductible from all } \mathscr{F}, \\
& b ; \quad(A \rightarrow B) \in \mathscr{F} \text {. and } \quad(B \rightarrow C) \in \mathscr{F} \text { imply } \quad(A \rightarrow C) \in \mathscr{F} \text {, } \\
& c ; \quad(A \rightarrow B) \in \mathscr{F} \quad \text { and } \quad(A \rightarrow C) \in \mathscr{F} \quad \text { imply } \quad(A \rightarrow(B \cup C)) \in \mathscr{F} \text {. }
\end{aligned}
$$

By Theorem 4 an example is recalled from [8] in which the number of the undeductible functional dependencies is relatively high and this does not essentially diminish the number of candidate keys.

Theorem 4. Let $k=\left(\left[\begin{array}{c}n \\ \frac{n}{2}\end{array}\right]\right)$. A relation $T$ of $n+1$ attributes exists with $k$ undeductible functional dependencies and with the same number of candidate keys.
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# A new statistical solution for the deadlock problem in resource management systems 

By Z. Gidófalyi

## 1. Introduction

Nowadays the efficient resource management is an important problem of the national economy, mainly in the case of expensive resources. The resources handled by the operating systems of computers are expensive eñough, therefore their optimum usage is an important problem.

The solution may be the proper choose of resource management strategies, on the other hand the economical avoidance of deadlock situations.

The deadlock state is a special, undesirable state of the resource management systems, in which some processes executed simultaneously in the computer get deadlocked by their requests, and there is no way to destroy this situation without external interference. An expressive example could be those processes ( $P_{1}$ and $P_{2}$ ), which want to transmit data between two tape units ( $R_{1}$ and $R_{2}$ ), $P_{1}$ from $R_{1}$ to $R_{2}$ and $P_{2}$ from $R_{2}$ to $R_{1}$. Assume a state in which $P_{1}$ holds $R_{1}$ and $P_{2}$ holds $R_{2}$, and both request the not acquired units. Then the requests will remain unsatisfied forever, because none of them can release the already acquired resources, and so $P_{1}$ and $P_{2}$ are deadlocked, and the system is in deadlock state.

In simpler systems both the detection and elimination of deadlock were the operator's duty, but in great systems this way seems to be rather unefficient. It is advisable to entrust this work to the computer, which can make a decision on the basis of theoretically established algorithms. Unfortunately the time requirement of procedures developed for detection and prevention is great enough, and thereby the efforts made for rentability cannot achieve the expected results. The new method described in this paper guaranties a smaller time complexity, and has some other advantages, too.

## 2. The system

The system can be described after [3] with the triple RMS $=\langle S, P, R\rangle$, where $S=\left\{S_{1}, \ldots, S_{z}\right\}$ is the set of system states, $P=\left\{P_{1}, \ldots, P_{n}\right\}$ is the set of processes, and $R=\left\{R_{1}, \ldots, R_{m}\right\}$ is the set of resources. Process $P_{i}$ is a partial function
( $P_{i}: S \rightarrow 2^{S}$ ), because it can perform request, aquisition and release operations leading the system from state $S_{l}$ into a set of states. Processes can interact explicitly, for example by exchanging messages, or implicitly, for example by competing for physical objects such as tape drives. Both types of interaction may cause the blocked state of processes, and they can be modelled by means of resources. The resources modelling the implicit interaction are called reusable resources, because after their request, acquisition and release by processes they are available again, and can be used in further cases. The resources modelling the explicit interaction are called consumable resources, because the message receiver process consumes (acquires) the resource produced (released) by the sender process after having requested it, and the consumed unit will never be available for other processes again. Moreover assume, that $R_{i}$ has $r_{i}$ units, where $r_{i}$ is infinitely large for consumable resources.

The system states can be unambigously characterized by the number of resource units requested and acquired by processes, and can be illustrated by a directed bipartite graph $[2,3,5,6]$, where the nodes are from $P \cup R$, and the edges lead either from a $P$ node to an $R$ node or vice versa with the meaning:

1. $P_{i} \rightarrow R_{j}$ is a request edge indicating that $P_{i}$ requests one unit from $R_{j}$;
2. $R_{j} \rightarrow P_{i}$ is an acquisition edge indicating that $P_{i}$ holds one unit of $R_{j}$.

## 3. Deadlock strategies

If we do not influence the resource operations of $P_{i}$, and we have no information about the future requirement of $P_{i}$, then deadlock can always occur at the next step, which is to be detected and eliminated. The detection methods [1, 2, 3, 5, 6] decide, whether $S_{l}$ is a deadlock state or not, and they are based on the following consideration: if there is a sequence, in which the processes can terminate their work one after the other from the state $S_{l}$ - assuming that none of them will require more resources - $S_{l}$ is not a deadlock state, because the former sequence is a possible state transition order. The time complexity of algorithms is not polinomial in general resource systems, where the resources are of both types. For reusable resources the algorithms require only $m n$.steps, but the important consumable resources cannot be considered. The most complicated system, with $m n$ time complexity of detection algorithm may have consumable resources, too, but with immediate allocation (all grantable requests to such resources are immediately fulfilled) [6]. There are efficient detection algorithms for restricted systems, too, but unfortunately with the same time complexity.

In the case of deadlock prevention we prohibit certain acquisition operations by means of information about the maximum claim of every $P_{i}$ for all resources. We permit the acquisition in state $S_{l}$, when the maximum claim state $S_{l \max }$ (processes request their whole claim) is not a deadlock state, otherwise we prohibit this operation.

The deadlock avoidance is the simplest method for solving the deadlock problem. It means that the fulfillment of the necessary condition of deadlock should never allowed, since one can decide a priori, whether the system will reach a deadlock state or not. Often we use maximum claim information, too. The necessary condition of deadlock by $[2,3,5]$ is the presence of at least one directed cycle in the graph
representing the state. Later we will show, that there exist more efficient necessary conditions used in the new statistical method.

There are mixed solutions for the deadlock problem, which apply different strategies for different parts of the system [4, 6].

## 4. Necessary conditions of deadlock

Deadlock can occur due to one resource (reusable or consumable) and due to more resources. We will divide the necessary conditions accordingly.

Let $R$ be a reusable resource with $r$ units requested and/or acquired by the processes $P_{1}, \ldots, P_{n}$ with $p_{1}, \ldots, p_{n}$ units $\left(p_{i} \neq 0\right)$. The necessary condition of deadlock on $R$ is: $\sum_{i=1}^{n} p_{i} \geqq r+n$. To prove the expression assume, that the inequality is false. Then the number of edges directed to and from $R$ is less than $r+n$. In the worst case all units of $R$ are assigned to processes, and the remaining $n-1$ edges are requests. If we assume, that all the edges are directed from different processes to $R$ (it is the worst case again), then there must be a process, say $P_{i}$, holding resources only. So we can find a sequence of processes beginning with $P_{i}$;, in which all of the processes can terminate (not requiring more resources), and the state is deadlock-free.

Let $R$ be a consumable resource produced (held) by $P_{1}, \ldots, P_{n}$. The necessary condition of deadlock on $R$ is, that every process requests the units of $R$. To prove this statement assume, that there is at least one process producing $R$. only. This process can produce an arbitrary number of units, thus all the others can terminate, and so the state is deadlock-free.

After the previous examinations we may consider at most two edges only between two arbitrary nodes, say $P_{i}$ and $R_{j}: P_{i} \rightarrow R_{j}$ and $R_{j} \rightarrow P_{i}$. The necessary condition due to more resources is the presence of at least one directed cycle in the graph representing the examined state, including at least four nodes. To prove the former statement first we show, that a directed cycle in the graph is necessary. It is obvious, because without directed cycles in the graph we can make a queue from nodes, in which the edges from the $k$-th element are directed to the previous ones only. At the same time this order is a proper sequence of processes, in which they can terminate. Cycles appear through odd number of nodes only, but the cycles with two nodes are unimportant for us, because these ones were examined at the deadlock due to one resource. Therefore we can restrict the necessary condition for cycles including more than two nodes.

Contrary to $[2,5]$ the above necessary conditions permit directed cycles in the graph, when the conditions of deadlock due to one resource are satisfied.

## 5. The statistical method

Opposite to the former methods this strategy considers the system being determined by statistical information about its antecedents up to the moment of examination, and gives an approximate estimation about the existence of deadlock. We can assign a number $v_{i}\left(0 \leqq v_{i} \leqq 1\right)$ to every process and resource - the protec-
tion degree of $P_{i}$ or $R_{i}$-, and $w_{i}$ as the counterpart of $v_{i}\left(w_{i}=1-v_{i}\right)$. The protection degree of a process or resource depends on its importance and value. Really $w_{i}$ means the maximum allowed probability of coming the $i$-th node into a deadlock. The strategy examines the occurrence probability of deadlock on the basis of statistical information until this probability is smaller than the smallest $w_{i}$ of all processes and resources concerned. If it is successful, then the deadlock occurrence probability is surely smaller than permitted, because it is surely smaller than the occurrence probability of necessary condition.

This strategy can be applied for detection and prevention, too, combined with detection algorithms, because deadlock can occur even if the deadlock occurrence probability is smaller than permitted, and naturally it is to be detected and recovered. At the application for detectional purposes we decide whether the prescribed protections can be satisfied or not - after the execution of a request or acquisition operation - in the future, too, and the exact detection algorithm is used accordingly. At the application for preventional purposes we examine the possible effects of acquisition before every acquisition operation, and we permit it, if the prescibed protections can be satisfied after the change, too. Naturally deadlock can occur in this case, too (with a small probability), thus the use of detection algorithms is necessary from time to time.

First of all let us see the statistical data needed for the decision. To gather them it is advisable to join the sampling of states with the resource operations, since in such cases there is a need for other administration activities, too. Let $M$ be the operation counter with the initial value of zero, which is incremented by every operation. Moreover let $\mathbf{A}$ a hipermatrix of range $m \times n$, where a vector of five elements $\left(\mathbf{A}_{i j}\right)$ belongs to $R_{i}$ and $P_{j}$ with the following meaning of coordinates:

1. $k_{j i}$ - which shows the number of operations in which the graph had a request edge between $P_{j}$ and $R_{i}$ (the number of edges are irrelevant);
2. $k_{j i u}$ - which shows, whether $P_{j}$ had a request edge to $R_{i}$ at the last operation between them ( $k_{j i u}=1$ if it had, otherwise 0 );
3. $b_{j i}$ - which shows the number of operations in which the graph had an acquisition edge between $P_{j}$ and $R_{i}$ (the number of edges are irrelevant);
4. $b_{j i u}$ - which shows, whether $R_{i}$ had an acquisition edge to $P_{j}$ at the last operation between them ( $b_{j i u}=1$ if it had, otherwise 0 );
5. $M_{j i u}$ - which shows the value of $M$ at the last rewriting of $k_{j i}$ and $b_{j i}$.

This appearingly great amount of data makes possible to avoid updating all matrix elements at every operation (it would require $5 m n$ steps). Rewriting of $\mathbf{A}_{i j}$ is needed only if $P_{j}$ executes some kinds of operation with $R_{i}$ or if we make use of the occurrence probability of the $R_{i} \rightarrow P_{j}$ and the $P_{j} \rightarrow R_{i}$ edges at the examination of the occurrence probability of necessary condition.

Thus $k_{j i}$ gives the frequency of request occurrence, and $b_{j i}$ gives the frequency of acquisition occurrence between $P_{j}$ and $R_{i}$. The probability of these requests and acquisitions can be measured with their relative frequency:
the probability of $P_{j} \rightarrow R_{i}$ edge is $k_{j i} / M$, and
the probability of $R_{i} \rightarrow P_{j}$ edge is $b_{j i} / M$.
So we get a graph like the usual one representing the state, which characterizes
the antecedents of the system up to the moment of examination, and whose edges are existing with the former probabilities.

We will divide the examinations about occurrence probability of necessary condition according to the previous chapter. So we introduce the numbers:
$s_{i}$ - for the value $\sum_{j=1}^{n} p_{j}$ at the reusable resource $R_{i}$, and for the number of requesting processes at the consumable resource $R_{i}$,
$q_{i}$ - for the number of occurrence frequency of necessary condition on the resource $R_{i}$ (both types),
$q_{i u}$ - which shows, whether the necessary condition was satisfied after the last request or release operation with $R_{i}\left(q_{i u}=1\right.$ if it was, otherwise 0$)$,
$M_{i u}$ - which shows the value of $M$ at the last change of $q_{i}$, and
$w_{i \text { min }}$ - which jis the smallest $w_{k}$ of $R_{i}$ or the $P_{j}$ 's connected to it (the connected processes have at least one edge to the reusable resource $R_{i}$, or they are producers of the consumable resource $R_{i}$ ).

With the above numbers we can formulate the feasibility of the prescribed protections. The protection degrees can be satisfied in the case of deadlock due to one resource, if the occurrence probability of necessary condition $\left(q_{i} / M\right)$ is smaller than the smallest $w_{k}$ of $R_{i}$ and the processes concerned ( $w_{i \min }$ ), thus $q_{i} / M<w_{i \min }$.

To the determination of deadlock probability due to more resources assume, that $P_{j}$ is executing an operation with the resources of $R^{*} \subseteq R$. Then we try to build the graph, beginning with $P_{j}$ through the resources of $R^{*}$ in the case of request, and beginning with the resources of $R^{*}$ through $P_{j}$ in the case of acquisition, i.e., we try to put the nodes into levels from the root $(s)$ through the directly, secondarily etc. accessible nodes, where the $k$-th level consists of such resources or processes, to which there is an edge directed from at least one node of the ( $k-1$ )-th level. Thereby every node on the $k$-th level is accessible from the root (s) ( $P_{j}$ or $R^{*}$ ). Executing the request or acquisition operation the edges between the first and second level are existing surely, and our purpose is to examine the probability of a directed cycle in the graph, due to the newly introduced edges. Assume that after a request operation of $P_{j}, P_{j}$ appears once more say on the $k$-th level. This means a directed cycle, which includes the nodes $P_{j}, a_{1}, \ldots, a_{k-2}, P_{j}$. Mentioned previously the probability of $P_{j} \rightarrow a_{1}$ edge is considered to be 1 , and the probability of a certain, say $a_{n} \rightarrow a_{n+1}$, edge in the cycle is $k_{n, n+1} / M$ or $b_{n, n+1} / M$ depending on the type of the edge (request or acquisition). Since the processes perform their request and acquisition operations in a nondeterministic manner, the existence of any two edges are independent events, and so the probability of any cycle in the graph can be obtained by multiplying the occurrence probabilities of the edges in the cycle. The correlation between the cycles are ignored and so the access probability of a node accessible through more than one paths is substituted with the highest probability of paths.

But the complete tracing of the cycles is unnecessary, because we are interested - in the feasibility of the prescribed protections, and not in the exact probability of a cycle. If there is an $a_{i}$ in the former example, for which the probability of getting from $P_{j}$ to $a_{i}$ is smaller than the smallest $w_{k}$ of nodes on the mentioned path, then the further examination of this cycle can be ignored, since the prescribed protec-
tion degrees are already satisfied on this path. For the sake of simplicity the existence of low probability parallel paths is neglected in this algorithm.

Summarizing we must continue the cycle detection from $P_{j}$, until:

1. for all paths from $P_{j}$ the condition mentioned above is fulfilled, and so we can satisfy the protection degrees, or until
2. $P_{j}$ occurs once more in the graph, and the condition has not been fulfilled yet, so in this case we cannot satisfy the protection degrees for the nodes in the cycle.

In the case of an acquisition operation executed by $P_{j}$ the graph building and the examinations can be made similarly.

The time complexity of the algorithm ([6]) performing the above examinations is less than $m n$, since the examination of feasibility on one resource requires one step only (altogether $m$ steps), and the number of steps needed at the cycle detection is surely less than $m n$, because not all the $2 m n$ edges are considered. The other essential advantage of the strategy is the option of giving different protection degrees to processes and resources. Thus it is possible to rise the protection degree of a process as a function of the performed work.

The strategy can be mixed with others, too. Thus it is easy to apply prevention or avoidance methods instead of statistical ones on singular resources. This is the case on every $R_{i}$, where $w_{i \text { min }}=0$.
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# On the Garden-of-Eden problem for one-dimensional cellular automata 

By L. K. Bruckner

Definitions. 1. A cellular automaton (further on shortly CA) is a structure

$$
U=\left(A, Z^{d}, x, f\right)
$$

where
A - finite, nonempty set. It represents the set of states that can be taken by any cell.
$Z^{d}$ - set of $d$-tuples of integers.
$x-\left(\xi_{1}, \ldots, \xi_{n}\right)$, neighborhood function $\xi_{i} \in Z^{d},(i=1, \ldots, n)$.
The neighborhood of a cell is the $n$-tuple

$$
N(s)=s+\xi_{1}, s+\xi_{2}, \ldots, s+\xi_{n}
$$

where $s+\xi_{i},(1 \leqq i \leqq n)$ is the componentwise sum of the $d$-tuples. We say, that the neighborhood size of the CA is $n$.
$f$ - local transformation function, $f: A^{n} \rightarrow A$. As it is a discrete function, it can be defined by a table. This table will be called the defining table of the local transformation function.
2. The local transformation function (its defining table) will be called balanced, if each $a \in A$ occurs as a value of the function just as many times.
3. A configuration is a mapping $c: Z^{d} \rightarrow A$. The set of all configurations will be denoted by $C\left(C=\left(c \mid c: Z^{d} \rightarrow A\right)\right)$.
4. A mapping $F: C \rightarrow C$ defined from a local transformation $f$ as follows will be called global transformation function

$$
F(c)=c^{1} \quad \text { if } \quad c^{1}(s)=f[c(N(s))] \quad s \in Z^{d}
$$

where $c(N(s))$ is the restriction of mapping $c$ to $N(s)$.
5. $a_{0} \in A$ is a quiescent state if $f\left(a_{0}, \ldots, a_{0}\right)=a_{0}$. A quiescent state is always supposed to exist.

REMARK. Instead of any neighborhood an arbitrary $d$-dimensional array can be considered that contains the given neighborhood. The transition depends on the joined cells trivially, i.e., it is independent of them.

Further we assume such a neighborhood.
6. A configuration $c \in C$ is of finite support if only a finite number of values of $c: Z^{d} \rightarrow A$ differs from $a_{0}$. This finite set of cells in $c$ will be called the support of the configuration. Denote by $C_{F}$ the set of all configurations of finite support.
7. A configuration $c \in C$ will be called Garden-of-Eden or briefly Eden if there is no $c_{1} \in C$ such that $F\left(c_{1}\right)=c$. This concept can be defined considering $C_{F}$ instead of $C$ as well.

It would be important to know whether a given CA contains Eden-configuration or not, for it is closely related to function $F$. More exactly, if there exists an Edenconfiguration in a CA, the mapping $F$ is not surjective.

Amoroso and Patt created an algorithm [1] by means of which it can be decided for an arbitrary one-dimensional CA whether it contains Eden or not.

Algorithm of Amoroso and Patt:
Construct a finite graph (a tree) each node of which will be a subset of all $n$-tuples in $A^{n}$ with equal images of $f$. Select an element $b \in A$, let the (unique) node.$N$ at level 0 be the set of all $n$-tuples $\left(a_{1}, \ldots, a_{n}\right)$ such that $f\left(a_{1}, \ldots, a_{n}\right)=b$. For each node $N$ at level $i(>0)$ construct for each $a \in A$ a node $N_{a}$ at level $i+1$ as it follows. If $\left(a_{1}, \ldots, a_{n}\right)$ is an element in the set corresponding to $N$, the set corresponding to $N_{a}$ will consist of exactly those $n$-tuples ( $\left.a_{2}, \ldots, a_{n}, d\right),(d \in A)$ for which $f\left(a_{2}, \ldots, a_{n}, d\right)=a$. A directed arc labeled by $a$ is then drawn from node $N$ to node $N_{a}$.

If for each $\left(a_{1}, \ldots, a_{n}\right)$ at $N$ there are no such elements $d$, then this node $N_{a}$ is not included in the graph and we say that $N$ is terminal node in the graph.

If during the construction process a number of nodes appear at the same or different levels, all nodes associated with the same subset of $A^{n}$ then each one will be a distinct node in the graph, but only one, arbitrarily chosen, will be extended. This process must terminate since there is a bound on the number of possible subsets of $A^{n}$.

Theorem 1. In a CA $(A, Z, x, f)$ if there is no Eden of finite support then there is no terminal node in the graph constructed above.

Proof. If we get the terminal node across the arcs $b b_{1} \ldots b_{k}$, it is easy to show that the configuration having this support has no preimage under $F$.

Theorem 2. In a CA $(A, Z, x, f)$ if the defining table of the local transformation function is not balanced then there exists an Eden of finite support in the CA.

Proof. Will be given by means of the algorithm of Amoroso and Patt. Let $n$ be the neighborhood size of the CA. Denote by $|A|$ the number of elements in the set $A$. We shall see if there is a node in the graph which contains $k n$-tuples, then continuing the process we get a node containing not more than $k-1 \cdot n$-tuples.

Suppose the contrary. Construct $n$ levels of the graph, in this case the equal nodes too. On level $n$ there are $|A|^{n}$ nodes. The number of $n$-tuples in each node is $k$ because of our assumption. It should be clear from the construction process that for each $a_{i} \in A$ there are $|A|^{n-1}$ nodes on level $n$, which contains $n$-tuples having image $a_{i}$ under $f$. (If it were not so, we should have a terminal node.) We show that all of such $n$-tuples are contained exactly $k$-times on level $n$. On the
first level there are $k n$-tuples containing $a_{i}$ as a last element, (for each $a_{i} \in A$ ) because we join all $a_{i} \in A$ to each $n$-tuple of level 0 . These elements in the tailes of the $n$-tuples are shifting forward on each level, and to each tail every $a_{i} \in A$ joins. So we get all of the $n$-tuples of $A k$-times on level $n$. For each $a_{i} \neq a_{j}$ if the sets of $n$-tuples are disjoint and the multiplicity is always $k$ then for each $a_{i} \in A$ there are exactly $|A|^{n-1} n$-tuples having image $a_{i}$. So the table of the local transformation function is balanced which is contradiction.

So the statement is valid for each $k$, and for $k=1$ we shall get to a terminal node. Then from Theorem 1 it follows the existence of an Eden configuration.

Remark. The converse of the theorem above is not true, there exists a transformation function which has balanced defining table, but the CA contains Eden configuration. For example: $A=2, n=3$, denote the two states of the cells 0 and 1 . Let us construct the graph beginning with the $n$-tuples having image 0 . (This defines the function $f$ as well.)


We have got to a terminal node, so the CA has Eden configuration.
We have the following sufficient condition:
Theorem 3. If the defining table of the local transformation function is balanced and it holds for each $a_{i} \in A$ that taking away the first elements from the $n$-tuples having image $a_{i}$ under $f$, there are no equal ones among the left $n$-1-tuples: or this is valid for the last elements, then the CA has no Eden configuration.

Proof. Construct the graph beginning with the $n$-tuples having image an arbitrary $a_{i} \in A$.

1. If the last $n-1$-tuples are different, on the following level all of the $n$-tuples appear. This is valid for all nodes so further we shall have the same nodes.
2. If the first $n$-1-tuples are different then from each $n$-tuple we get $|A|$ $n$-tuples which are in different nodes. Therefore, we shall never get to a terminal node.
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#### Abstract

This article gives a necessary and a sufficient condition for the existence of an Eden confguration in one-dimensional cellular automata.
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# Linear parallel maps of tessellation automata 

By E. Katona

The $s$-state cellular automaton, where the local map computes the modulo-s sum of all neighbour-states, has very useful algebraic properties (see [1]). The principle of this cellular automaton will be generalized in this paper, as far as it is possible, applying inhomogeneous tessellation automata (defined in [2], [6] and below), so we get the concept of linear parallel maps. A wide class of parallel maps is obtained in such a way, keeping the good algebraic properties of the structure in [1].

The present work discusses the fundamental characteristics of linear parallel maps, giving some examples and applications to demonstrate the theoretical results. Finally, we mention an open problem showing that many further investigations are possible in the area.

## 1. Definitions

In [6] a general conception is developed for practical construction and application of cellular automata. On the basis of it we have given a strong generalization for the concept of cellular automaton in [2], those definitions are repeated below.

Definition. An inhomogeneous cellular automaton (in short CA) is a fourtuple $(C, A, N, \Phi)$, where
$C=\left\{c_{1}, \ldots, c_{m}\right\}$ is the finite set of cells,
$A=\{0,1, \ldots, s-1\}$ is the finite set of cell-states,
$N: c_{i} \mapsto\left(c_{i_{1}}, \ldots, c_{i_{n_{i}}}\right)$ is the neighbourhood function,
which assigns to each cell its neighbours. The specification of neighbours may be different cell by cell, i.e. the cellular automaton has a totally arbitrary topology.
$\Phi: c_{i} \rightarrow f_{i}$ is the function-system, which assigns to each cell an $f_{i}: A^{n_{i}} A$ local transition function (local map in short). The local maps also may be different cell by cell.

Note that a nearly homogeneous topology with only a few different local maps is sufficient in practice, yet the theoretical studies need no such a restriction.

The CA works as usual: at time $t=0$ each cell has an initial state. From $t$ to $t+1$ each cell changes its state synchromously so that the new state of a cell depends only on its neighbours, according to the local map.

Defininion. An inhomogeneous tessellation automaton (in short TA) is a triple ( $C, A, N$ ), where the components correspond to the above-mentioned ones. In this case the function-system is time-varying: at time $t$ the TA executes a functionsystem $\Phi_{i}$.

Further usual definitions. A configuration is a possible global state of the TA, formally a mapping $\alpha: C \rightarrow A$. It will be denoted always by Greek letters, and the notation $\alpha=\left(a_{1}, \ldots, a_{m}\right)$, where $a_{i}=\alpha\left(c_{i}\right)$, will be used too. We denote by $\mathscr{A}$ the set of all configurations.

The parallel map induced by a given function-system is a mapping $F: \mathscr{A} \rightarrow \mathscr{A}$, where $F(\alpha)=\beta$ if for all $i f_{i}\left(a_{i_{1}}, \ldots, a_{i_{n_{i}}}\right)=\beta\left(c_{i}\right)$ (the $n_{i}$-tuple $\left(a_{i_{1}}, \ldots, a_{i_{n}}\right)$ denotes the neighbourhood of $c_{i}$ in $\alpha$ ). A mapping $F: \mathscr{A} \rightarrow \mathscr{A}$ will be called a parallel map, if and only if there exists a function-system inducing $F$.

## 2. Linear parallel maps

In [1] an $s$-state homogeneous CA was investigated, with arbitrary dimension and neighibourhood-index, where the local map of any cell computes the sum (in the sense modulo $s$ ) of all neighbour-states. The parallel map of this CA is linear in the following sense: for any configurations $\alpha, \beta: F(\alpha+\beta)=F(\alpha)+F(\beta)$, where $\alpha+\beta$ denotes the configuration satisfying $(\alpha+\beta)\left(c_{i}\right)=\alpha\left(c_{i}\right)+\beta\left(c_{i}\right)$ for any i. This property is indispensable to prove the most important characteristic of this CA: it reproduces an arbitrary pattern in $s^{q}$ steps if $q$ is great enough (see [1]).

In the following we define the concept of linear parallel maps in general.
Let ( $C, A, N$ ) be a TA such that the set $A$ forms a finite commutative ring with identity element, whose operations are denoted by + and $\cdot$. In the most simple case $A$ is a residue-class-ring, namely $A=\{0,1, \ldots, s-1\}$ and the two operations are the modulo-s addition and multiplication.

Further a configuration $\alpha$ will be considered as a vector ( $a_{1}, \ldots, a_{m}$ ) over the ring $A$. If $\alpha=\left(a_{1}, \ldots, a_{m}\right)$ and $\beta=\left(b_{1}, \ldots, b_{m}\right)$ then the configurations $\alpha+\beta$ and $k \cdot \alpha$ are defined in the usual way: $\alpha+\beta:=\left(a_{1}+b_{1}, \ldots, a_{m}+b_{m}\right)$ and $k \cdot \alpha:=\left(k a_{1}, \ldots\right.$ $\ldots, k a_{m}$ ).

It is clear that the following holds:
Theorem 1. The set $\mathscr{A}$ of all configurations forms an $m$-dimensional vectorspace over the ring $A$.

Definition. A parallel map. $F$ is called a linear parallel map, if it is a linear transformation of the vector-space $\mathscr{A}$ onto itself: $F(\alpha+\beta)=F(\alpha)+F(\beta)$ and $F(k \cdot \alpha)=k \cdot F(\alpha)$ holds for any $k \in A$ and $\alpha, \beta \in \mathscr{A}$.

It is well-known from algebra (see [3]), that a map $F: \mathscr{A} \rightarrow \mathscr{A}$ is linear iff there exists a matrix $K$ of type $m \cdot m$ over $A$ such that for any $\alpha(\in \mathscr{A}), F(\alpha)=K \cdot \alpha$ holds (here $\alpha$ is considered a matrix of type $m \cdot 1$ ). Using this fact the following result can be proved.

Theorem 2. A parallel map $F$ is linear iff each local map has the form $f_{i}\left(a_{i_{1}}, \ldots, a_{i_{n_{i}}}\right)=k_{i i_{1}} a_{i_{1}}+\ldots+k_{i i_{n_{i}}} a_{i_{n_{i}}}$, where $k_{i i_{1}}, \ldots, k_{i i_{n_{i}}} \in A$.

Proof. If $F$ is a linear parallel map then $\exists K: \forall \alpha: F(\alpha)=K \cdot \alpha$. So we get: $f_{i_{1}}\left(a_{i_{1}}, \ldots, a_{i_{n_{i}}}\right)=k_{i 1} a_{1}+\ldots+k_{i m} a_{m}$ for any $i$. However if. $c_{j}$ is not a neighbour of $c_{i}$, then $k_{i j}$ must be equal to 0 .

Conversely, if each $f_{i}$ forms a linear combination, then the matrix $K$ is constructable in the following way: if $c_{j}$ is a neighbour of $c_{i}$ then let $k_{i j}$ be the coefficient corresponding to $c_{j}$ in the formula of $f_{i}$. If $c_{j}$ is not a neighbour of $c_{i}$ then $k_{i j}:=0$.

## 3. One-to-one parallel maps

From [3] we recall the following result: A matrix $K$. over the ring $A$ has an inverse $K^{-1}$ iff the determinant of $K$ is not a zero-divisor. (An element $a(\in A)$ is called zero-divisor if there exists a nonzero element $b(\in A)$ such that $a \cdot b=0$.)

Applying this result to parallel maps we get
Theorem 3. A linear parallel map $F$ is one-to-one iff the determinant of its matrix is not a zero-divisor.

Considering a two-state CA we have a more concrete result
Theorem 4. A linear parallel map $F$, induced by a two-state CA, is one-to-one iff the number of such distinct permutations $p: C \rightarrow C$, where for any $i, p\left(c_{i}\right)$ is a "real" neighbour of $c_{i}$, is odd. ( $c_{j}$ is called a "real" neighbour of $c_{i}$, if the local map $f_{i}$ depends on the state of $c_{j}$.)

Proof. The ring $A=\{0,1\}$ is zero-divisor-free (it is a field); therefore we must prove: the determinant $D$ of the matrix of $F$ has the value 1 iff the right-hand condition above holds. By the definition, $D=\sum_{p}(-1)^{I} \cdot k_{1 p_{1}} \ldots k_{m p_{m}}$ where $p$ is a permutation $C \rightarrow C$ and $p_{i}$ denotes $p\left(c_{i}\right)$. The factor $(-1)^{I}$ may be eliminated because in the field $\{0,1\}$ the elements -1 and 1 are equal. Further we have: $D=1$ iff the number of permutations satisfying $k_{1 p_{1}} \cdot \ldots \cdot k_{m p_{m}}=1$ is odd, where $k_{i j}=1$ means that $c_{j}$ is a real neighbour of $c_{i}$.

Example. Let ( $C, A, N, \Phi$ ) be a one-dimensional two-state CA interconnected into a circle (i.e., $c_{1}$ and $c_{m}$ are neighbours), where $N\left(c_{i}\right)=\left(c_{i}, c_{i+1}\right)$ and $f_{i}\left(a_{i}, a_{i+1}\right)=a_{i}+a_{i+1}$ for any $i$. The parallel map of this CA is not one-to-one; because there are two permutations satisfying the condition in Theorem 4: $p_{1}\left(c_{i}\right)=c_{i}$ and $p_{2}\left(c_{i}\right)=c_{i+1}$ for any $i$. However this parallel map can be made one-to-one modifying only one among the local maps on $f_{i}\left(a_{i}, a_{i+1}\right)=a_{i}$, since in this case we have only the permutation $p_{1}$.

In these two examples the bijectivity of $F$ was independent of $\dot{m}$. Note that in other cases it depends strongly on the size of the given CA (see [4]).

## 4. Decision procedure for bijectivity and reversibility

Definition. A parallel map $F$ is called (locally) reversible, if it is one-to-one and $F^{-1}$ is also a parallel map. The function-system, which generates $F^{-1}$, is called the reverse function-system.

In this paragraph a simple procedure is presented (realizable in practice by the
simulation of the CA), which decides that whether or not a linear parallel map $F$ induced by a $\mathrm{CA}(C, A, N, \Phi)$ is one-to-one (i.e. bijectiv). If it is, then we can decide its reversibility and construct the reverse function-system too.

Let the CA start from a configuration $\varepsilon_{i}=(0, \ldots, 0, \stackrel{i}{1}, 0, \ldots, 0)$ until it reaches a cycle (i.e. until a time $t_{2}$, for which $\exists t_{1}\left(<t_{2}\right): F^{t_{1}}\left(\varepsilon_{i}\right)=F^{t_{2}}\left(\varepsilon_{i}\right)$ ). If this procedure was executed for any $\varepsilon_{i}(i=1, \ldots, m)$, then we have one of the following two cases:
(i) There exists an $\cdot \varepsilon_{i}$ such that in its cycle (from $F^{t_{1}}\left(\varepsilon_{i}\right)$ to $F^{t_{2}}\left(\varepsilon_{i}\right)$ ) the configuration $\varepsilon_{i}$ is not occuring. This implies that there exist $\alpha, \beta$ such that $\alpha \neq \beta$ and $F(\alpha)=F(\beta)$, i.e., $F$ is not one-to-one.
(ii) Each $\varepsilon_{i}$ generates a cycle returning into itself. Consequently each $\varepsilon_{i}$ has a predecessor $F^{-1}\left(\varepsilon_{i}\right)$. Since $\varepsilon_{1}, \ldots, \varepsilon_{m}$ is a basis of the vector-space $\mathscr{A}$, therefore $F$ is one-to-one, $F^{-1}$ is linear too and its matrix consists of the columns $F^{-1}\left(\varepsilon_{1}\right), \ldots$ $\ldots, F^{-1}\left(\varepsilon_{m}\right)$. Moreover, $F^{-1}$ is a parallel map iff its matrix has zero elements for each $(i, j)$ where $c_{j}$ is not a neighbour of $c_{i}$.

Summarizing our-results, we get
Theorem 5. A linear parallel map $F$ is one-to-one iff for any $i$ the configuration $\varepsilon_{i}=(0, \ldots, 0, i, 0, \ldots, 0)$ has a predecessor $F^{-1}\left(\varepsilon_{i}\right)$. Furthermore $F$ is reversible iff every $F^{-1}\left(\varepsilon_{i}\right)$ has only the neighbouring cells of $c_{i}$ in nonzero state.

Note that a homogeneous $C A$ shows the same behaviour for any $\varepsilon_{i}$, consequently it is sufficient to investigate it starting from $\varepsilon_{1}$. Our procedure is powerful practically only in this case.

Example. A homogeneous CA $(C, A, N, \Phi)$ is considered (a so-called Linden-mayer-CA, investigated in [4]) where

$$
\begin{aligned}
& C=\left\{c_{1,1}, \ldots, c_{8,8}\right\} \text { is a two dimensional matrix, } \\
& A=\{0,1\} \\
& N: c_{i j} \rightarrow\left(c_{i j}, c_{i-1, j}, c_{i+1, j}, c_{i, j-1}, c_{i, j+1}\right)
\end{aligned}
$$

for any $i, j$. The indexes are interpreted cyclically (for example $N\left(c_{1,1}\right)=$ $=\left(c_{1,1}, c_{8,1}, c_{2,1}, c_{1,8}, c_{1,2}\right)$, hereby the edges are interconnected into a torus (homogeneous topology).
$\Phi: c_{i j} \rightarrow f$ for any $i, j$, where $f$ computes the modulo- 2 sum of all neighbourstates. So $\Phi$ induces a linear parallel map.

Starting this CA from the configuration $\varepsilon_{4,4}$ a four-step cycle is obtained (Figure 1). Since the CA is homogeneous, so each $\varepsilon_{i j}$ shows an analogous behaviour.* This implies that our CA generates a one-to-one parallel map F. But, at the same time, in the configuration $F^{-1}\left(\varepsilon_{4,4}\right)$ (see step 3 ) there are 16 cells, not neighbouring with $c_{4,4}$, in nonzero state. Consequently the CA is not locally reversible.
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Figure 1

Note that we can construct a reverse CA to the above-mentioned one, as follows: let $N$ be a homogeneous torus-topology on the set $C=\left\{c_{1,1}, \ldots, c_{8,8}\right\}$ such that e.g. $N\left(c_{4,4}\right)$ contains the cells having the state 1 in $F^{-1}\left(\varepsilon_{4,4}\right)$ (see step 3 in Figure 1), and let $\Phi$ be such that each local map computes the modulo-2 sum of all neighbourstates. This CA generates the parallel map $F^{-1}$.

## 5. The problem of the synthesis

In this point we mention an important open problem in the theory of TA (it was investigated in [5], in case of one-dimension) which, if only linear parallel maps are considered, simplifies into a matrix-theoretical problem.

It is obvious that for some linear parallel maps $F_{1}$ and $F_{2}$ with matrixes $K_{1}$ and $K_{2}$, respectively, the mapping $F_{2} \circ F_{1}$ is linear too, and has the matrix $K_{2} \cdot K_{1}$. We have the following problem:

If $(C, A, N)$ is a TA and $F: \mathscr{A} \rightarrow \mathscr{A}$ is an arbitrary linear mapping, then whether or not there exist linear parallel maps $F_{1}, \ldots, F_{n}$ such that $F_{n} \circ \ldots \circ F_{1}=F$. If we have no such a row of parallel maps, then what extension of the neighbourhood function $N$ is needed to that?

Because in the matrix of any parallel map each element $k_{i j}=0$, for which $c_{j}$ is not a neighbour of $c_{i}$, so the problem described above alters into an algebraic question: which index-sets $I=\left\{\left(i_{1}, j_{1}\right), \ldots,\left(i_{r}, j_{r}\right)\right\}$ do satisfy, that an arbitrary matrix $M$ over $A$ is decomposable into a product $M_{1} \cdot \ldots \cdot M_{n}$, where each component $M_{i}$ contains nonzero elements only with indexes in $I$ ?

Note that in [5] it was proved that for a usual (i.e. infinite, homogeneous) onedimensional TA such finite index set (i.e. a finite neighbourhood) does not exist.

## 6. Concluding remarks

In this work a special class of cellular automata was studied having linear parallel maps and - consequently - linear algebraic properties. In Theorem 2 were characterized the local maps inducing linear parallel maps; further it was shown that many interesting problems in the theory of cellular automata (e.g. the Garden-of-Eden problem, reversibility, synthesis-problem) can be investigated easily in this linear case, applying the results of linear algebra.
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# Schützenberger's monoids* 

By K. H. Kim and F. W. Roush

In [1], Schützenberger proposed the following problem. "Give an algorithm to construct inductively all finite monoids $M$ which contain a submonoid $P$ satisfying

$$
\begin{aligned}
& \left(U_{s}\right) m, m^{\prime} \in M \& m m^{\prime}, m^{\prime} m \in P \Leftrightarrow m, m^{\prime} \in P \\
& \left(N_{d}\right) m \in M \Rightarrow P \cap M m M \neq \emptyset
\end{aligned}
$$

and (to limit the problem to its essential) which are such that $P$ is not a union of classes of a nontrivial congruence on $M$."

Definition 1. $A\left(U_{s}, N_{d}\right)$-submonoid of monoid $M$ is a submonoid $P$ satisfying the two conditions ( $U_{s}$ ) and $\left(N_{d}\right)$. Such a submonoid is simple if $P$ is not a union of classes of a nontrivial congruence on $M$.

Theorem 1. Let $P$ be a simple $\left(U_{s}, N_{\mathrm{d}}\right)$-submonoid of a finite monoid $M$. Then $P$ contains all invertible elements of $M$. If $x \in P$ and the $\mathscr{H}$-class of $x$ is a group then $P$ contains the entire $\mathscr{H}$-class of $x$. Some element of the lowest $\mathscr{D}$-class of $M$ belongs to $P$. All $\mathscr{H}$-classes of the lowest $\mathscr{D}$-class $D_{0}$ of $M$ contain only one element. And $P$ contains the centralizer of any element of $D_{0} \cap P$.

Proof. Let $P$ be a simple $\left(U_{s}, N_{d}\right)$-submonoid of $M$, and let $D_{0}$ be the lowest $\mathscr{D}$-class of $M$. Condition ( $N_{d}$ ) is equivalent to stating that $P$ contains some element $z$ of $D_{0}$. Suppose $x$ belongs to $P$ and the $\mathscr{H}$-class of $x$ is a group. Let $e$ be the identity element of this $\mathscr{H}$-class and $y$ any other element of the $\mathscr{H}$-class. Then $e x=x e=x$ implies $e$ belongs to $P$. And $y y^{-1}=y^{-1} y=e$ implies $y$ belongs to $P$. Therefore $P$ contains the entire $\mathscr{H}$-class of $x$, and also the $\mathscr{H}$-classes of all elements of $P$ in $\dot{D}_{0}$. Also $P$ contains the $\mathscr{H}$-class of the identity element of $M$. Therefore it contains all invertible elements of $M$.

Let $\alpha$ be the equivalence relation $x \mathscr{L} y$ if and only if $x=y$ or $x, y \in D_{0}$ and $x \mathscr{H} y$. We claim $\alpha$ is a congruence. Let $x, y \in D_{0}$ and $x \mathscr{H} y$. Let $e$ be the idempotent of this $\mathscr{H}$-class. Let $a \in M$. Then $a x=(a e) x$ and $a y=(a e) y$. The $\mathscr{D}$-class $D_{0}$ is a finite simple semigroup, and $a e \in D_{0}$ and $x \mathscr{H} y$ in $D_{0}$. By the structure of

[^3]finite simple semigroups (Suschkevitch's theorem) this implies (ae)x $\mathscr{H}(a e) y$. Likewise xa $\mathscr{H}$ ya. Therefore $\alpha$ is a congruence. If the $\mathscr{H}$-classes of $D_{0}$ contain more than one element the congruence $\alpha$ is nontrivial. Since $P$ is a union of classes of $\alpha$, this would mean $P$ is not simple. Therefore the $\mathscr{H}$-classes of $P$ contain only a single element.

Let $c$ belong to the centralizer of $z \in D_{0} \cap P$. Then $c z=z c=z z c=z c z=z(z c z) z$ since $z$ is idempotent. But $z(z c z) z$ lies in the $\mathscr{H}$-class of $z$. Since this $\mathscr{H}$-class contains only one element $c z=z c=z$. Therefore $c \in P$. This proves the theorem.

Notation. (1) Let $|X|$ denote the cardinality of a set $X$.
(2) Let $B_{n}$ denote the semigroup of binary relations on an $n$-element set.
(3) Let $T_{n}$ denote the semigroup of transformations on an $n$-element set.

Corollary. Let $M, P$ be as in the preceding theorem and let $|M|>1$, and let 1 be the monoid identity. Then $M$ cannot be abelian, contain a zero, be an inverse semigroup, $B_{n}, T_{n}$, or $G L S(n, F)$.

Proof. The preceding theorem implies that $D_{0}$ must contain more than one $\mathscr{H}$-class, else $D_{0}$ would be a single zero element and $P=M$. For $|M|>1, P$ would not be simple. In particular $M$ cannot contain a zero. This rules out all the above types of semigroups except $T_{n}$.

Suppose $M=T_{n}, n>1$. Then the symmetric group belongs to $P$. Therefore all rank 1 transformations belong to $P$. This implies all transformations belong to $P$, by condition $\left(U_{s}\right)$. Therefore for $n>1, M$ is not simple.

Proposition 2. Let $P$ be a $\left(U_{s}, N_{d}\right)$-submonoid of the finite monoid $M$. Let $\alpha$ be the relation $x \alpha y$ if and only if for all $u, v \in M$ (uxv $\in P$ if and only if $u y v \in P$ ). Then $\alpha$ is a congruence on $M$ and $P$ is a union of classes of $\alpha$. Let $M_{0}, P_{0}$ be the quotients of $M, P$ by $\alpha$. Then $P_{0}$ is a simple $\left(U_{s}, N_{d}\right)$-submonoid of $M_{0}$.

Proof. It is immediate that $\alpha$ is an equivalence relation, and a computation shows that $\alpha$ is a congruence. Suppose $x \alpha y$ and $y \in P$. Take $u=v=1$, the identity of the monoid. Then $x \in P$. Therefore $P$ is a union of classes of $\alpha$. Let $M_{0}, P_{0}$ be the quotients of $M, P$ by $\alpha$. Suppose $P_{0}$ is a union of classes of some congruence $\beta$. Let $M_{1}, P_{1}$ be the quotients of $M_{0}, P_{0}$ by $\beta$. Let $h_{1}: M \rightarrow M_{0}$ and $h_{2}: M_{0} \rightarrow M_{1}$ be the quotient homomorphisms. Let $\gamma$ be the congruence on $M$ such that $x \gamma y$ if and only if $(x) h_{1} h_{2}=(y) h_{1} h_{2}$. If $\beta$ is a nontrivial congruence, there exist $x, y$ such that $x \gamma y$ but not $x \alpha y$. By symmetry we may assume that for some $u, v \in M$, $u x v \in P$ and $u y v \notin P$. Therefore ( $u x v$ ) $h_{1} h_{2} \in P_{1}$ but ( $\left.u y v\right) h_{1} h_{2} \ddagger P_{1}$. But $(x) h_{1} h_{2}=$ $=(y) h_{1} h_{2}$. Therefore $(u x v) h_{1} h_{2}=(u y v) h_{1} h_{2}$. This is a contradiction. This proves the proposition.

Definition 2. Let $G$ be a free monoid on generators $x_{1}, x_{2}, \ldots, x_{k}$. If $W$ is a word of $G$ a segment of $G$ is a word formed by the $i$-th through $j$-th letters of $W$ in order, for some $i<j$. If $i=1$, the segment is called initial. If $j=n$ the segment is called terminal. Let $G_{n}$ be the homomorphic image of $G$ in which $W_{1}=W_{2}$ if and only if $W_{1}$ and $W_{2}$ have the same length $n$ initial segment or $W_{1}=W_{2}$.

Theorem 3. Let $W_{0}$ be a word of length $n$ in $G$ such that no initial segment of $W_{0}$ equals a terminal segment of $W_{0}$, other than the segment $W_{0}$ itself. Let
$P=\left\{1, W_{0}\right\}$. Then $P$ is a $\left(U_{s}, N_{d}\right)$-submonoid of $G_{n}$. Let $\alpha$ be the relation on $G_{n}$ such that $x \alpha y$ if and only if for all $u, v \in G_{n}: u x v \in P$ if and only if uyv $\in P$. Then $P / \alpha$ is a simple $\left(U_{s}, N_{d}\right)$-submonoid of $G_{n} / \alpha$. Suppose the last letter of $W_{0}$ is not $x_{1}$. Let $S$ be the set $\left\{1, x_{1}^{n}\right.$, all segments of $W_{0}, W x_{1}^{n-r}$ such that $W$ is a terminal segment of length $r$ of $W_{0}$ which also equals a nonterminal segment of $\left.W_{0}\right\}$. Then $S$ contains exactly one element from each class of $\alpha$. Products in $G_{n} / \alpha$ can be described as follows. Take the product $Y$ in $G_{n}$ and reduce as follows. If $Y=$ some element of $S$, the product is $Y$. Suppose $Y$ does not equal an element of $S$. Suppose an initial segment $t$ of $Y$ equals a terminal segment of $W_{0}$ of length $r$, where $r$ is a maximum. Then if $t$ equals a nonterminal segment of $W_{0}$ the product in $G_{n} / \alpha$ is $t x_{1}^{n-r}$. If $t$ does not equal a nonterminal segment of $W_{0}$ the product is $t$. If no initial segment of $Y$ equals a terminal segment of $W_{0}$, then the product is $x_{1}^{n}$.

Proof. The set $P=\left\{1, W_{0}\right\}$ is a submonoid of $G_{n}$ since $W_{0}^{2}=W_{0}$. Suppose for some $W_{1}, W_{2} \in G_{n}, W_{1} W_{2}=W_{2} W_{1}=1$. Then $W_{1}=W_{2}=1$. Suppose $W_{1} W_{2}=$ $=W_{2} W_{1}=W_{0}$. Then if $W_{1}, W_{2} \notin P$, some initial segment of $W_{0}$ equals a final segment. This is contrary to assumption. Therefore $P$ satisfies condition $\left(U_{s}\right)$. The lowest $\mathscr{D}$-class of $G_{n}$ consists of all length $n$ words. Therefore $W_{0}$ belongs tò this lowest $\mathscr{D}$-class. Therefore $P$ satisfies condition $\left(N_{d}\right)$. It follows from Proposition 2 that $G_{n} / \alpha$ is simple. It remains to describe the relation $\alpha$. Suppose $x$ has the property that $x$ is not a segment of $W_{0}$ and $x$ is not 1 and no initial segment of $x$ equals a final segment of $W_{0}$. It follows that $u x v$ equals $W_{0}$ if and only if $u$ equals $W_{0}$. Since $x_{1}^{n}$ also has this property, $x \alpha x_{1}^{n}$. Suppose $x \notin S$ and an initial segment $t$ of $x$ equals a terminal segment of $W_{0}$ of length $r$, where $r$ is maximal. Suppose $t$ equals a nonterminal segment of $W_{0}$. If $u x v=W_{0}$ then $u x=W_{0}$ since $x$ is not a segment of $W_{0}$. Therefore $u t=W_{0}$. Therefore $u t x_{1}^{n-r}=$ $=W_{0}$. Suppose $u t x_{1}^{n-r} v=W_{0}$. Then $u t x_{1}^{n-r}=W_{0}$ since the length of $t x_{1}^{n-r}$ is $n$. Therefore $u t=W_{0}$ since the last letter of $W_{0}$ is not $x_{1}$. Therefore $u x v=W_{0}$. This proves $x \alpha t x_{1}^{n-r}$. Suppose $t$ does not equal a nonterminal segment of $W_{0}$. Then we have $x \alpha t$ by a similar argument. This proves that $S$ contains at least one element from every class of $\alpha$. Suppose $y \alpha z$ where $z=1$. Then $y \in P$. Therefore $y=1$ or $W$. But $z x_{1} \notin P$ implies $y x_{1} \notin P$ which implies $y \neq W$. So $y=1$. Suppose $y \alpha z$ where $z$ is a nonterminal segment of $W_{0}$. Let $W_{0}=z_{1} z z_{2}$ in $G$. Then $z_{1} y z_{2}=$ $=W_{0}$. Suppose $y$ had length greater than $z$. Then $z_{1} y z_{3}=W_{0}$ in $G_{n}$ where $z_{3}$ is obtained from $z_{2}$ by omitting the last letter of $z_{2}$. But $z_{1} z z_{3} \neq W_{0}$. This contradicts $y \alpha z$. Therefore the length of $y$ is not more than the length of $z$. So $z_{1} y z_{2}=$ $=z_{1} z z_{2}$ in $G$. So $y=z$. If $z$ is a terminal segment of $W_{0}$ which does not equal a nonterminal segment of $W_{0}$, we have shown above that $z \alpha z x_{1}^{n-r}$ where $r$ is the length of $z$. Suppose $y \alpha z x_{1}^{n-r}$ where $z$ is any terminal segment of $W$ of length $r$. Then $y$ does not equal a nonterminal segment of $W_{0}$. Let $W_{0}=z_{1} z$ in $G$. Then $z_{1} y=W_{0}$ in $G_{n}$. Therefore $y=z z_{2}$ for some $z_{2}$. Suppose an initial segment of $y$ of length greater than $r$ equals a terminal segment of $W_{0}$. Then $y \alpha z$ will be false. This proves no two elements of $S$ belong to the same class of $\alpha$. Moreover it completely describes the relation $\alpha$. The description of multiplication in $G_{n} / \alpha$ follows. This proves the theorem.

Concluding Remark. This construction can be generalized in a number of ways. For certain words $W_{0}, P$ will have more than two elements. More than one
word $W_{0}$ of length $n$ can be chosen. A similar construction can be made where $G_{n}$ is replaced by the free monoid band on $x_{1}, x_{2}, \ldots, x_{k}$ and $W_{0}$ is replaced by the word $x_{1} x_{2} \ldots x_{k}$. This will give ( $U_{s}, N_{d}$ )-simple submonoids of semigroups which are bands.


#### Abstract

We study pairs, $P, M, P \subset M$ of monoids such that $P$ contains an element of the lowest $\mathscr{D}$-class of $M$ and $m m^{\prime}, m^{\prime} m \in P$ if and only if $m, m^{\prime} \in P$ for all $m, m^{\prime} \in M$. Such pairs are called simple if $P$ is not a union of classes of a nontrivial congruence on $M$. We show that simple finite pairs $P, M$ have certain characteristics which rule out most familiar semigroups. However we do construct an infinite family of simple, finite $P, M$ pairs.


MATHEMATICS RESEARCH GROUP
ALABAMA STATE UNIVERSITY
MONTGOMERY, ALABAMA 36101
U. S. A.

## Reference

[1] Schützenberger, M. P., Problem 15, Algebraic Theory of Semigroups, Coll. Math. Soc. János Bolyai 20, North-Holland Publishing Company, 1978.
(Received June 5; 1978)

# The cardinality of closed sets in pre-complete classes in $\boldsymbol{k}$-valued logics 

By J. Demetrovics and L. Hannák

## Introduction

Let $E_{k}=\{0,1, \ldots k-1\}$. By a $k$-valued function we shall mean a function $f: E_{k}^{n} \rightarrow E_{k}$, and by $P_{k}$ we denote the set of all those functions. If $A$ is a subset of $P_{k},[A]$ will stand for the set of all superpositions over $A$. (The definition of a superposition over $A$ is the following:

1. $f \in A$ is a superposition over $A$.
2. If $g_{0}\left(x_{1}, \ldots, x_{n}\right), g_{1}\left(x_{11}, \ldots, x_{1 m_{1}}\right), \ldots g_{n}\left(x_{n 1}, \ldots, x_{n m_{n}}\right)$ are either superpositions over $A$ or $g_{i}\left(x_{i 1}, \ldots, x_{i m_{i}}\right)=x_{j}(i=1, \ldots, n)$ then $g_{0}\left(g_{1}\left(x_{11} \ldots x_{1 m_{1}}\right), \ldots, g_{n}\left(x_{n 1}, \ldots x_{n m_{n}}\right)\right)$ is a superposition over $A$.)

The set $A \subset P_{k}$ is closed if $A=[A]$. We call $A$ complete if $[A]=P_{k}$. The closed set $\mathscr{M}$ is precomplete if $\mathscr{M} \sqsubseteq A \subseteq P_{k}$ implies [ $A$ ] $=P_{k}$. I. Rosenberg [8] has given a complete description of the precomplete classes in $P_{k}$. In order to formulate his theorem we need some definitions. An $h$-ary relation $R$ is a subset of $E_{k}^{h}$. If $g$ is an $n$-ary $k$-valued function and $R$ is an $h$-ary relation we say that $f$ preserves $R$ if $\left(f\left(x_{1}^{1}, \ldots, x_{1}^{n}\right), \ldots, f\left(x_{h}^{1}, \ldots, x_{h}^{n}\right)\right) \in R$ whenever $\left(x_{1}^{1}, \ldots, x_{h}^{1}\right) \in R, \ldots$ $\ldots,\left(x_{1}^{n}, \ldots, x_{h}^{n}\right) \in R$ an $h$-ary relation $R$ is called central if it fulfils the following conditions:

1. $\left(a_{1}, \ldots, a_{h}\right) \in R$ whenever not all of $a_{1}, \ldots, a_{h}$ are distinct,
2. for each permutation $\pi$ of $1,2, \ldots, h,\left(a_{1}, \ldots, a_{h}\right) \in R$ if and only if $\left(a_{\pi(1)}, \ldots, a_{\pi(h)}\right) \in R$,
3. $\emptyset \neq \bigcap_{\left(a_{1}, \ldots, a_{h-1}\right) \in E_{k}^{h-1}}\left\{c \mid\left(a_{1}, \ldots, a_{h-1}, c\right) \in R\right\} \neq E_{k}$.

For $a \in E_{k}$ we denote by $[a]_{l}$ the $l$-th digit $(l=0, \ldots, m-1)$ in the expansion $a=\sum_{l=0}^{m-1}[a]_{l} \cdot h^{l}$ of $a$ in the scale of $h$.

We may now state the theorem of Rosenberg as follows:
There are 6 types of precomplete classes in $P_{k}$ and every proper closed subset of $P_{k}$ is contained in at least one precomplete class.

This 6 types are the following:

1. $\mathscr{M}_{\mu}$ the set of all functions which preserve a partial order $\mu$ of $E_{k}$ with greatest and least element.
2. $S_{\pi}$, the set of all functions which preserve the graph of a nonidentical permutation $\pi$ where $\pi$ is the product of cycles with the same prime length.
3. $L_{\sigma}$ the set of all functions which preserve the quaternary relation

$$
\sigma=\left\{\left(a_{1}, a_{2}, a_{3}, a_{4}\right) / a_{1}+a_{2}=a_{3}+a_{4}\right\}
$$

where $\left\langle E_{k},+\right\rangle$ is an elementary Abelian $p$-group.
4. $K_{\theta}$, the set of all functions which preserve the non trivial equivalence-relation $\theta$ of $E_{k}^{2}$.
5. $C_{e}$, the set of all functions which preserve the $h$-ary central relation $\varrho(1 \leqq h \leqq k)$.
6. $H_{R}$, the set of all functions which preserve the relation $R$, where $R$ is for some $h(3 \leqq h \leqq k)$ and for some surjection $\Phi: E_{k} \rightarrow E_{h^{m}}$ the $h$-ary relation

$$
\left|\left\{\left[\Phi\left(x_{1}\right)\right]_{l}, \ldots,\left[\Phi\left(x_{n}\right)\right]_{l}\right\}\right|<h \quad \text { for } \quad l=0, \ldots, m-1
$$

- (Such a relation $R$ is called $h$-regular.)

If $A$ is a closed subset of $P_{k}, v(A)$ will denote the cardinality of the set of all closed sets contained in $A$. Let us denote by $c$ the cardinality of the continuum.

Ju. I. Yanov and A. A. Mučnik [5] have proved that $v\left(P_{k}\right)=c$ for $k>2$. The general result of E. Post [10] implies that $v\left(P_{2}\right)=\aleph_{0}$.

It is a natural question to determine $v(A)$ when $A$ is a precomplete class. In this paper we shall prove the following three statements:
I. if $k>2$ and $M$ is a precomplete class of type $1 ., 4$., 5 ., or 6 . then $v(M)=\mathfrak{c}$,
II. if $k>2$ then $v\left(S_{n}\right) \geqq \aleph_{0}$ for all precomplete classes of type 2 .,
III. $v\left(S_{\pi}\right)=c$ if $k$ is not prime.

The precomplete class $L_{\sigma}$ was investigated by many authors. A. Salomat [8] J. Demetrovics and J. Bagyinszki ([2] and [3]) proved $v\left(L_{\sigma}\right)<\aleph_{0}$ in the case if $k$ is prime. J. Bagyinsziei [1] and A. Szendrei [9] showed that if $k$ is square-free then there are finitely many closed linear classes in $P_{k}$. A. Salooma [8] proved, that $v\left(L_{\sigma}\right) \geqq \aleph_{0}$ if $k$ is not square-free and D. LAU [7] showed that $v\left(L_{\sigma}\right)=\aleph_{0}$ in this case.

## 1. §.

The proof of the first statement is based on the construction of Ju. I. Janov and A. A. MučNIK [5]. They have proved, that the set of functions $\left\{g_{i}\right\}$ defined by

$$
g_{i}\left(x_{1}, \ldots, x_{i}\right)=\left\{\begin{array}{rc}
b & \text { if }\left|\left\{j \mid x_{j}=c\right\}\right|=i \text { or } \\
& \left|\left\{j \mid x_{j}=b\right\}\right|=1 \text { and } \\
& \left|\left\{j \mid x_{j}=c\right\}\right|=i-1 \\
a & \text { in all other cases }
\end{array}\right.
$$

has the property

$$
g_{i} \notin\left[\bigcup_{j \neq i} g_{j}\right]
$$

( $a, b$ and $c$ are pairwise distinct fixed elements of $E_{k}, k>2$ ).

Let $\mu$ be a fixed partial order of $E_{k}$, let a be its least element, $c$ its greatest one and $a<b<c$ such that $\{x \mid b<x<c\}=\emptyset$. In this case every $g_{i}$ preserves $\mu$, that is $v\left(\mathscr{M}_{\mu}\right)=c$. If $\theta$ is a non-trivial equivalence, then we can choose $a \neq b$ such that $a \equiv b(\theta)$. Let $c$ be an arbitrary element of $E_{k}(c \neq a, c \neq b)$. Since $g_{i}\left(x_{1}, \ldots, x_{n}\right) \in\{a, b\}$ all $g_{i}$ preserve $\theta$ and $v\left(K_{\theta}\right)=c$. If $\varrho$ is a central relation of $E_{k}$ then $g_{i}$ preserves $\varrho$ whenever $a$ is an element of the centre of $\varrho$. Hence $v\left(C_{Q}\right)=\mathrm{c}$.

If $R$ is an $h$-regular relation, then we can chose arbitrary distinct elements $a, b, c$. Every $g_{i}$ preserves every $h$-regular relation of $E_{k}$.

Thus we have proved
Theorem 1. If $k>2$ then

$$
\begin{aligned}
v\left(M_{\mu}\right) & =\mathfrak{c} \\
v\left(K_{\theta}\right) & =\mathfrak{c} \\
v\left(C_{e}\right) & =\mathfrak{c} \\
v\left(H_{R}\right) & =\mathfrak{c}
\end{aligned}
$$

for all $\mu, \theta, \varrho, R$ defined in I. Rosenberg's theorem.
A permutation of $E_{k}, \pi$ can be written as a product of disjoint cycles. Such a cycle will be denoted by $c_{i}$. If

$$
\pi=c_{1} \ldots c_{n} \quad \text { and } \quad c_{i}=\left(a_{i 1}, \ldots, a_{i m_{i}}\right)
$$

then $\left\{c_{i}\right\}$ will denote the set $\left\{a_{i 1}, \ldots, a_{i m_{i}}\right\}$.
Lemma 1. Let $k \geqq 3, \pi$ be a permutation in the form $\pi=c_{1} \ldots c_{m}$. If $m>1$ and there are $i, j \leqq m$ such that $i \neq j$,

$$
\left|\left\{c_{i}\right\}\right|=k_{1}, \quad\left|\left\{c_{j}\right\}\right|=k_{2} \quad \text { and } \quad k_{1} \mid k_{2} \quad\left(k_{1} \text { devides } k_{2}\right)
$$

then a set of closed classes of cardinality $\mathfrak{c}$ preserving $\pi$ can be constructed.
Proof. We can assume, that

$$
c_{1}=\left(0, \ldots, a_{n}\right), \quad c_{2}=\left(1,2, \ldots, a_{m}\right) \quad \text { and } \quad\left|\{ c _ { 1 } \} \left\|\|\left\{c_{2}\right\} \mid .\right.\right.
$$

May be that $\left\{c_{1}\right\}=\{0\}$ or $\left\{c_{2}\right\}=\{1,2\}$.
Let $m \geqq 3$ and

$$
g_{m}\left(a_{1}, \ldots, a_{m}\right)= \begin{cases}b \in c_{2}, & \text { if }\left\{a_{1}, \ldots, a_{m}\right\} \subset\left\{c_{2}\right\} \text { and }\left|\left\{j \mid a_{j}=b\right\}\right|=1 \text { and } \\ \quad \text { all } a_{j} \neq b \text { is equal to } \pi^{-1}(b), \\ d \in c_{1}, & \text { if }\left\{a_{1}, \ldots, a_{m}\right\} \subset\left\{c_{1}\right\} \cup\left\{c_{2}\right\} \text { and the previous } \\ \text { condition does not hold, } \\ a_{1} & \text { in all other cases. }\end{cases}
$$

One can easily see, that since $\left|\left\{c_{1}\right\}\right|\left|\left|\left\{c_{2}\right\}\right|, g_{m}\left(x_{1}, \ldots, x_{m}\right)\right.$ preserves $\pi$.
We shall prove that $g_{m} \notin\left[\bigcup_{m \neq j} g_{j}\right]=G_{m}$ for all $m \geqq 3$. Let us suppose that $g_{k} \in G_{k}$ i.e.

$$
g_{k}\left(x_{1}, \ldots, x_{k}\right)=\mathfrak{Y}\left(x_{1}, \ldots, x_{k}\right)
$$

where $\mathfrak{U}$ is a superposition over $G_{k}$. Let $g_{s}\left(x_{i_{1}}, \ldots, x_{i_{s}}\right)$ be a fünction in $\mathfrak{N}$. If $s<k$ then we can find an $x_{l}$ such that $x_{l} \ddagger\left\{x_{i_{1}}, \ldots, x_{i_{3}}\right\}$. If we choose $x_{l}=1$ and $x_{1}=x_{2}, \ldots$ $\ldots, x_{l-1}=x_{l+1}, \ldots, x_{k}=2$ then, by the definition, $g_{k}\left(x_{1}, \ldots, x_{k}\right)=1$, and $g_{s}\left(x_{i_{1}}, \ldots, x_{i_{s}}\right) \in$ $\in c_{1}$ that is $\mathfrak{A} \neq 1$ holds. (All $g_{m}$ preserve the set $\left\{c_{1}\right\} \cup\left\{c_{2}\right\}$ and $\left\{a_{1}, \ldots, a_{m}\right\} \cap c_{1} \neq \emptyset$, $\left\{a_{1}, \ldots, a_{m}\right\} \subset\left\{c_{1}\right\} \cup\left\{c_{2}\right\}$ imply $g_{m}\left(a_{1}, \ldots, a_{m}\right) \in c_{1}$. If $s>k$ then we have at least one pair

$$
x_{i_{k}}, x_{i_{l}} \text { such that } i_{k}=i_{l}
$$

Let $x_{i_{k}}=x_{i_{1}}=1$ and all $x_{j}=2$ with $j \neq i_{k}$. In this case we have also $g_{s}\left(x_{i_{1}}, \ldots, x_{i_{s}}\right) \in c_{1}$ and $g_{k}\left(x_{1}, \ldots, x_{k}\right)=1$, which is a contradiction. Thus Lemma 1 is proved.

As a corollary of Lemma 1 we obtain
Theorem 2. If $k>2$ and $k$ is not prime then $v\left(S_{\pi}\right)=c$ for all precomplete classes $S_{\pi}$.

Lemma 2. Let $k>2$, and $\pi$ be a permutation which contains at least one cycle of length $q \geqq 3$. Then a set of closed classes of cardinality $\mathfrak{c}$ preserving $\pi$ can be constructed.

Proof. We will give a set of functions. $\left\{t_{i}\right\}$ such that $t_{k} \notin\left[\bigcup_{i>k} t_{i}\right]=T_{k}$ and $t_{i}$ preserves $\pi$.

Let.

$$
t_{m}\left(a_{1}, \ldots, a_{m}\right)= \begin{cases}b & \text { if } \quad\left(a_{1}, \ldots, a_{m}\right)=(b, b, \ldots, b) \text { or } \\ & \left(a_{1}, \ldots, a_{j-1}, a_{j+1}, \ldots, a_{m}\right)=(b, b, \ldots, b) \\ \quad \text { and } a_{j}=\pi^{-1}(b) \\ \pi^{-1}(b) \quad \text { if }\left\{a_{1}, \ldots, a_{m}\right\} \in\left\{\pi^{-1}(b), b\right\}^{m} \\ a_{1} & \text { in all other cases. }\{j \mid \subset m-1\end{cases}
$$

( $b$ is an element of a cycle which has the length $q \geqq 3$ ).
The definition implies that $t_{m}$ preserves $\pi$, and $t_{m}\left(\left\{\pi^{-1}(b), b\right\}^{m}\right) \in\left\{\pi^{-1}(b), b\right\}$. A vector $a=\left(a_{1}, \ldots, a_{m}\right)$ is called characteristic if
and

$$
\left|\left\{j \mid a_{j}=b\right\}\right|=m-1
$$

$$
\left|\left\{j \mid a_{j}=\pi^{-1}(b)\right\}\right|=1
$$

Let us suppose that $t_{m}\left(x_{1}, \ldots, x_{m}\right)=\mathfrak{H}$ where $\mathfrak{A}$ is a superposition over $T_{m}$. In this case we can choose a formula $\mathfrak{M}^{*}$ such, that $\mathfrak{T}^{*}=t_{s}\left(\mathfrak{B}_{1}, \ldots, \mathfrak{B}_{s}\right), \mathfrak{N}^{*}$ equals $b$ on all characteristic vectors and for every $\mathfrak{B}_{\boldsymbol{i}}$ there is a characteristic vector $a^{i}$ such that $\mathfrak{B}_{i}\left(a^{i}\right) \neq b$. (I.e. $\mathfrak{A}^{*}$ is "minimal".)

By the assumption we have $s>m$. Let $v^{k}$ denote the characteristic vector with $x_{k}=\pi^{-1}(b)$. Consider the matrix

$$
\left|\begin{array}{ccc}
\mathfrak{B}_{1}\left(v^{1}\right) & \ldots & \mathfrak{B}_{s}\left(v^{1}\right) \\
\mathfrak{B}_{1}\left(v^{2}\right) & \ldots & \mathfrak{B}_{s}\left(v^{2}\right) \\
\vdots & & \\
\mathfrak{B}_{1}\left(v^{k}\right) & \ldots & \mathfrak{B}_{s}\left(v^{k}\right)
\end{array}\right|
$$

By the "minimality" of $\mathfrak{A}^{*}$ every column of the matrix contains at least one occurrence of $\pi^{-1}(b) . s>m$ implies that at least one row of the matrix contains two or more occurrence of $\pi^{-1}(b)$. If the $l$-th row contains at least twice $\pi^{-1}(b)$ then $\mathfrak{U}^{*}\left(v^{l}\right)=\pi^{-1}(b)$ which is a contradiction as $t_{m}\left(\nu^{j}\right)=b$ for all $j \in\{1,2, \ldots, m\}$. Thus Lemma 2 is proved.

As an immediate consequence of Lemmas 2 and 1 we have
Theorem 3. If $k \geqq 3$ then for all precomplete classes $S_{\pi}, v\left(S_{\pi}\right) \geqq \aleph_{0}$ holds. If $k$ is not prime, then $v\left(S_{\pi}\right)=c$.
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## Recognition of monotone functions

By H.-D. O. F. Gronau

Let $n, k, k_{1}, k_{2}, \ldots, k_{n}$ be integers with $n \geqq 1, k \geqq 1$ and $1 \leqq k_{1} \leqq k_{2} \leqq \ldots \leqq k_{n}$. Moreover, let $E=\{0,1, \ldots, k\}$ and $E_{i}=\left\{0,1, \ldots, k_{i}\right\}$ for $i=1,2, \ldots, n$. We consider functions

$$
f(\underset{\sim}{x})=f\left(x_{1}, x_{2}, \ldots, x_{n}\right): N=E_{1} \times E_{2} \times \ldots \times E_{n} \rightarrow E .
$$

We always may assume that $f$ takes each value of $E$. If $\underset{\tilde{d}}{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and $y=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ are vectors from $N$, let $\underset{\sim}{x} \leqq y$ if and only if $x_{i} \leqq y_{i}$ for $\tilde{i}=1,2, \ldots, n . f$ is said to be monotonically increasing if $\underset{\sim}{x} \leqq y$ implies $f(\underset{\sim}{x}) \leqq f(\underset{\sim}{y})$. Let $M\left(k_{1}, k_{2}, \ldots, k_{n}, k\right)$ denote the set of all such monotone functions. $M(1,1, \ldots$ $\ldots, 1,1)$ is the set of monotone Boolean functions.

Let $P(f)$ be a minimal set of vectors $\underset{\sim}{x}$ on which $f$ has to be known for knowing the function completely. Let

$$
\chi\left(k_{1}, k_{2}, \ldots, k_{n}, k\right)=\max _{f \in M\left(k_{1}, \ldots, k_{n}, k\right)}|P(f)| .
$$

Furthermore, let $\varphi\left(k_{1}, k_{2}, \ldots, k_{n}, k\right)$ denote the minimal number of operations of the best algorithm for the recognition of an arbitrary function $f$ of $M\left(k_{1}, k_{2}, \ldots\right.$ $\ldots, k_{n}, k$. Clearly,

$$
\varphi\left(k_{1}, k_{2}, \ldots, k_{n}, k\right) \supseteqq \chi\left(k_{1}, k_{2}, \ldots, k_{n}, k\right)
$$

G. Hansel [1] proved in case $k_{n}=k=1$ that

$$
\varphi(1,1, \ldots, 1,1)=\chi(1,1, \ldots, 1,1)=\left(\left[\frac{n}{2}\right]\left[\begin{array}{c}
n \\
{\left[\begin{array}{c}
n \\
2
\end{array}\right]+1}
\end{array}\right)\right.
$$

It is conjectured that $\varphi=\chi$ is also true in the general case. Therefore, it is important to known $\chi$ exactly, not only a lower estimation. The aim of this note is to determine the exact value of $\chi$. Let $m=\sum_{i=1}^{n} k_{i}, m(\underset{\sim}{x})=\sum_{i=1}^{n} x_{i}$ and $S_{m}^{L}(N)=\mid\{\underset{\sim}{x}: \underset{\sim}{x} \in N$, $m(\underset{\sim}{x})=l\}$. We have

## Theorem 1.

$$
\chi\left(k_{1}, k_{2}, \ldots, k_{n}, k\right)=\text { sum of the } 2 k \text { largest values } S_{m}^{l}(N) .
$$

Proof. A chain $\left({\underset{x}{1}}^{1},{\underset{\sim}{x}}^{2}, \ldots,{\underset{x}{x}}^{m}\right)$ of length $m$ is a sequence of $m$ different vectors from $N$ satisfying ${\underset{\sim}{x}}^{1} \leqq x^{2} \leqq \ldots \leqq x^{m} . P(f)$, where $f$ is an arbitrary function belonging to $M$, contains no chain of length $2 k+1$. Assume the contrary. Then there are 3 consecutive members $x^{\prime}, x^{\prime \prime}, x^{\prime \prime \prime}$ of the chain satisfying $f\left(x^{\prime}\right)=f\left(x^{\prime \prime}\right)=$ $=f\left(x^{\prime \prime \prime}\right)=i$, where $i \in\{1,2, \ldots, k-1\}$, or we have $f\left(x^{2}\right)=0$ or $f\left(x^{m-1}\right)=k$. Since $i=f\left(x^{\prime}\right) \leqq f\left(x^{\prime \prime}\right) \leqq f\left(x^{\prime \prime \prime}\right)=i, f\left(x^{1}\right) \leqq f\left(x^{2}\right)=0$ or $f\left(x^{m}\right) \geqq f\left(x^{m-1}\right) \geqq k, f\left(x^{\prime \prime}\right), f\left(x^{1}\right)$ or $f\left(x^{m}\right)$, respectively, would follow from the others immediately, i.e. $x^{\prime \prime}, x^{1}$ or $x^{m}$ could be omitted in $P(f)$, in contradiction to our supposition that $P$ is minimal. By J. Schönheim's result ([2], Theorem 2) we obtain for each $f$ :

$$
|P(f)| \leqq \text { sum of the } 2 k \text { largest values } S_{m}^{l}(N)
$$

Now we consider the function

$$
f(\underset{\sim}{x})=\left\{\begin{array}{lll}
k & \text { if }\left[\frac{m}{2}\right]+k & \leqq m(\underset{\sim}{x}), \\
i & \text { if }\left[\frac{m}{2}\right]+2 i-k \leqq m(\underset{\sim}{x}) \leqq\left[\frac{m}{2}\right]+2 i-k+1 \quad(i=1, \ldots, k-1), \\
\cdots & \text { if } & m(\underset{\sim}{x}) \leqq\left[\frac{m}{2}\right]-k+1 .
\end{array}\right.
$$

$f(\underset{\sim}{x})$, where $\left[\frac{\dot{m}}{2}\right]-k+1 \leqq \dot{m}(\underset{\sim}{x}) \leqq\left[\frac{m}{2}\right]+k$, cannot be infered by $f$ of the other vectors.
J. Schönheim's remarks ([2], Remarks 4 and 5) complets the proof.

In case $k_{n}=1$ we obtain

## Corollary 1.

$$
\chi(1,1, \ldots, 1, k)=\sum_{i=\left[\frac{n}{2}\right]-k+1}^{\left[\frac{n}{2}\right]+k}\binom{n}{i}
$$

In case $k_{n}=k=1$ we obtain partly G. Hansel's result.

## Corollary 2.

Theorem 2.

$$
\chi(1,1, \ldots, 1,1)=\left(\left[\begin{array}{c}
n \\
{\left[\frac{n}{2}\right]}
\end{array}\right)+\binom{n}{\left[\frac{n}{2}\right]+1}\right.
$$

$$
\varphi(1,1, \ldots, 1, k)=\sum_{i=\left[\frac{n}{2}\right]-k+1}^{\left[\frac{n}{2}\right]+k}\binom{n}{i}
$$

Proof. We use $\varphi \geqq \chi$ and Corollary 1 on one side and the special symmetrical chain method by G. Hansel on the other side. Let $f$ be known on all chains having a length $\leqq a$. Furthermore, let $c$ be an arbitrary chain of length $a+2$. Then $f$ is known on many of the members of $c$ immediately. More precisely, at most on 2 vectors of $c$ we do not know if $f$ takes the value 0 or a value of $\{1, \ldots, k\}$. Then at most on 2 vectors of $c$ we do not know if $f$ takes the value 1 or a value of $\{2, \ldots, k\}$; and so on. Finally, $f$ is unknown at most on $2 k$ members of $c$. By Hansel's argument the theorem follows immediately.

Finally, we want to mention that Hansel's special symmetrical chain method cannot be generalized to the general case $k_{n} \geqq 2 . N$ is then partitionable too, but not in Hansel's special symmetrical chains. This can be verified easily in the case $n=2, k_{1}=1$ and $k_{2}=2$.
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# A method for minimizing partially defined Boolean functions 

By F. Móricz,* A. Varga* and P. Ecsedi-Tóth**

A simple procedure is presented for minimizing partially defined Boolean functions. A binary tree is constructed to every such function in a natural way, then certain subtrees are used to obtain a partially defined irredundant normal form, equivalent to the starting function.

## § 1. Preliminaries

The truth-values TRUE, FALSE, and UNDEFINED will be denoted by 1,0 , and $*$ (asterisk), respectively. The notion of partially defined Boolean function (truth function) and the notion of totally defined Boolean function (propositional formula) is used in the standard way. The collection of the partially defined Boolean functions will be denoted by $\mathscr{B}$, while the collection of the totally defined Boolean functions by $\mathscr{F}$. It is clear that $\mathscr{F} \subseteq \mathscr{B}$. We emphasize that the truth-values TRUE and FALSE are considered also as elements of $\mathscr{F}$, but UNDEFINED is not a partially defined Boolean function, i.e. we put

$$
\{0,1\} \subset \mathscr{F} \quad \text { and } \quad * \notin B .
$$

Let $\varphi, \psi_{1}, \ldots, \psi_{m}$ be arbitrary formulae (in $\mathscr{F}$ ) and let $A_{1}, \ldots, A_{m}$ be arbitrary logical variables, not necessarily occurring in $\varphi$. If each occurrence of $A_{i}$ in $\varphi$ (if any) is substituted by $\psi_{i}$ for $i=1, \ldots, m$, then the resulting formula will be denoted by $\varphi\left[A_{1}\left|\psi_{1}, \ldots, A_{m}\right| \psi_{m}\right]$, while the substitution process by $\left\langle A_{1}\right| \psi_{1}, \ldots, A_{m}\left|\psi_{m}\right\rangle$. If $\left\{A_{1}, \ldots, A_{m}\right\}$ is the (full) set of the logical variables occurring in $\varphi$ and each formula $\psi_{i}(1 \leqq i \leqq m)$ is identical with one of the truth-values TRUE and FALSE, then the substitution $\left\langle A_{1}\right| \psi_{1}, \ldots, A_{m}\left|\psi_{m}\right\rangle$ will be called a valuation, and $\varphi\left[A_{1} \mid \psi_{1}, \ldots\right.$ $\left.\ldots, A_{m} \mid \psi_{m}\right]$ is the value of $\varphi$ under this valuation. The value of $\varphi$ is clearly logically equivalent to one of the truth-values TRUE and FALSE.

It is well-known from the propositional calculus that the value of any totally defined function $\varphi \varphi$ does not depend on the order of the logical variables in the valuation. In other words, to determine the value of a formula under a valuation it is indifferent that the substitution is executed simultaneously or successively.

We note that in certain cases the same definition works for $\varphi \in \mathscr{B}$, too. In more detail, if $\left\langle A_{1}\right| \psi_{1}, \ldots, A_{m}\left|\psi_{m}\right\rangle$ is a valuation for a partially defined function $\varphi$, then $\varphi\left[A_{1}\left|\psi_{1}, \ldots, A_{m}\right| \psi_{m}\right]$, defined exactly as above, is either UNDEFINED or logically equivalent to one of the truth-values TRUE and FALSE.

## § 2. The tree constructing algorithm

For a partially defined Boolean function $\varphi$ we have to know the set of those valuations for which $\varphi$ is not defined, i.e. the set of undefined valuations. For any $\varphi \in \mathscr{B}$, let us write

$$
\varphi\left[A_{1}\left|\psi_{1}, \ldots, A_{m}\right| \psi_{m}\right]=\dot{*}
$$

if

$$
\text { neither } \varphi\left[A_{1}\left|\psi_{1}, \ldots, A_{m}\right| \psi_{m}\right]=1 \text { nor } \varphi\left[A_{1}\left|\psi_{1}, \ldots, A_{m}\right| \psi_{m}\right]=0
$$

where $\left\{A_{1}, \ldots, A_{m}\right\}$ is the full set of the logical variables occurring in $\varphi$, and $\psi_{1}, \ldots, \psi_{m}$ are from the set \{TRUE, FALSE\}. We put

$$
\varphi_{*}=\left\{\left\langle A_{1}\right| \psi_{1}, \ldots, A_{m}\left|\psi_{m}\right\rangle: \varphi\left[A_{1}\left|\psi_{1}, \ldots, A_{m}\right| \psi_{m}\right]=*\right\}
$$

and introduce the following two totally defined Boolean functions:

$$
\begin{aligned}
& \varphi^{0}\left[A_{1}\left|\psi_{1}, \ldots, A_{m}\right| \psi_{m}\right]=\left\{\begin{array}{l}
\varphi\left[\begin{array}{l}
\left.A_{1}\left|\psi_{1}, \ldots, A_{m}\right| \psi_{m}\right] \\
\text { if }\left\langle A_{1}\right| \psi_{1}, \ldots, A_{m}\left|\psi_{m}\right\rangle \in \varphi_{*}, \\
0 \\
\text { otherwise } ;
\end{array}\right. \\
\varphi^{1}\left[A_{1}\left|\psi_{1}, \ldots, A_{m}\right| \psi_{m}\right]=\left\{\begin{array}{rr}
\varphi\left[A_{1}\left|\psi_{1}, \ldots, A_{m}\right| \psi_{m}\right] \\
\text { if }\left\langle A_{1}\right| \psi_{1}, \ldots, A_{m}\left|\psi_{m}\right\rangle \oplus \varphi_{*}, \\
1, & \text { otherwise. }
\end{array}\right.
\end{array} .\right.
\end{aligned}
$$

Finally, let us define a subset $\left[\varphi^{0}, \varphi^{1}\right]$. of $\mathscr{F}$ by

$$
\begin{aligned}
{\left[\varphi^{0}, \varphi^{1}\right]=} & \left\{\psi \in \mathscr{F}: \text { if }\left\langle\dot{A}_{1}\right| \psi_{1}, \ldots, A_{m}\left|\psi_{m}\right\rangle \notin \varphi_{*},\right. \text { then } \\
& \left.\psi\left[A_{1}\left|\psi_{1}, \ldots, A_{m}\right| \psi_{m}\right]=\varphi\left[A_{1}\left|\psi_{1}, \ldots, A_{m}\right| \psi_{m}\right]\right\} .
\end{aligned}
$$

Lemma 1. Let the function $f$ be defined as follows
(i) $f: \mathscr{B} \rightarrow \mathscr{P}(\mathscr{F})$, where $\mathscr{P}(\mathscr{F})$ is the power set of $\mathscr{F}$;
(ii) $f(\varphi)=\left[\varphi^{0}, \varphi^{1}\right]$ if $\varphi \in \mathscr{B}$.

Then $f$ is one-one.
Proof. Trivial.
A somewhat stronger connection between the sets $\mathscr{B}$ and $\mathscr{P}(\mathscr{F})$ can be easily established, too. In this paper, however, we need only the statement of the above lemma, so we do not deal with this strengthening.

Now, it is clear that a partially defined Boolean function $\varphi$ may be given by the set $\varphi_{*}$ and an arbitrary but fixed element $\psi$ of $\left[\varphi^{0}, \varphi^{1}\right]$. By our point of interest, the function $\varphi$ in question does not depend on the choice of $\psi$. This is what we are going to demonstrate in the subsequent paragraphs of this section. The totally defined Boolean function $\psi$ is called a representative of $\varphi$ and denoted by $[\varphi]$.

We turn to the tree constructing algorithm.
Let $\varphi \in \mathscr{R}$, fix an order $S$ of the logical variables occurring in $\varphi$, and fix a representative $[\varphi]$. Then the following process will yield a binary tree.
(i) Start with $[\varphi]$ as the initial vertex of the tree to be constructed.
(ii) Choose the first variable if we come from (i) or the subsequent variable if we come from (vii), say $A$, in the fixed order $S$ at the vertex $\psi$ actually treated.
(iii) Form the expressions $\psi[A \mid 1]$ and $\psi[A \mid 0]$.
(iv) Apply the so-called computational rules of the propositional calculus (listed, e. g., in [2], [3], from (1) to (19)) as many times as possible in order to eliminate the truth-values from $\psi[A \mid 1]$ and $\psi[A \mid 0]$, unless they are truth-values.
(v) If the elimination is terminated, then these truth-value free expressions, otherwise $\psi[A \mid 1]$ and $\psi[A \mid 0]$ themselves, will provide the two new vertices obtainable from $\psi$.
(vi) If $\psi^{\prime}$ is obtained from $\psi$ by substituting 1 (resp. 0) for $A$, then connect $\psi$ and $\psi^{\prime}$ by an edge labelled with $A$ (resp. $\bar{A}$, the negation of $A$ ).
(vii) Stop if all the variables of $S$ have been chosen, otherwise repeat from (ii).

As it was proved in [2], [3] this process, for every $[\varphi$ ] and $S$, determines a unique binary tree denoted by $[\varphi]_{S}$. The vertices of this tree are formulae; in particular, all the lowest vertices are already truth-values, while the edges are labelled with literals, i.e. logical variables or negated logical variables. However, the tree $[\varphi]_{S}$ depends heavily on the representative $[\varphi]$; if another representative of $\varphi$ is given, then the resulting tree will usually alter. Our next step is to remove this undesirable dependence. To this end, we recall the notion of end vertex and path (cf. [3]).

Consider the binary tree $[\varphi]_{S}$ constructed above. A vertex of $[\varphi]_{S}$ is called an end vertex if it is identical to a single truth-value (excluding UNDEFINED). By a path in $[\varphi]_{S}$ we mean a sequence of literals
(i) whose first element labels an edge starting from $[\varphi]$,
(ii) the subsequent elements of the sequence label edges adjacent in $[\varphi]_{S}$,
(iii) the last element of the sequence labels an edge terminating at an end vertex. This end vertex will be called also the end vertex of the path in question.

It is clear that any path contains every literal at most once (i.e. there no loop can occur in $[\varphi]_{S}$ ).

We can easily establish a one-one connection between the set of all paths (of $[\varphi]_{S}$ ) and the set of all valuations (of the formula $[\varphi]$ ) in the following way:
a) Let $p=\left\langle\varphi_{1}, \ldots, \varphi_{m}\right\rangle$ be a path. Define the valuation $v_{p}=\left\langle A_{1}\right| \psi_{1}, \ldots, A_{m}\left|\psi_{m}\right\rangle$ by

$$
\psi_{j}= \begin{cases}0 & \text { if } \quad A_{j}=\bar{\varphi}_{j} \\ 1 & \text { otherwise } .\end{cases}
$$

b) Conversely, if $v=\left\langle A_{1}\right| \psi_{1}, \ldots, A_{m}\left|\psi_{m}\right\rangle$ is a valuation, then define the path $p_{v}=\left\langle\varphi_{1}, \ldots, \varphi_{m}\right\rangle$ by

$$
\varphi_{j}= \begin{cases}A_{j} & \text { if } \psi_{j}=1 \\ \bar{A}_{j} & \text { otherwise }\end{cases}
$$

Lemma 2. Let $\varphi \in \mathscr{B}$ and $\psi^{\prime}, \psi^{\prime \prime} \in \mathscr{F}$ be two representatives for $\varphi$. Let an order $S$ of the logical variables occurring in $\varphi$ and a valuation $v=\left\langle A_{1}\right| \psi_{1}, \ldots, A_{m}\left|\psi_{m}\right\rangle$ be fixed. If the end vertices of the two paths, associated with $v$ in the trees $\psi_{s}^{\prime}$ and $\psi_{s}^{\prime \prime}$ respectively, are not identical, then we necessarily have $v \in \varphi_{*}$.

Proof. Since $\psi^{\prime} \in\left[\varphi^{0}, \varphi^{1}\right]$ and $\psi^{\prime \prime} \in\left[\varphi^{0}, \varphi^{1}\right]$, by definition, for each valuation $\tilde{v}=\left\langle A_{1}\right| \tilde{\psi}_{1}, \ldots, A_{m}\left|\tilde{\psi}_{m}\right\rangle \notin \varphi_{*}$ we have

$$
\begin{aligned}
\psi^{\prime}\left[A_{1}\left|\tilde{\psi}_{1}, \ldots, A_{m}\right| \tilde{\psi}_{m}\right] & =\varphi\left[A_{1}\left|\tilde{\psi}_{1}, \ldots, A_{m}\right| \tilde{\psi}_{m}\right]= \\
& =\psi^{\prime \prime}\left[A_{1}\left|\tilde{\psi}_{1}, \ldots, A_{m}\right| \tilde{\psi}_{m}\right]
\end{aligned}
$$

This implies immediately the statement of our Lemma.
By virtue of Lemma 2, for every $\varphi \in \mathscr{B}$ and fixed order $S$ of the logical variables in $\varphi$ we can uniquely define a tree $\varphi_{S_{*}}$ as follows:
(i) Choosing an arbitrary representative for $\varphi$, let us construct the $[\varphi]_{s}$-tree in the way described above;
(ii) For each valuation $v \in \varphi_{*}$ let us put the sign $*$ at the end vertex of the path $p_{v}$ associated with $v$.

Lemma 3. Let $\varphi \in \mathscr{B}$ and fix an order $S$ of the logical variables occurring in $\varphi$. Then the tree $\varphi_{S_{*}}$ just constructed is uniquely determined (not depending on the representative $[\varphi]$ ).

Proof. The assertion clearly follows from the previous lemma.

## § 3. Minimization

Two partially defined Boolean functions, $\varphi$ and $\psi$ are said to be equivalent if
(i) $\varphi$ is defined under a valuation if and only if $\psi$ is so;
(ii) whenever $\varphi$ is defined under a valuation $\left\langle A_{1}\right| \psi_{1}, \ldots, A_{m}\left|\psi_{m}\right\rangle$, then

$$
\varphi\left[A_{1}\left|\psi_{1}, \ldots, A_{m}\right| \psi_{m}\right]=\psi\left[A_{1}\left|\psi_{1}, \ldots, A_{m}\right| \psi_{m}\right] .
$$

A $\varphi \in \mathscr{B}$ is said to be in a disjunctive (resp. conjunctive) normal form if $[\varphi]$ is so. If $[\varphi]$ is irredundant, then $\varphi$ is also said to be irredundant.

We note that somewhat other definitions of these notions are possible, too. We do not go into the details of this question, since the above definitions are quite appropriate for us concerning the minimization of partially defined Boolean functions.

Let $\varphi \in \mathscr{B}$, a representative of $\varphi$, and an order $S$ of the logical variables in $\varphi$ be fixed. Construct the [ $\varphi]_{s}$-tree. If all the edges leading to the truth-value FALSE (resp. TRUE) are omitted in the $[\varphi]_{S}$-tree, we get the so-called truncated $[\varphi]_{s}^{1}$-tree (resp. [ $\varphi]_{S}^{0}$-tree) (cf. [2]).

The notion of maximal simplifiable subtree was introduced in [3]. Here we recall the definition.

Let a $[\varphi]_{s}^{i}$-tree ( $i=0$ or 1 ) and a path $p$ in it be given. By a maximal simplifiable subtree (in abbreviation: MSST) of $p$ we mean a subtree $\Phi$ of the $[\varphi]_{S}^{i}$-tree which satisfies the following four conditions:
(i) $\Phi$ contains $p$;
(ii) Each path in $\Phi$ starts from the initial vertex and terminates at an end vertex of the $[\varphi]_{s}^{i}$-tree;
(iii) $\Phi$ is of the form drawn in Fig. 1, where $A_{1}, A_{2}, \ldots, A_{n}$ are logical variables in $\varphi$ and $\alpha_{1}, \ldots, \alpha_{n+1}$ are sequences of literals such that each of the literals in these sequences is different from $A_{1}, \bar{A}_{1}, \ldots A_{n}, \bar{A}_{n}$; and there exists at least one path, the end vertex of which is not identical with *;
(iv) The number of the paths in $\Phi$ is maximal in the sense that there exists no subtree of the $[\varphi]_{s}^{i}$-tree that also satisfies the conditions (i), (ii), and (iii) and contains more paths than $\Phi$ contains.


Fig. 1
These subtrees can be effectively generated by a simple way (see [2]) using an algorithm from [1].

By a cover of the truncated $[\varphi]_{s}^{i}$-tree we mean a set of maximal simplifiable subtrees such that every path in $[\varphi]_{S}^{i}$ belongs to at least one MSST from this set. A cover is said to be irredundant if every MSST in it contains at least one path which belongs only to this MSST.
$(\bar{A} \vee \bar{B} \vee \bar{C} \vee \bar{D} \vee E) \wedge(\bar{A} \vee \bar{B} \vee \bar{C} \vee D \vee E) \wedge(\bar{A} \vee B \vee \bar{C} \vee \bar{D} \vee E) \wedge(A \vee \bar{B} \vee \bar{C} \vee D \vee \bar{E}) \wedge$
$\wedge(A \vee B \vee \bar{C} \vee \bar{D} \vee \bar{E}) \wedge(A \vee B \vee \bar{C} \vee D \vee \bar{E}) \wedge(A \vee B \vee \bar{C} \vee D \vee E)$


In [2] we presented an algorithm for constructing an irredundant cover of an arbitrary $\varphi_{S}^{i}$-tree, when $\varphi$ is a totally defined Boolean function. This algorithm can be applied without any changes to the case of partially defined Boolean functions if the end vertices $*$ in the $[\varphi]_{s}^{i}$-tree are treated as if they were either 1 or 0 according to how it is more favourable to obtain an irredundant cover.

Thus, we find an irredundant cover of the $[\varphi]_{S}^{i}$-tree, whence, via the main theorem of [2], we get an irredundant normal form of the representative [ $\varphi$ ]. At the same time, this irredundant normal form of $[\varphi]$ is a representative of a partially defined irredundant normal form of $\varphi$. Taking the set $\varphi_{*}$ into account, a partially defined irredundant normal form of $\varphi$ is completely determined.

Example. Let $[\varphi]$ and $\varphi_{*}$ be given as follows:

$$
\begin{aligned}
& {[\varphi]=}(\bar{A} \vee \bar{B} \vee \bar{C} \vee \bar{D} \vee E) \wedge(\bar{A} \vee \bar{B} \vee \bar{C} \vee D \vee E) \wedge(\bar{A} \vee B \vee \bar{C} \vee \bar{D} \vee E) \wedge \\
& \wedge(A \vee \bar{B} \vee \bar{C} \vee D \vee \bar{E}) \wedge(A \vee B \vee \bar{C} \vee \bar{D} \vee \bar{E}) \wedge(A \vee B \vee \bar{C} \vee D \vee \bar{E}) \wedge \\
& \wedge(A \vee B \vee \bar{C} \vee D \vee E), \\
& \varphi_{*}=\{\langle A, \bar{B}, C, \bar{D}, E\rangle ;\langle A, B, \bar{C}, D, \bar{E}\rangle ;\langle A, B, \bar{C}, \bar{D}, \bar{E}\rangle ; \\
&\langle A, \bar{B}, C, D, E\rangle ;\langle A, \bar{B}, C, \bar{D}, E\rangle ;\langle A, \bar{B}, C, \bar{D}, \bar{E}\rangle ; \\
&\quad\langle\bar{A}, B, C, D, E\rangle ;\langle\bar{A}, B, C, \bar{D}, \bar{E}\rangle ;\langle\bar{A}, \bar{B}, C, D, \bar{E}\rangle\},
\end{aligned}
$$

where $A$ stands for $A \mid 1$, while $\bar{A}$ stands for $A \mid 0$; similarly for the other letters. In the case $S=\langle A, B, C, D, E\rangle$ the $[\varphi]_{S}$-tree is indicated in Fig. 2.

Let us consider the $[\varphi]_{S}^{1}$-tree (Fig. 3).
An irredundant cover of the $[\varphi]_{s}^{1}$-tree can be obtained by means of the maximal simplifiable subtrees indicated in Fig. 4 .

Hence a representative of a partially defined irredundant normal form of $\varphi$ will be

$$
\bar{C} \vee(A \wedge E) \vee(\bar{A} \wedge B \wedge \bar{E})
$$

Finally, we should like to mention that from a practical point of view we have a considerable number of experimental evidences produced by two different PL/I


Fig. 3




Fig. 4
realizations of our algorithm that provide minima on the average cost of other wellknown algorithms such as e.g. the algorithm due to Quine-McCluskey. From a theoretical point of view, however, the proper nature of the minimization has not been understood yet.
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# Modal logics with function symbols 

By K. Tótн

We prove completeness theorems for modal logics with function symbols. These logics are generalizations of the well-known non-classical logical systems. Our work was deeply influenced by a paper of K. Schütte [2].

## § 1. Preliminaries

We shall use the following symbols: parantheses, commas, variables, function symbols, relation symbols, logical symbols $(\sim, \wedge, \square, \forall)$. The set of terms is defined by the usual recurrence:
(i) If $x$ is a variable, then $x$ is a term.
(ii) If $f$ is an $n$-ary function symbol and $\tau_{1}, \ldots, \tau_{n}$ are terms, then $f\left(\tau_{1}, \ldots, \tau_{n}\right)$ is also a term. In the case of $n=0$ the parantheses will be omitted.

The set of atoms is defined in the standard way: if $r$ is an $n$-ary relation symbol and $\tau_{1}, \ldots, \tau_{n}$ are terms, then $r\left(\tau_{1}, \ldots, \tau_{n}\right)$ is an atom. Also, definition of the set of formulae is well-known:
(i) If $\mathscr{A}$ is an atom, then $\mathscr{A}$ is a formula.
(ii) If $\mathscr{A}, \mathscr{B}$ are formulae; then so are $(\mathscr{A} \wedge \mathscr{B}), \sim \mathscr{A}$ and $\square \mathscr{A}$.
(iii) If $\mathscr{A}$ is a formula and $x$ is a variable, then $\forall x \mathscr{A}$ is a formula.

We shall use the abbreviations: $(\mathscr{A} \vee \mathscr{B})$ for $\sim(\sim \mathscr{A} \wedge \sim \mathscr{B})$; $(\mathscr{A} \rightarrow \mathscr{B})$ for $\sim(\sim \mathscr{B} \wedge \mathscr{A}) ; \backslash \mathscr{A}$ for $\sim \square \sim \mathscr{A} ; \exists x \mathscr{A}$ for $\sim \forall x \sim \mathscr{A}$. Parantheses will be omitted if no confusion can occur. If $\mathscr{K}$ is a formula or term $x$ is a free variable (defined in the well-known way) and $\tau$ is a term, then $\mathscr{K}[x / \tau]$ will denote the result of substitution of $\tau$ for $x$ everywhere in $\mathscr{K}$. By a classical model $A$ we shall mean a function if it associates
(i) a non-empty set $|A|$ to 0 (zero),
(ii) a function $f_{A}:|A|^{n} \rightarrow|A|$ to each $n$-ary function symbol $f$,
(iii) a relation $r_{A} \subseteq|A|^{n}$ to each $n$-ary relation symbol $r$.

Definition. By a modal model we mean a quintuple $\langle S, N, O, R, P\rangle$ where $S$ is an arbitrary set, $N \subseteq S, O \in S, R \subseteq S \times S, P$ is a function with domain $S$ and $P(A)$ is a classical model, provided $A \in S$, furthermore $|P(A)| \subseteq|P(B)| \quad$ if $A, B \in S, A R B$.

Definition. A modal model is simple if for every $n$-ary function symbol $f$, there exists a function $f$ with domain $\bigcup_{A \in S}|P(A)|$, such that $f_{A}$ is a restriction of $\vec{f}$ to $|P(A)|$ where $A \in S$.

Definition. If $|P(A)|=|P(B)|$ for every $A, B \in S, A R B$, then the model is called stable.

Let $\langle S, N, O, R, \ddot{P}\rangle$ be a modal model. By an interpretation we mean a function $k$ such that to each variable $k$ associates an element of $\bigcup_{A \in S}|P(A)|$.

Let a model $\langle S, N, O, R, P\rangle$ and an interpretation $k$ be given. By a valuation $x$ a partial function is meant with the following properties:
(i) $\varkappa(x, A)=k(x)$ if $A \in S$ and $x$ is variable such that $k(x) \in|P(A)|$.
(ii) $x\left(f\left(\tau_{1}, \ldots, \tau_{n}\right), A\right)=f_{P(A)}\left(\varkappa\left(\tau_{1}, A\right), \ldots, x\left(\tau_{n}, A\right)\right)$ if $A \in S$ and $\tau_{1}, \ldots, \tau_{n}$ are terms such that for every variable $x$ occuring in any of them, $k(x) \in|P(A)|$.
(iii) $x(\tau, A)$ is undefined if $A \in S$ and there exists a variable $x$ in the term $\tau$ such that $k(x) \notin|P(A)|$.

Let $\mathscr{A}$, be an expression (i.e. a term or formula) and assume a model $\langle S, N, O, R, P\rangle$ is given. Let us fix $A \in S$ and an interpretation $k$. We say that $\mathscr{A} \in \mathscr{H}_{k}(A)$ if for every variable $x$ occuring free in $\mathscr{A}$ we have $k(x) \in|P(A)|$.

Let $A \in S, \mathscr{A}$ be a formula and $k$ an interpretation. We define the satisfaction relation $A \vDash \mathscr{A}[k]$ by the following clauses:
(i) $A \vDash r\left(\dot{\tau}_{1}, \ldots, \tau_{n}\right)[k]$ if and only if $\tau_{1}, \ldots, \dot{\tau}_{n} \in \mathscr{H}_{k}(A)$ and $r_{P(A)}\left(\varkappa\left(\tau_{1}, A\right), \ldots\right.$ $\left.\ldots, x\left(\tau_{n}, A\right)\right) ;$
(ii) $A \models(\mathscr{A} \wedge \mathscr{B})[k]$ if and only if $A \models \mathscr{A}[k]$ and $A \models \mathscr{B}[k]$;
(iii) $A \models \sim \mathscr{A}[k]$ if and only if $\mathscr{A} \in \mathscr{H}_{k}(A)$ and $A \models \mathscr{A}[k]$ does not hold;
(iv) $A \vDash \square \mathscr{A}[k]$ if and only if $A \in N$ and for every $B \in S, A R B$ implies $B \vDash \mathscr{A}[k]$;
(v) $A \vDash \forall x \mathscr{A}[k]$ if and only if for every interpretation $k^{\prime}$, such that $k^{\prime}(x) \in|P(A)|$ and $k^{\prime}(y)=k(y)$ if $y \neq x$, we have $A \vDash \mathscr{A}\left[k^{\prime}\right]$.

We put $\mathscr{I}$ into the set of relation symbols with the following meaning:
$A \models \mathscr{I}\left(\tau_{1}, \tau_{2}\right)[k]$ if and only if $\tau_{1}, \tau_{2} \in \mathscr{H}_{k}(A)$ and $\chi\left(\tau_{1}, A\right)=\chi\left(\tau_{2}, A\right)$, i.e. $\mathscr{I}$ denotes the identity.

Let $\mathscr{A}$ be a formula, $\langle S, N, O, R, P\rangle$ a modal model and $k$ an interpretation. $\mathscr{A}$ is valid in $\langle S, N, O, R, P\rangle$ under the interpretation $k$ if $O \vDash \mathscr{A}[k]$.

The reader can consult with [1] for notions and notations not explained here.

## § 2. Modal logics

To give a modal logic we have to give a classical formula $\mathscr{T}$ with the properties:
(i) no free variable occurs in $\mathscr{T}$,
(ii) $\mathscr{T}$ is in the classical language of the following non-logical symbols: 0,0 -ary function symbol; $n$, unary relation symbol; $r$, binary relation symbol; $i$, binary relation symbol.

This classical formula, called parameter of the logic, is meant to formalize a property of the structure $\langle S, N, O, R\rangle$ provided $\langle S, N, O, R, P\rangle$ is a model of the intended modal logic.

If we restrict ourselves to modal logic with only simple/stable models then we call them simple/stable modal logics.

Let a modal logic be given. A formula $\mathscr{A}$ is satisfiable if there exist a model $\langle S, N, O, R, P\rangle$ and a interpretation $k$ such that:
(i) $\langle S, N, O, R, P\rangle$ is simple/stable if the given logic is simple/stable;
(ii) the parameter of the logic is valid in the classical model $A$ defined by: $|A|=S, \quad O_{A}=0, \quad n_{A}(B) \Leftrightarrow B \in N, \quad$ if $B, C \in S$ then $r_{A}(B, C) \Leftrightarrow B R C$ and $i_{A}(B, C) \Leftrightarrow B=C ;$
(iii) $O \models \mathscr{A}[k]$.

A formula $\mathscr{A}$ is a tautology if $\sim \mathscr{A}$ is not satisfiable.
In this paper we treat some special logics, the parameter of which is an arbitrary (may be empty) conjunction of the following formulae:

K1. $\forall x n(x)$
K2. $\forall x r(x, x)$
K3. $\forall x \forall y \forall z(r(x, y) \wedge r(y, z) \rightarrow r(x, z)) \wedge \forall x(n(x) \rightarrow \forall y(r(x, y) \rightarrow n(y)))$.
These logics will be axiomatized with suitable subsets of the following axioms:
A1. $\mathscr{A} \rightarrow \mathscr{A} \wedge \mathscr{A}$
A2. $\mathscr{A} \wedge \mathscr{B} \rightarrow \mathscr{A}$
A3. $\quad(\mathscr{A} \rightarrow \mathscr{B}) \rightarrow(\sim(\mathscr{B} \wedge \mathscr{C}) \rightarrow \sim(\mathscr{C} \wedge \mathscr{A}))$
A4. $\quad \forall x(\mathscr{A} \rightarrow \mathscr{B}) \rightarrow(\forall x \mathscr{A} \rightarrow \forall x \mathscr{B})$
A5. $\mathscr{A} \rightarrow \forall x \mathscr{A}$ where $x$ is not free in $\mathscr{A}$;
A6.a. $\forall x \mathscr{A} \rightarrow \mathscr{A}[x / y]$ where $y$ is a variable and it is free with respect to $x$ in $\mathscr{A}$;
A6.b. $\forall x \mathscr{A} \rightarrow \mathscr{A}[x / \tau]$ where $\tau$ is a term and it is free with respect to $x$ in $\mathscr{A}$ and $\mathscr{A}$ is a classical formula;
A7. $\square(\mathscr{A} \rightarrow \mathscr{B}) \rightarrow(\square \mathscr{A} \rightarrow \square \mathscr{B})$
A8. $\square(\mathscr{A} \rightarrow \mathscr{A})$ if K1 appears in the parameter of the logic as a conjunct;
A9. $\square \mathscr{A} \rightarrow \mathscr{A}$ if K 2 is a conjunct in the parameter of the logic;
A10. $\square \mathscr{A} \rightarrow \square \square \mathscr{A}$ if K 3 occurs in the parameter of the logic;
A11. $\forall x \mathscr{I}(x, x)$
$\forall x \forall y(\mathscr{I}(x, y) \rightarrow(\mathscr{A}[x / y] \rightarrow \mathscr{A}))$
$\square \mathscr{A} \rightarrow \forall x \forall y(\mathscr{I}(x ; y) \rightarrow \square \mathscr{I}(x, y))$
$\square \mathscr{A} \rightarrow \forall x \forall y(\sim \mathscr{I}(x, y) \rightarrow \square \sim \mathscr{I}(x, y))$ if $\mathscr{I}$ occurs in the logic;
A12. $\forall x \square \mathscr{A} \rightarrow \square \forall x \mathscr{A}$ if the logic is stable.

If the logic is simple, then axioms A6.a and A6.b are replaced by the more general axiom.

A6. $\forall x \mathscr{A} \rightarrow \mathscr{A}[x / \tau]$ where $\tau$. is a term free with respect to $x$ in $\mathscr{A}$ and $\mathscr{A}$ is arbitrary.

We fix the following rules of inference:
R1. From $\mathscr{A}$ and $\mathscr{A} \rightarrow \mathscr{B}$ we infer $\mathscr{B}$.
R2. From $\mathscr{A}$ we infer $\forall x \mathscr{A}$.
R3. From $\mathscr{A} \rightarrow \mathscr{B}$ we infer $\square \mathscr{A} \rightarrow \square \mathscr{B}$.
This last rule can be used in a logic in which $\forall x(r(o, x) \wedge \mathscr{T} \rightarrow \mathscr{T}[o / x])$ is a tautology, where $\mathscr{T}$ is the parameter of the logic. This holds for K1, K2, K3.

The notion of derivability is used in the usual sense (denotation: $\vdash$ ).
Theorem 1. (Soundness.) Let a modal logic be given. If a formula $\mathscr{A}$ is derivable in this modal logic, then it is a tautology.

Proof. Trivial.

## § 3. Metatheorems

The proofs of metatheorems will only be sketched.
Assertion 1. Every tautology of classical sentential logic is derivable.
Proof. A1-A3 and R1 is a complete formalization of classical sentential logic.
Assertion 2. $\vdash \square(\mathscr{A} \wedge \mathscr{B}) \rightarrow \square \mathscr{A} \wedge \square \mathscr{B}$.

| Proof. | $\vdash \mathscr{A} \wedge \mathscr{B} \rightarrow \mathscr{A}$ | (classical theorem) |
| :--- | :--- | :--- |
|  | $\vdash \square(\mathscr{A} \wedge \mathscr{B}) \rightarrow \square \mathscr{A}$ | (R3) |
|  | $\vdash \mathscr{A} \wedge \mathscr{B} \rightarrow \mathscr{B}$ | (classical theorem) |
|  | $\vdash \square(\mathscr{A} \wedge \mathscr{B}) \rightarrow \square \mathscr{B}$ | (R3) |
|  | $\vdash(\square(\mathscr{A} \wedge \mathscr{B}) \rightarrow \square \mathscr{A}) \rightarrow((\square(\mathscr{A} \wedge \mathscr{B}) \rightarrow \square \mathscr{B}) \rightarrow(\square(\mathscr{A} \wedge \mathscr{B}) \rightarrow \square \mathscr{A} \wedge \square \mathscr{B}))$ |  |
|  | $\vdash \square(\mathscr{A} \wedge \mathscr{B}) \rightarrow \square \mathscr{A} \wedge \square \mathscr{B}$ | (classical theorem) |
|  | (R1) |  |

Assertion 3. $\vdash \square \mathscr{A} \wedge \square \mathscr{B} \rightarrow \square(\mathscr{A} \wedge \mathscr{B})$.
Proof. $\vdash \mathscr{A} \rightarrow(\mathscr{B} \rightarrow \mathscr{A} \wedge \mathscr{B}) \quad$ (classical theorem)
$\vdash \square \mathscr{A} \rightarrow \square(\mathscr{B} \rightarrow \mathscr{A} \wedge \mathscr{B}) \quad$ (R3)
$\vdash \square(\mathscr{B} \rightarrow \mathscr{A} \wedge \mathscr{B}) \rightarrow(\square \mathscr{B} \rightarrow \square(\mathscr{A} \wedge \mathscr{B})) \quad$ (A7)
$\vdash \square \mathscr{A} \rightarrow(\square \mathscr{B} \rightarrow \square(\mathscr{A} \wedge \mathscr{B})) \quad$ (by classical theorems)
$\vdash \square \mathscr{A} \wedge \square \mathscr{B} \rightarrow \square(\mathscr{A} \wedge \mathscr{B})$ (by classical theorems)
Assertion 4. $-\square \mathscr{A} \vee \square \mathscr{B} \rightarrow \square(\mathscr{A} \vee \mathscr{B})$.
Proof. $\vdash \mathscr{A} \rightarrow \mathscr{A} \vee \mathscr{B}{ }^{`}$ (classical theorem)
$\vdash \square \mathscr{A} \rightarrow \square(\mathscr{A} \vee \mathscr{B})$
(R3)
$\vdash \square \mathscr{B} \rightarrow \square(\mathscr{A} \vee \mathscr{B})$
(similarly)
$\vdash \square \mathscr{A} \vee \square \mathscr{B} \rightarrow \square(\mathscr{A} \vee \mathscr{B})$
(by classical theorems)

Theorem 2. If $\vdash \mathscr{A} \rightarrow \mathscr{B}$ and $\vdash \mathscr{B} \rightarrow \mathscr{A}$ then $\mathscr{A}$ can be replaced by $\mathscr{B}$ in an arbitrary formula without loss of its derivability.

Proof. One can proceed by induction from the following facts:
$\vdash \mathscr{A} \rightarrow \mathscr{B}$ implies that $\vdash \sim \mathscr{B} \rightarrow \sim \mathscr{A}$
$\vdash \mathscr{A} \rightarrow \mathscr{B}$ implies that $\vdash \mathscr{A} \wedge \mathscr{C} \rightarrow \mathscr{B} \wedge \mathscr{C}$ and $\vdash \mathscr{C} \wedge \mathscr{A} \rightarrow \mathscr{C} \wedge \mathscr{B}$
$\vdash \mathscr{A} \rightarrow \mathscr{B}$ implies that $\quad \vdash \square \mathscr{A} \rightarrow \square \mathscr{B}$
$\vdash \mathscr{A} \rightarrow \mathscr{B}$ implies that $\quad \vdash \forall x \mathscr{A} \rightarrow \forall x \mathscr{B}$.
Assertion 5. A8 and R3 can be omitted if the following rule is added to the system: If $\vdash \mathscr{A}$ then $\vdash \square \mathscr{A}$.

Proof. (a) Let $\vdash \mathscr{A}$. Since $\vdash A \rightarrow((\mathscr{B} \rightarrow \mathscr{B}) \rightarrow \mathscr{A})$ implies $\vdash(\mathscr{B} \rightarrow \mathscr{B}) \rightarrow \mathscr{A}$, by R3, we have $\vdash \square(\mathscr{B} \rightarrow \mathscr{B}) \rightarrow \square \mathscr{A}$. By A8, $\vdash \square(\mathscr{B} \rightarrow \mathscr{B})$, i.e., $\vdash \square \mathscr{A}$.
(b) Let $\vdash \mathscr{A} \rightarrow \mathscr{B}$, then $\vdash \square(\mathscr{A} \rightarrow \mathscr{B})$. By A7, $\vdash \square \mathscr{A} \rightarrow \square \mathscr{B}$. But $\vdash \mathscr{A} \rightarrow \mathscr{A}$, so $\vdash \square(\mathscr{A} \rightarrow \mathscr{A})$ holds.

Assertion 6. $\vdash \square \forall x \mathscr{A} \rightarrow \forall x \square \mathscr{A}$.

$$
\begin{align*}
\text { Proof. } & \vdash \forall x \mathscr{A} \rightarrow \mathscr{A}  \tag{A6.a}\\
& \vdash \square \forall x \mathscr{A} \rightarrow \square \mathscr{A} \\
& \vdash \forall x \square \forall x \mathscr{A} \rightarrow \forall x \square \mathscr{A} \\
& \vdash \square \forall x \mathscr{A} \rightarrow \forall x \square \forall x \mathscr{A}  \tag{A5}\\
& \vdash \square \forall x \mathscr{A} \rightarrow \forall x \square \mathscr{A}
\end{align*}
$$

(by R3)
(by R2 and A4)
(by classical theorems)
Assertion 7. $\vdash \backslash \forall x \mathscr{A} \rightarrow \forall x \backslash \mathscr{A}$.

$$
\text { Proof. } \begin{aligned}
& \vdash \sim \mathscr{A} \rightarrow \exists x \sim \mathscr{A} \\
& \vdash \square \sim \mathscr{A} \rightarrow \square \exists x \sim \mathscr{A} \\
& \vdash \forall \forall \mathscr{A} \rightarrow \mathscr{A} \\
& \vdash \forall \forall x \mathscr{A} \rightarrow \forall x \backslash \mathscr{A}
\end{aligned}
$$

(from A6.a)
(by R3)
(by classical theorems) (similarly).

## § 4. Completeness theorems

A set of formulae $\alpha$ is consistent if for every $\mathscr{A}_{1}, \ldots, \mathscr{A}_{n} \in \alpha, \sim\left(\mathscr{A}_{1} \wedge \ldots \wedge \mathscr{A}_{n}\right)$ is not a theorem.

We introduce the following notation: $\alpha^{+}=\{\mathscr{A}: \square \mathscr{A} \in \alpha\}$.
Theorem 3. Let $\alpha$ be a consistent set of formulae and assume $\alpha^{+} \neq \emptyset$. If $\emptyset \mathscr{B} \in \alpha$, then $\alpha^{+} \cup\{\mathscr{B}\}$ is consistent.

Proof. Assume the contrary, i.e. $\alpha^{+} \cup\{\mathscr{B}\}$ is not consistent. Then there exist $\mathscr{A}_{1}, \ldots, \mathscr{A}_{n} \in \alpha^{+}$such, that $\vdash \sim\left(\mathscr{A}_{1} \wedge \ldots \wedge \mathscr{A}_{n} \wedge \mathscr{B}\right)$. It means that $\vdash \mathscr{A}_{1} \wedge \ldots \wedge \mathscr{A}_{n} \rightarrow \sim \mathscr{B}_{B}$ (using the hypothesis $\alpha^{+} \neq \emptyset$ and that $\vdash \sim \mathscr{A}$ implies $\vdash \sim(\mathscr{A} \wedge \mathscr{C})$ for arbitrary $\mathscr{C})$. By R3, we obtain $\vdash \square \mathscr{A}_{1} \wedge \ldots \wedge \square \mathscr{A}_{n} \rightarrow \square \sim \mathscr{B}$, i.e. $\vdash \sim\left(\square \mathscr{A}_{1} \wedge \ldots \wedge \square \mathscr{A}_{n} \wedge \upharpoonleft \mathscr{B}\right)$. This contradicts the assumption, that $\alpha$ is consistent.

If $\alpha$ is a set of formulae, then let us denote the set of variables occuring in $\alpha$ by $\Pi(\alpha)$.

Definition. Let $\alpha$ be a set of formulae. $\alpha$ is complete if the following conditions are satisfied:
(i) $\alpha$ is consistent;
(ii) If $\mathscr{A}$ contains variables from $\Pi(\alpha)$ only, then either $\mathscr{A} \in \alpha$ or $\sim \mathscr{A} \in \alpha$;
(iii) Let $\mathscr{A}$ contain variables from $\Pi(\alpha)$ only and let $x$ be the only variable occuring free in $\mathscr{A}$. If $\exists x \mathscr{A} \in \alpha$ then there exists $a$ such that $a \in \Pi(\alpha)$ and $a$ is free for $x$, moreover $\mathscr{A}[x / a] \in \alpha$.

Theorem 4. Let $\alpha$ be a complete set of formulae. Then
(i) $\mathscr{A} \in \alpha$ and $\mathscr{A} \rightarrow \mathscr{B} \in \alpha$ imply $\mathscr{B} \in \alpha$;
(ii) $\mathscr{A} \wedge \mathscr{B} \in \alpha$ if and only if $\mathscr{A} \in \alpha$ and $\mathscr{B} \in \alpha$;
(iii) $\forall x \mathscr{A} \in \alpha$ if and only if for every $a \in \Pi(\alpha)$ free for $x$ we have $\mathscr{A}[x / a] \in \alpha$, where $x$ is the only variable occuring free in $\mathscr{A}$.
(iv) If $\alpha^{+} \cup\{\mathscr{A}\}$ is consistent and $\mathscr{A}$ contains variables from $\Pi(\alpha)$ only, then $\backslash \mathscr{A} \in \alpha$.

Proof. (i) If $\mathscr{B} \notin \alpha$ then $\sim \mathscr{B} \in \alpha$ by completeness. But it means $\alpha$ is not consistent since $\vdash \sim(\mathscr{A} \wedge(\mathscr{A} \rightarrow \mathscr{B}) \wedge \sim \mathscr{B})$.
(ii) Since $\vdash \sim((\mathscr{A} \wedge \mathscr{B}) \wedge \sim \mathscr{A})$, $\vdash \sim((\mathscr{A} \wedge \mathscr{B}) \wedge \sim \mathscr{B})$ and $\vdash \sim(\mathscr{A} \wedge \mathscr{B} \wedge \sim$ $\sim(\mathscr{A} \wedge \mathscr{B}))$ hold, it is trivial.
(iii) $\vdash \sim(\forall x \mathscr{A} \wedge \sim \mathscr{A}[x / a])$, so if $\forall x \mathscr{A} \in \alpha$, then $\mathscr{A}[x / a] \in \alpha$. Conversely, if $\forall x \mathscr{A} \notin \alpha$, then $\sim \forall x \mathscr{A} \in \alpha$ by completeness, i.e. $\exists x \sim \mathscr{A} \in \alpha$. Thus there exists $a \in \Pi(\alpha)$ such that $\sim \mathscr{A}[x / a] \in \alpha$, i.e., $\mathscr{A}[x / a] \ddagger \alpha$.
(iv) If $\left\{\mathscr{A} \notin \alpha\right.$, then $\square \sim \mathscr{A} \in \alpha$, by completeness, and $\sim \mathscr{A} \in \alpha^{+}$. But it means $\alpha^{+} \cup\{\mathscr{A}\}$ is not consistent since $\vdash \sim(\mathscr{A} \wedge \sim \mathscr{A})$.
Theorem 5. If $\alpha$ is consistent, then there exists a complete $\beta$ such that $\alpha \subseteq \beta$.
Proof. It is easy by using the following three lemmata since we can assume that the set of variables has enough elements.

Lemma A. Let $\alpha$ be consistent. Then at least one of $\alpha \cup\{\mathscr{A}\}$ and $\alpha \cup\{\sim \mathscr{A}\}$ will also be consistent.

Proof. Suppose both $\alpha \cup\{\mathscr{A}\}$ and $\alpha \cup\{\sim \mathscr{A}\}$ are inconsistent; that means there exist $\mathscr{B}_{1}, \ldots, \mathscr{B}_{n} \in \alpha$ for which $\vdash \sim\left(\mathscr{B}_{1} \wedge \ldots \wedge \mathscr{B}_{n} \wedge \mathscr{A}\right)$ and $\vdash \sim\left(\mathscr{B}_{1} \wedge \ldots \wedge \mathscr{B}_{n} \wedge\right.$ $\wedge \sim \mathscr{A})$. Then $\vdash \sim(\mathscr{C} \wedge \mathscr{A}) \rightarrow(\sim(\mathscr{C} \wedge \sim \mathscr{A}) \rightarrow \sim \mathscr{C})$ entails $\vdash \sim\left(\mathscr{B}_{1} \wedge \ldots \wedge \mathscr{B}_{n}\right)$ so $\alpha$ is inconsistent. This completes the proof of Lemma A.

Lemma B. If $a \notin \Pi(\alpha \cup\{\mathscr{A}\})$ and $\alpha$ is consistent, then $\alpha \cup\{\exists x \mathscr{A} \rightarrow \mathscr{A}[x / a]\}$ is also consistent.

Proof. Suppose the contrary. Then there exist $\mathscr{A}_{1}, \ldots, \mathscr{A}_{n} \in \alpha$ such that $\vdash \sim\left(\mathscr{A}_{1} \wedge \ldots \wedge \mathscr{A}_{n} \wedge(\exists x \mathscr{A} \rightarrow \mathscr{A}[x / a])\right)$. By applying R2 we arrive at $\vdash \sim\left(\mathscr{A}_{1} \wedge \ldots\right.$ $\left.\ldots \wedge \mathscr{A}_{n} \wedge \sim(\exists x \mathscr{A} \wedge \forall a \sim \mathscr{A}[x / a])\right)$. Since $\vdash \sim(\exists x \mathscr{A} \wedge \forall a \sim \mathscr{A}[x / a])$, we have $\vdash \sim\left(\mathscr{A}_{1} \wedge \ldots \wedge \mathscr{A}_{n}\right)$ which contradicts the assumptions. This completes the proof of Lemma B.

Lemma C. If $\alpha_{n}$ is consistent and $\alpha_{n} \subseteq \alpha_{n+1}$ for every $n$, then $\bigcup_{n=1}^{\infty} \alpha_{n}$ is also consistent.

## Proof. Trivial.

Definition. The system of sets of formulae $M$ is said to be complete if the following conditions are satisfied:
(i) Each $\alpha \in M$ is complete.
(ii) If $\alpha \in M, \alpha^{+} \neq \emptyset$ and $\emptyset \mathscr{A} \in \alpha$, then there exists $\beta \in M$ such that $\alpha^{+} U$ $\cup\{\mathscr{A}\} \subseteq \beta$.
(iii) If the logic has equality symbol, then
(a) If $\alpha, \beta \in M, a \in \Pi(\alpha) \cap \Pi(\beta)$, then there exist natural numbers $n, m \geqq 0$ and sets of formulae $\alpha_{0}, \ldots, \alpha_{n}, \beta_{0}, \ldots, \beta_{m} \in M$ súch that $\alpha_{0}=\beta_{0}, \alpha_{n}=\alpha, \beta_{m}=\beta$, $a \in \Pi\left(\alpha_{0}\right), \alpha_{i}^{+} \neq \emptyset$ and $\alpha_{i}^{+} \subseteq \alpha_{i+1}(i=0, \ldots, n-1), \beta_{i}^{+} \neq \emptyset$ and $\beta_{i}^{+} \subseteq \beta_{i+1}(i=0, \ldots, m-1)$.
(b) If $\alpha_{i}^{+} \neq \emptyset, \quad \alpha_{i}^{+} \subseteq \alpha_{i+1}(i=0, \ldots, n-1), \quad \beta_{i}^{+} \neq \emptyset, \quad \beta_{i}^{+} \subseteq \beta_{i+1}(i=0, \ldots, m-1)$, $\alpha_{n}=\beta_{m}$, then there exist $\gamma_{0}, \ldots, \gamma_{k} \in M$ such that $\gamma_{i}^{+} \neq \emptyset$ and $\gamma_{i}^{+} \subseteq \gamma_{i+1}(i=0, \ldots, k-1)$ and either $\gamma_{0}=\alpha_{0}, \gamma_{k}=\beta_{0}$ or $\gamma_{0}=\beta_{0}, \gamma_{k}=\alpha_{0}$ are true.

Theorem 6. If $\alpha$ is complete, then there exists a complete system of sets of formulae $M$ such that $\alpha \in M$.

Proof. Let $M_{0}=\{\alpha\}$. Assume that $M_{n}$ is a set of complete sets of formulae. Let $\beta \in M_{n}, \beta^{+} \neq \emptyset, \emptyset \mathscr{A} \in \beta$. Then, to $(\beta, \mathscr{A})$ we associate a set of variables. This set is disjoint from $\bigcup_{\gamma \in M_{n}} \Pi(\gamma)$ and different pairs have disjoint associated sets of variables. There exists a complete set $\gamma$ such that $\gamma \in M_{n+1} ; \beta^{+} \cup\{\mathscr{A}\} \subseteq \gamma$ and $\Pi(\gamma) \backslash \Pi(\beta)$ is associated to the pair $(\beta, \mathscr{A})$. It is trivial, that $\bigcup_{n=0}^{\infty} M_{n}$ is a complete system of sets of formulae.

Theorem 7. (Completeness Theorem.) Let us suppose that a simple non-stable and equality free modal logic is given. If a formula $\mathscr{A}$ cannot be derived then $\sim \mathscr{A}$ is satisfiable.

Proof. We can assume without loss of generality, that no free variable occurs in $\mathscr{A}$. Since not $\vdash \mathscr{A}$, we have not $\vdash \mathscr{A}$ i.e., $\{\sim \mathscr{A}\}$ is consistent. There exists a complete set of formulae $\alpha$ and a complete system of sets of formulae $M$ such that $\sim \mathscr{A} \in \alpha$ and $\alpha \in M$.

Let us define the following notions: $N=\left\{\beta: \beta \in M\right.$ and $\left.\beta^{+} \neq \emptyset\right\}$; if $\beta, \gamma \in M$, then $\beta R \gamma \Leftrightarrow\left(\left(\beta^{+} \subseteq \gamma\right.\right.$ and $\left.\beta^{+} \neq \emptyset\right)$ or $\left(\beta^{+}=\emptyset\right.$ and $\left.\left.\gamma=\beta\right)\right) ;|P(\beta)|=\{\tau$ : all variables occuring in $\tau$ are from $\Pi(\beta)\} ; f_{P(\beta)}\left(\tau_{1}, \ldots, \tau_{n}\right)=f\left(\tau_{1}, \ldots, \tau_{n}\right)$ where $\tau_{1}, \ldots, \tau_{n} \in|P(\beta)|$; $r_{P(\beta)}\left(\tau_{1}, \ldots, \tau_{n}\right) \Leftrightarrow r\left(\tau_{1}, \ldots, \tau_{n}\right) \in \beta$ if $\tau_{1}, \ldots, \tau_{n} \in|P(\beta)|$. It is easy to see that $\langle M, N, \alpha$, $R, P\rangle$ is a simple model.

Let $k$ be an interpretation and $x$ the corresponding valuation. The following two assertions can easily be proved by a simple induction.

If $\tau \in \mathscr{H}_{k}(\beta), \beta \in M$, then $x(\tau, \beta)=\tau\left[x_{1}, \ldots, x_{n} / k\left(x_{1}\right), \ldots, k\left(x_{n}\right)\right]$ where $x_{1}, \ldots, x_{n}$ are all the variables occuring in $\tau$, and $\tau\left[x_{1}, \ldots, x_{n} / \tau_{1}, \ldots, \tau_{n}\right]$ is the result of the substitutions $\left[x_{1} / \tau_{1}\right], \ldots,\left[x_{n} / \tau_{n}\right]$ executed simultaneously.

If $\mathscr{B} \in \mathscr{H}_{k}(\beta), \beta \in M$ and $x_{1}, \ldots, x_{n}$ are all the variables occuring in $\mathscr{B}$, then $\beta \models \mathscr{B}[k] \Leftrightarrow \mathscr{B}\left[x_{1}, \ldots, x_{n} / k\left(x_{1}\right), \ldots, k\left(x_{n}\right)\right] \in \beta$. Hence, if for every $a, k(a)=a$, then $\alpha \vDash \sim \mathscr{A}[k]$. Let us suppose that $\mathscr{B}$ contains variables only from $\Pi(\beta)$, where $\beta$ is a complete set.

If $\vdash \mathscr{B}$, then $\mathscr{B} \in \beta$, since in the opposite case we have $\sim \mathscr{B} \in \beta$, i.e. $\beta$ is inconsistent.

K1. If $\square(\mathscr{B} \rightarrow \mathscr{B})$ is an axiom, then for every $\beta \in M, \square(\mathscr{B} \rightarrow \mathscr{B}) \in \beta$ provided no variable occurs in $\mathscr{B}$. Thus, $\beta^{+} \neq \emptyset$ and $N=M$.

K2. Let $\beta$ be an arbitrary formula for which $\mathscr{B} \in \beta^{+}$. From $\square \mathscr{B} \in \beta$ and $\square \mathscr{B} \rightarrow \mathscr{B} \in \beta$ we infer $\mathscr{B} \in \beta$, i.e. $\beta^{+} \subseteq \beta, \beta R \beta$.

K3. Let $\beta R \gamma$ and $\gamma R \delta$, moreover $\mathscr{B} \in \beta^{+}$. Then $\square \mathscr{B} \in \beta$, $\square \mathscr{B} \rightarrow \square \square \mathscr{B} \in \beta$, so $\square \square \mathscr{B} \in \beta$. By definition of $R, \square \mathscr{B} \in \gamma$ and $\mathscr{B} \in \delta$ follow. We obtain $\beta R \delta$. Let $\beta \in N$, then for some $\mathscr{B}, \square \mathscr{B} \in \beta$. If $\beta R \gamma$ then $\square \mathscr{B} \in \gamma$, so $\gamma \in N$.

This completes the proof of Theorem 7.
In what follows we assume that a non-stable modal logic with equality is given. Let $M$ be a complete system of sets of formulae, let $N$ and $R$ be defined analogouosly to the ones in the proof of the previous theorem. We denote the reflexive and transitive closure of $R$ by $\bar{R}$.

By these notations we redefine the third clause of the last definition in the following simple way:
(iii)' If the logic has equality symbol, then
(a) If $\alpha, \beta \in M, a \in \Pi(\alpha) \cap \Pi(\beta)$ then there exists $\gamma \in M$ such that $\gamma \bar{R} \alpha, \gamma \bar{R} \beta$ and $a \in \Pi(\gamma)$.
(b) If $\alpha, \beta, \gamma \in M, \alpha \bar{R} \gamma$ and $\beta \bar{R} \gamma$, then either $\alpha \bar{R} \beta$ or $\beta \bar{R} \alpha$ is true; in other words, $\bar{R}$ is trichotom on the set $\{\alpha: \alpha \bar{R} \gamma\}$.

We prove some simple assertions:
Assertion 8. If $\beta \bar{R} \gamma$, then $\Pi(\beta) \subseteq \Pi(\gamma)$.
Proof. Trivial.
Assertion 9. If $\beta \bar{R} \gamma$ and $a, b \in \Pi(\beta)$, then $\mathscr{I}(a, b) \in \beta \Leftrightarrow \mathscr{I}(a, b) \in \gamma$.
Proof. If $\beta \bar{R} \gamma$, then $\square \mathscr{F}(a, b) \vee \perp \mathscr{A} \in \beta$. If $\beta \bar{R} \gamma$ and $\gamma \neq \beta$, then $\beta^{+} \neq \emptyset$, e.g. $\square \sim \mathscr{A}_{1} \in \beta$. If $\mathscr{A}$ is replaced by $\mathscr{A}_{1}$, then $\square \sim \mathscr{A}_{1} \rightarrow \square \mathscr{I}(a, b) \in \beta$ and so $\square \mathscr{I}(a, b) \in \beta$. That means $\mathscr{I}(a, b) \in \beta^{+}$and $\mathscr{I}(a, b) \in \gamma$ by induction.

If $\sim \mathscr{I}(a, b) \in \beta$, then by an analogouos argument we can obtain the other direction. This completes the proof the Assertion 9.

Let $a, b$ be two variables. $a \equiv b$ if and only if there exist $\alpha, \beta, \gamma \in M$ and $c \in \Pi(\gamma)$ such that $\gamma \bar{R} \alpha, \gamma \bar{R} \beta, \mathscr{I}(a, c) \in \alpha$ and $\mathscr{I}(b, c) \in \beta$. Obviously, $\equiv$ is a reflexive and symmetric relation. We shall prove that it is transitive, as well.

Assertion 10. If $\gamma \bar{R} \alpha, \gamma \bar{R} \beta, c \in \Pi(\gamma), \mathscr{I}(c, a) \in \alpha$ and $\mathscr{I}(a, b) \in \beta$, then $\mathscr{I}(c, b) \in \beta$.
Proof. It is clear, that $a \in \Pi(\alpha) \cap \Pi(\beta)$. By (iii)' there exists $\delta \in M$ such that $a \in \Pi(\delta)$ and $\delta \bar{R} \alpha, \delta \bar{R} \beta$. Also by this definition we have either $\gamma \bar{R} \delta$ or $\delta \bar{R} \gamma$. By Assertion 8 either $a, c \in \Pi(\delta)$ or $a, c \in \Pi(\gamma)$ and so either $\mathscr{I}(c, a) \in \delta$ or $\mathscr{I}(c, a) \in \gamma$. In both cases $\mathscr{I}(c, a) \in \beta$ by Assertion 9 . Then $\mathscr{I}(c, b) \in \beta$ by transitivity of equality.

Assertion 11. Let $\alpha_{i} \bar{R} \beta_{i}(i=1, \ldots, n)$ and $\alpha_{i+1} \bar{R} \beta_{i}(i=1, \ldots, n)$. There exists a $k$ such that $1 \leqq k \leqq n+1$ and $\alpha_{k} \bar{R} \alpha_{i}$ for every $i(1 \leqq i \leqq n+1)$; furthermore, there exists an $l$ such that $1 \leqq l \leqq n+1$ and $\alpha_{i} \bar{R} \alpha_{l}$ for every $i(1 \leqq i \leqq n+1)$.

Proof. Readily follows by definitions.
Assertion 12. The relation $\equiv$ is transitive.
Proof. Assume $a \equiv b$ and $b \equiv c$. Then, there exist $d, e$ and $\alpha_{1}, \alpha_{3}, \beta_{1}, \beta_{2}, \beta_{3}, \beta_{4}$ such that $\alpha_{1} \bar{R} \beta_{1}, \alpha_{1} \bar{R} \beta_{2}, \mathscr{I}(d, a) \in \beta_{1}, \mathscr{I}(d, b) \in \beta_{2}, d \in \Pi\left(\alpha_{1}\right), \alpha_{3} \bar{R} \beta_{3}, \alpha_{3} \bar{R} \beta_{4}, \mathscr{I}(e, b) \in \beta_{3}$, $\mathscr{I}(e, c) \in \beta_{4}, e \in \Pi\left(\alpha_{3}\right)$. By (iii)' (a), there exists an $\alpha_{2}$ such that $\alpha_{2} \bar{R} \beta_{2}, \alpha_{2} \bar{R} \beta_{3}$, $b \in \Pi\left(\alpha_{2}\right)$. By the previous assertion, for some $i, \alpha_{i} \bar{R} \alpha_{j}(j=1,2,3)$ and $\alpha_{i} \bar{R} \beta_{j}$ $(j=1,2,3,4)$. It is known, that $d \in \Pi\left(\alpha_{1}\right), b \in \Pi\left(\alpha_{2}\right), e \in \Pi\left(\alpha_{3}\right)$. Let $f$ be that variable among (of $d, b, e$ ), which is in $\Pi\left(\alpha_{i}\right)$. We have $\mathscr{I}(a, d) \in \beta_{1}, \mathscr{I}(d, b) \in \beta_{2}, \mathscr{I}(b, e) \in \beta_{3}$, $\mathscr{I}(e, c) \in \beta_{4}$. By Assertion 10, we obtain $\mathscr{F}(a, f) \in \beta_{1}, \mathscr{I}(f, c) \in \beta_{4}$, that means $a \equiv c$.

Assertion 13. If $a, b \in \Pi(\beta)$ and $a \equiv b$, then $\mathscr{I}(a, b) \in \beta$.
Proof. Let $\beta_{1}=\beta_{4}=\beta$. Since $a \equiv b$ there exist $\beta_{2}, \beta_{3}, \alpha_{2} \in M$ and $c \in \Pi\left(\alpha_{2}\right)$ such that $\mathscr{I}(a, c) \in \beta_{2}, \mathscr{I}(b, c) \in \beta_{3}, \alpha_{2} \bar{R} \beta_{2}, \alpha_{2} \bar{R} \beta_{3}$. By (iii)' (a) there exist $\alpha_{1}$ and $\alpha_{3}$ for which $\alpha_{1} \bar{R} \beta_{1}, \alpha_{1} \bar{R} \beta_{2}, d \in \Pi\left(\alpha_{1}\right), \alpha_{3} \bar{R} \beta_{3}, \alpha_{3} \bar{R} \beta_{4}, \beta \in \Pi\left(\alpha_{3}\right)$. By Assertion 11, there exists an $i$ such that $\alpha_{i} \bar{R} \beta_{j}(j=1,2,3,4)$. Obviously $\mathscr{I}(a, a) \in \beta_{1}, \mathscr{I}(a, c) \in \beta_{2}$, $\mathscr{I}(c, b) \in \beta_{3}, \mathscr{I}(b, b) \in \beta_{4}$. Let $d$ be that variable among $a, b, c$ which is in $\Pi\left(\alpha_{i}\right)$. Applying Assertion 10 , we have $\mathscr{I}(a, d) \in \beta_{1}$ and $\mathscr{F}(d, b) \in \beta_{4}$, i.e. $\mathscr{I}(a, b) \in \beta$.

Theorem 8. (Completeness Theorem.) Let a non-stable modal logic with equality be given. If $\mathscr{A}$ is not derivable, then $\sim \mathscr{A}$ is satisfiable.

Proof. Let $M$ be a complete system of sets of formulae, $N, R$ as defined in the proof of Theorem 7. Let us define $P$ by the following causes: for $\beta \in M$ $|P(\beta)|=\{\bar{a}: a \in \Pi(\beta)\}, \quad$ where $\quad \bar{a}=\{b: a \equiv b\} ; \quad$ if $\quad a_{1}, \ldots, a_{n}, a \in \Pi(\beta)$, then

$$
f_{P(\beta)}\left(\bar{a}_{1}, \ldots, \dot{\bar{a}}_{n}\right)=\bar{a} \Leftrightarrow \mathscr{I}\left(f\left(a_{1}, \ldots, a_{n}\right), a\right) \in \beta ;
$$

(By definition of completeness, this function is defined and it is unique by last assertion.) $r_{P(\beta)}\left(\bar{a}_{1}, \ldots, \bar{a}_{n}\right) \Leftrightarrow r\left(a_{1}, \ldots, a_{n}\right) \in \beta$. For an arbitrary $\beta \in M,\langle M, N, \beta, R, P\rangle$ is a model.

If A 6 is an axiom of the given logic, then this model is simple. We have to prove that
if $a_{1}, \ldots, a_{n}, a \in \Pi(\beta), b_{1}, \ldots, b_{n}, b \in \Pi(\gamma), a_{1} \equiv b_{1}, \ldots, a_{n} \equiv b_{n}, \mathscr{I}\left(f\left(a_{1}, \ldots, a_{n}\right), a\right) \in \beta$ and $\mathscr{I}\left(f\left(b_{1}, \ldots, b_{n}\right), b\right) \in \gamma$, then $a \equiv b$. Let $1 \leqq i \leqq n$ be given. By definition of $\equiv$ and clause (iii)' (a) we can assume that $\beta_{1}=\beta, \beta_{n}=\gamma, \alpha_{1} \bar{R} \beta_{1}, \alpha_{1} \bar{R} \beta_{2}, \alpha_{2} \bar{R} \beta_{2}, \alpha_{2} \bar{R} \beta_{3}$, $\alpha_{3} \bar{R} \beta_{3}, \alpha_{3} \bar{R} \beta_{4}, a_{i} \in \Pi\left(\alpha_{1}\right), \mathscr{I}\left(a_{i}, c\right) \in \beta_{2}, c \in \Pi\left(\alpha_{2}\right), \mathscr{I}\left(c, b_{i}\right) \in \beta_{3}, b_{i} \in \Pi\left(\alpha_{3}\right)$. Let $\gamma_{i}$ denote the first element among $\alpha_{1}, \alpha_{2}, \alpha_{3}$ under $\bar{R}$. Using methods from proofs of Assertion 9-13, we get $c_{i} \in \Pi\left(\gamma_{i}\right), \mathscr{I}\left(a_{i}, c_{i}\right) \in \beta, \mathscr{I}\left(c_{i}, b_{i}\right) \in \gamma, \gamma_{i} \bar{R} \beta, \gamma_{i} \bar{R} \gamma$. Since for every $i, \gamma_{i} \bar{R} \beta$, applying (iii)' (b) we obtain that there exists an $i$ such that $\gamma_{j} \bar{R} \gamma_{i}$ for every $j$. By Assertion 8, for this $i$ we have $c_{1}, \ldots, c_{n} \in \Pi\left(\gamma_{i}\right)$. So there exists a $c$ for which $\mathscr{I}\left(f\left(c_{1}, \ldots, c_{n}\right), c\right) \in \gamma_{i}$. Generalizing the method used in proof of Assertion 9, we arrive to $\mathscr{I}\left(f\left(c_{1}, \ldots, c_{n}\right), c\right) \in \beta$ and $\mathscr{I}\left(f\left(c_{1}, \ldots, c_{n}\right), c\right) \in \gamma$. From $\mathscr{I}\left(f\left(a_{1}, \ldots, a_{n}\right), a\right) \in \beta$ and $\mathscr{I}\left(f\left(b_{1}, \ldots, b_{n}\right), b\right) \in \gamma$, it follows that $\mathscr{I}(a, c) \in \beta, \mathscr{I}(b, c) \in \gamma$ and so $a \equiv b$.

Let $k$ be an interpretation and $x$ the corresponding valuation. If for a variable $x, k(x) \in|P(\beta)|$, then $k(x) \cap \Pi(\beta) \neq \emptyset$. Let $x^{*} \in k(x) \cap \Pi(\beta)$. We extend the operation ${ }^{*}$ for arbitrary expressions: $\mathscr{K}^{*}=\mathscr{K}\left[x_{1}, \ldots, x_{n} / x_{1}^{*}, \ldots, x_{n}^{*}\right]$, where $x_{1}, \ldots, x_{n}$ are all the variables occuring in $\mathscr{K}$. By a simple induction, the following statements are easy to prove:
(i) $x(\tau, \beta)=\bar{a}$ and $a \in \Pi(\beta) \Leftrightarrow \mathscr{I}\left(\tau^{*}, a\right) \in \beta$;
(ii) If $\mathscr{A}$ contains variables from $\Pi(\beta)$ only then $\beta \vDash \mathscr{A}[k] \leftrightarrow \mathscr{A}^{*} \in \beta$.

From (ii) the theorem follows.

## § 5. Connections with classical logics

Let us suppose that a modal logic is given; i.e., the sets of relation symbols, function symbols and set of variables are fixed. We also suppose that the following symbols do not occur in these sets: $o, s, n, r, p, i, z, z^{\prime}$. Furthermore the parameter $\mathscr{T}$ of this logic is fixed. Also we know if this logic is simple, stable or so.

Now we define a classical theory. The language of this theory contains all the relation symbols and function symbols of the modal language but if a symbol has arity $m$ in the modal language we use it with arity $m+1$ in the classical one. Also we shall use the following symbols: $o$ : 0 -ary function symbol, $s$ and $n$ both unary relation symbols, $r, p, i$ all of them are binary relation symbols, and two new variables: $z$ and $z^{\prime}$.

We define a mapping [ ] from the set of modal expressions into the set of classical ones:
(i) if $x$ is a variable, then $[x]=x$;
(ii) $\left[f\left(\tau_{1}, \ldots, \tau_{m}\right)\right]=f\left(\left[\tau_{1}\right], \ldots,\left[\tau_{m}\right], z\right)$ if $f$ is an $m$-ary function symbol in the modal language, $\tau_{1}, \ldots, \tau_{m}$ are terms;
(iii) $\left[r\left(\tau_{1}, \ldots, \tau_{m}\right)\right]=r\left(\left[\tau_{1}\right], \ldots,\left[\tau_{m}\right], z\right)$ if $r$ is an $m$-ary relation symbol in the modal language, $\tau_{1}, \ldots, \tau_{m}$ are terms; in particular $\left[\mathscr{F}\left(\tau_{1}, \tau_{2}\right)\right]=i\left(\left[\tau_{1}\right],\left[\tau_{2}\right]\right)$;
(iv) $[\sim \mathscr{A}]=\sim[\mathscr{A}] ;[\mathscr{A} \wedge \mathscr{B}]=[\mathscr{A}] \wedge[\mathscr{B}]$;
(v) $[\forall x \mathscr{A}]=\forall x(p(x, z) \rightarrow[\mathscr{A}])$;
(vi) $[\square \mathscr{A}]=\forall z^{\prime}\left(r\left(z, z^{\prime}\right) \rightarrow[\mathscr{A}]\left[z / z^{\prime}\right]\right) \wedge n(z)$.

Let $\mathscr{A}^{*}=p\left(x_{1}, z\right) \wedge \ldots \wedge p\left(x_{m}, z\right) \wedge[\mathscr{A}]$, where $x_{1}, \ldots, x_{m}$ are all the free variables of $\mathscr{A}$.

Let $M$ be a classical model in which the following formulae are valid:
$s(o) ; s(z) \rightarrow \exists x p(x, z) ; p(x, z) \wedge r\left(z, z^{\prime}\right) \rightarrow p\left(x, z^{\prime}\right) ; s(z) \wedge r\left(z, z^{\prime}\right) \rightarrow s\left(z^{\prime}\right) ; s(z) \rightarrow p\left(f\left(x_{1}, \ldots\right.\right.$ $\left.\ldots, x_{m}, z\right), z$ ) for every function symbol.

Let $0=o_{\mathrm{M}}, S=\left\{a: a \in|M|\right.$ and $\left.s_{\mathrm{M}}(a)\right\}, N=\left\{a: a \in S\right.$ and $\left.n_{M}(a)\right\}, a R b \Leftrightarrow a, b \in S$ and $r_{M}(a, b),|P(a)|=\left\{b: p_{M}(b, a)\right\}$, if $a \in S$, for $a_{1}, \ldots, a_{m} \in|P(a)|, f_{P(a)}\left(a_{1}, \ldots, a_{m}\right)=$ $=f_{M}\left(a_{1}, \ldots, a_{m}, a\right)$ and $q_{P(a)}\left(a_{1}, \ldots, a_{m}\right) \Leftrightarrow q_{M}\left(a_{1}, \ldots, a_{m}, a\right)$.

It is obvious, that by these definitions $\langle S, N, O, R, P\rangle$ is a modal model.
Let $k$ be an interpretation for $M$ such that $k$ associates an element of $S$ to $z$ and $z^{\prime}$, and $k$ associates an element of $\bigcup_{a \in S}|P(a)|$ to every variable other then $z$ or $z^{\prime}$. It is clear, that $k$ is also an interpretation for $\langle S, N, O, R, P\rangle$. Let the corresponding valuations be $K$ in $M$ and $\varkappa$ in $\langle S, N, O, R, P\rangle$.

Theorem 9. Let $\tau$ be a term, $\mathscr{A}$ a formulà and suppose $z, z^{\prime}$ do not occur in them. Then
(i) $x(\tau, k(z))=K([\tau])$, provided $x(\tau, k(z))$ is defined;
(ii) $k(z) \models \mathscr{A}[k] \leftrightarrow M \vDash \mathscr{A}^{*}[k]$.

Proof. The easy induction is left to the reader.
Now we give the inverse of the mapping

$$
M \rightarrow\langle S, N, O, R, P\rangle
$$

Let $\langle S, N, O, R, P\rangle$ be an arbitrary modal model. We define

$$
\begin{gathered}
|M|=S \cup\left(\bigcup_{a \in S}|P(a)|\right) ; \quad o_{M}=0 ; \quad s_{M}(a) \Leftrightarrow a \in S ; \\
n_{M}(a) \Leftrightarrow a \in N ; \quad p_{M}(a, b) \Leftrightarrow b \in S \quad \text { and } a \in|P(b)| ; \\
r_{M}(a, b) \Leftrightarrow a, b \in S \quad \text { and } a R b, i_{M}(a, b) \Leftrightarrow a=b ; \\
f_{M}\left(a_{1}, \ldots, a_{m}, a\right)=\left\{\begin{array}{l}
f_{P(a)}\left(a_{1}, \ldots, a_{m}\right), \text { if } a \in S \text { and } a_{1}, \ldots, a_{m} \in|P(a)| \\
\text { arbitrary element of }|P(a)| \text { otherwise } ; \\
q_{M}\left(a_{1}, \ldots, a_{m}, a\right) \Leftrightarrow q_{P(a)}\left(a_{1}, \ldots, a_{m}\right) .
\end{array}\right.
\end{gathered}
$$

Theorem 10. Let $A, B$ classical models and $|A| \subseteq|B|$. There are the same symbols in the languages of $A$ and $B$ the only exeption is $s$, which is used only in the language of $B$ as a unary relation symbol. Let

$$
\begin{aligned}
& f_{A}\left(a_{1}, \ldots, a_{m}\right)=f_{B}\left(a_{1}, \ldots, a_{m}\right), \text { if } \quad a_{1}, \ldots, a_{m} \in|A| ; \\
& q_{A}\left(a_{1}, \ldots, a_{m}\right) \Leftrightarrow q\left(a_{1}, \ldots, a_{m}\right), \text { if } \\
& a_{1}, \ldots, a_{m} \in|A| ; \\
& s_{B}(b) \Leftrightarrow b \in|A| .
\end{aligned}
$$

We define the mapping $\mathscr{H}$ on the set of formulae not containing the symbol $s$ : $\mathscr{H}(\mathscr{A})=\mathscr{A}$, if $\mathscr{A}$ is an atom;
$\mathscr{H}(\mathscr{A} \wedge \mathscr{B})=\mathscr{H}(\mathscr{A}) \wedge \mathscr{H}(\mathscr{B})$
$\mathscr{H}(\sim \mathscr{A})=\sim \mathscr{H}(\mathscr{A})$
$\mathscr{H}(\forall x \mathscr{A})=\forall x(s(x) \rightarrow \mathscr{H}(\mathscr{A}))$.
Let $k$ be an interpretation the range of which is in $|A|$. Then

$$
A \models \mathscr{A}[k] \Leftrightarrow B \models \mathscr{H}(\mathscr{A})[k] .
$$

Proof. Trivial.
If $M \rightarrow\langle S, N, O, R, P\rangle$ is the mapping defined above, $\mathscr{T}$ is the parameter of the logic, then we have:
(i) the modal model has property $\mathscr{T}$ if and only if $M \models \mathscr{H}(\mathscr{T})$;
(ii) the modal model is simple if and only if for every function symbol $f$

$$
\begin{aligned}
M \vDash \forall x_{1} \ldots \forall & x_{m} \forall z \forall z^{\prime}\left(p\left(x_{1}, z\right) \wedge p\left(x_{1}, z^{\prime}\right) \wedge \ldots \wedge p\left(x_{m}, z\right) \wedge p\left(x_{m}, z^{\prime}\right) \rightarrow\right. \\
& \left.\rightarrow i\left(f\left(x_{1}, \ldots, x_{m}, z\right), f\left(x_{1}, \ldots, x_{m}, z^{\prime}\right)\right)\right) ;
\end{aligned}
$$

(iii) the modal model is stable if and only if

$$
M \vDash \forall z \forall z^{\prime}\left(s(z) \wedge s\left(z^{\prime}\right) \rightarrow \forall x\left(p(x, z) \rightarrow p\left(x, z^{\prime}\right)\right)\right) .
$$

Let $\mathscr{A}$ be a modal formula and assume a modal logic is given. The formula $\mathscr{A}$ is satisfiable (in modal sense) if and only if the following formula is classically satisfiable: $s(o) \wedge(s(z) \rightarrow \exists x p(x, z)) \wedge \forall x \forall z \forall z^{\prime} \quad\left(p(x, z) \wedge r\left(z, z^{\prime}\right) \rightarrow p\left(x, z^{\prime}\right)\right) \wedge$ $\wedge \forall z \forall z^{\prime}\left(s(z) \wedge r\left(z, z^{\prime}\right) \rightarrow s\left(z^{\prime}\right)\right) \wedge \forall z \forall x_{1}, \ldots, \forall x_{m_{1}}\left(s(z) \rightarrow p\left(f_{1}\left(x_{1}, \ldots, x_{m_{1}}, z\right), z\right)\right) \wedge \ldots$ $\ldots \wedge \forall z \forall x_{1} \ldots \forall x_{m_{k}}\left(s(z) \rightarrow p\left(f_{k}\left(x_{1}, \ldots, x_{m_{k}}, z\right), z\right)\right) \wedge \mathscr{P} \wedge \mathscr{S} \wedge \mathscr{H}(\mathscr{T}) \wedge \mathscr{A}^{*}[z / o]$, where $f_{1}, \ldots, f_{k}$ are all the function symbols occuring in $\mathscr{A} ; \mathscr{P}$ is true if the logic is not simple, otherwise it is the following:

$$
\begin{gathered}
\bigwedge_{j=1}^{k}\left(\forall x_{1}, \ldots \forall x_{m_{j}} \forall z \forall z^{\prime}\left(p ( x _ { 1 } , z ) \wedge p ( x _ { 1 } , z ^ { \prime } ) \wedge \ldots \wedge p ( x _ { m _ { j } } ^ { - } , z ) \wedge p ( x _ { m _ { j } } , z ) \rightarrow i \left(f \left(x_{1} ; \ldots\right.\right.\right.\right. \\
\left.\left.\left.\ldots, x_{m_{j}}, z\right), f\left(x_{1}, \ldots, x_{m_{j}}, z^{\prime}\right)\right)\right)
\end{gathered}
$$

$\mathscr{S}$ is true if the logic is not stable, otherwise it is the formula

$$
\forall z \forall z^{\prime}\left(s(z) \wedge s\left(z^{\prime}\right) \rightarrow \forall x\left(p(x, z) \rightarrow p\left(x, z^{\prime}\right)\right)\right) .
$$
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[^0]:    1 Acta Cybernetica IV/3

[^1]:    * It is thought that the condition $m \leqq 2^{n-1}+1$ is, in fact, not necessary. Also the constant might perhaps be improved to $-0.5+\gamma / \ln 2=0.33 \ldots$.

[^2]:    * If the torus-connection is rejected and dummy cells are used on the edges of CA (inhomogeneous topology!), then we need a test for the configurations $\varepsilon_{1,1}, \varepsilon_{2,1}, \varepsilon_{2,2}, \varepsilon_{3,1}, \varepsilon_{3,2}, \varepsilon_{3,3}, \varepsilon_{4,1}$, $\varepsilon_{4,2}, \varepsilon_{4,3}$, too.
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