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TYPOLOGY OF FARMS IN CENTRAL FINLAND

Ko Rikkinen

Helsinki University
/Finland/

PURPOSE OF STUDY

Agriculture in any district is the result of complicated
influences deriving from nature and humenity. Each district and
each individusl farm is inuque, and the difficulties of compa-
ring regional sgriculture at international level are therefore
understendable. A worldwide clessification of egriculture is en
aim which meets with general spprovel, however, and the Commisi-
on on Agricultural Typology of the I.G.U, has been working to
that end since 1964.

As the President of the Commission noted in 1964, "a num-
ber of quentitative methods elaborated by methematicians end -
non-mathematicians ere in use in various disciplines to measure
similerities or average differences between various phenomena...
None of them, however, héve been checked in the typological in-

‘vestigations of egriculture.” /Kostrowicki 1964, p. 166/. This
challenge has since been accepted by several investigetérs. So~
me geographers have found factor enalytic techniques a useful

_aid ‘to problem solving in egricultural studies /Henshell 1966;
Munton 1970; Munton and Norris 1969; Aitchison 1970; Momsen
1970/. In the latest studies results have been promising: "The
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. factor analysis methodology provides a simple framework for an
.understending of the internsel veriation between smell farms
within each territory." /Momsen 1970, p. 8./ and "principeal
component znalysis has simplified and redefined the complex
data metrices required to describe large numbers of farm sys-
tems, end it is possible to group the farms as a result ...
Most important of all, by grouping the farm systems in terms

in terms of their similarities of function, principal component
analysis has provided & valusble besis for their future inves-
tigation.” /Munton 1970, p. 11-13/.

" The purpose of the present study is to exsmine the suit-
“ability of multivariste enalysis for the typology of farms in
centrsl Finlend. The complete.study has been published in other
journalls{ In this peper only the general features of the met-
hods and study results are presented.

MATERIAL

The study material consists of two ssmple districts in
centrgl Finlend, one /Kalmari/ containing 172 end the other
/Hikkilsa/ 146 farms, each with a field ares of at least one
hectere. The farming census efforded informstion on many vari-
. ables illustrating basic features of agricultureée. The agricul-
turel census questionnaire contained 136 question groups, some
of which included several sub-quéstions.

15/ Kalevi Rikkinen: Typology of farms in central Finland.
Fennia 106. 44 p. Helsinki.1971.
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TYPOLOGY OF FARMS ON THE BASIS OF INDIVIDUAL VARIABLES

Typologically the farms are divided into two main types
with regard to separate variables. First there exists a conti-
nuum- type divison which appears with many central- variables
descfibing farms. To be regerded as a second mein type is the
dichotomous distribution which occurs, for instence, in veri-
ebles describing the cultivation of most crops. Variations of
. these main types also naturelly occur.

From the typological stendpoint the continuum-type divi-
sion is difficult. Dichotomous division, on the other hand, is
in one sense easy, as there are then two distinct classes. On
the other hand, the placing of farme in tow classée only may be
too rough a division. In any case the drawing of cless bounda-
ries and the formation of groups will be highly subjective if

'individual variasbles alone are used for division. For this rea-
son the multivarieble method was used in the present study.

CORRELATION ANALYSIS

By calculatlon of correlation coefficients between diffe-
rent veriables the formation of homogeneous groups may be attemp-
ted /Hagood 1943; Hegood and Price 1952 et., 8l./. If the interde-

'pendences of verisbles are discovered, & "linkage tree" of vari-
ables may be composed.,

From the material available 44 varisbles were formed for
correlation anelysis. Variables were formed by including at le-
ast one variable from each section of the questionnaire which
showed a characteristic as well as possible.
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Correlation coefficients enable homogeneous groups to
be composed with the eid of meny different principles. Haeggett
/1966, p 283-286/ presents there basic concepts: 1/ basiec
pairs; 2/ p-clusters; 3/ F-groups. As a means of graphic il-
lustration veriables in correlation with each other at-a dif-
ferent level of significance have been connected by dlfferent
lines /e.g. op. clt p. 284-285/.

In the present study correlation anslysis was used in
an attempt to disclose complete sets of charescteristics by
changing the order of variables in the correlation matrix in
verious ways. This was perhaps best'achieved by grouping the
varisbles according to the number of other variables with which
they are stetistically in highly significant positive correla-
tion. The appended matrix /Fig. 1/ were mede with reference to

Kelmari ferms in observance of this'principle. First in order
" is the field area of farms, which is in very strong positive
correlotion with 25 other verisbles. Last on the list are va-
riables not in very strong positive correclation with any other
variable. Between these two groups is & third consisting of
characteristics which ere not in very strong statistical core
relation with any other veriebles, or with very few. In this
case,'the groups of characteristicse disclosed by correlation
analysis are very inexact. The correlation matrix, however,
forms an importent basie for the study of farm typology by the
multivariete method.
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FACTOR ANALYSIS AND VARIMAX ROTATION

By means of correlation coefficients conclusions can be
drawn as & rule only with regard to the interdependences of in-
dividual cheracteristics. 4 better notion of the connections
between several different variables is afforded by factor ana-
lysis. This method enasbles veriables to be grouped in collec~
tions relatively‘independent of each other /Herman 1960; Berry
1961; Steiner 1965/.

In the present study not all variables were chosen for
factor anslysis which had been subjected to correlation analy-
sis, but on the basis of the latter the number of variables was
restricted to 25. In the elimination process care was teken
sbove 81l that variables in so-cslled technical correlation we-
. re not included. The following were selected for factor analy-

sis:

1/ Field area
2/ Faorest area
3/ Presence of otherwise of milking machine
4/ Cows, number
5/ Technical equipment
6/ Presence or otherwise of tractor
7/ 1Is barley cultiveted?
8/ 1Is there & car?
-9/ 1s there pastursge?
10/ Are oats cultivated?
. 11/ Are there horses? A
.12/ Has the farmed received egricultural truining?
13/ Imployees, number
14/ Are potztoes or root crops cultivated?
15/ 1Is hay grown?
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16/ Are there pigs?

17/ 15 wheat cultivated?

18/ 1s there a bull?

19/ 1Is there & successor in the ownership?

20/ 1Is rye culiivated?

21/ \lorking days of owner outside farm..

22/ Are husbend and wife both living?

23/ 1s the main profession other than farming?
24/ Age of fermer

25/ 1s there poultry?

In the present study the correlation matrix was facto-
rized by the principal axis method. It is a natural attiribute
~ of this method to include in the first factor as many as pos-
sible of the covariance of veriables. However, the eigenve-
lues of the following factors still were high. This indicates
that we are not concerned with a one-dimensional body of vari-
ables. Thus there was good reason for rotation.

The object of rotation is to remove general factors by
reversing factor axes and to obtain the interrelations of va-
riables in a simple, interpreteble from. An aim of this kind
~is in conformity with the attempt to compose a typology of
ferms. In the present work Varimax rotation was used,

Rotation with 3-~5 factors was tried here, and the four
factor solution proved most successful. A clear interpreteti- -
on for four factors wes to be found, ond the so-called simple
structure requirement was reslized in the solution. The fac-
tors cen be interpreted as follows:

1/ This factor gives high loadings to. variables indi-~
cating ferm area, number of cows and technical stendard of



machlneny and equipment. The factor thus indicates size and
wealth.

2/ The factor gives fairly high loadings to meny veri-.
ables indicating grain and fodder crops, eslso to the varisble
indicating presence of horses. It may be called the factor of
treditionalism. ' ‘

3/ . This factor gives high loadings to sdvanced age but
continued ability to work their own land /of farmers/. It may
be celled the pensionary factor.

4/ This fector gives high loads to journeys to work
outside the farm owned /also, fields are often not in fully ef-
fective use/. It may be called the work elsewhere factor.

These four factors way also be used as a basis of clas—’
sification for individuel farms.

FARM TYPOLOGY ON BASIS QF FACTOR SCORLS

The proportion of individual farms to different factors
was obtained by calculating factor scores for each farm. Factor
scores were calculated by taking the average score for each
factor as 500 end the deviation as 100. Thus the scores are
‘standardized and the division approximates in theory to the nor-
mal, which facilitates further treatment.

On the basis of the-above interpretation of factors the
ferms which receive high scores from the first two factors are
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full-time farms, whose owners gain their principal livelihood
from agriculture. Those which receive high scores from the
third and fourth factors ere mainly pert-time ferms.

Two methods will now be presented which enable farms to
be classified more precisely, taking factor scores as a startlng
point, : '

Standerd deviation as basis for classification

In the appendeddiagrem /Fig. 2/ the first two factor
scores of Kelmeri in order of renk are teken as examples. It
-will be seen that the fector scores in general change as conti-.
nuum types. For this reasson it is difficult to ‘define the boun- '
daries between different farm types. :

One poeeibility is to give primery attention to the domi-
nent, factor, i.e. the factor whose score on the farm is highest.
Ferms cen then be clessified by division into four groups; In
practice, however, the greatest eénd second greatest factor sco-

res may be almost equel. In such cases the domlnant factor gives
‘a poor notion of the farm.

A method of forming class boundaries is to use stendard
deviaetion as & criterion. This technique hae been used, for ins-
tance, by Nelson /1955/ in classifying American cities on the
basis of their occupat10na1 structure. According to Nelson’s
élaeaificat1on a city can be specialized in more than one factor
and to varying degrees. If the average factor score is taken as.
500 and the stendard deviation as 100, farms which are one, two
or more stendard deviations eway from the aversge are easy to ase
semble /cf. Fig., 2/..
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Factor scores méy deviate from the average both upwards
and downwerds. From the classification standpoint, what a farm
contains is perhaps more significant than what it lacke. A s &
‘first step in ferm classification it may therefore be best to
consider those whose standard deviation is one or more upwards,
We now present a simple classification in which scores below
600 are marked with the symbol O,vand‘scorés of 600 or over &re
marked +. In this way each farm receives a foursymbol index.
For instence, the index O + 00 means that the farm’s scores by
factors I, III and IV are below 600, but by factor II above 600,
i.e. at least one standard deviation away from the average.

Teble 1.
Ferm classification based on standerd deviations upp-
wards from average, at Kalmari. '

Type | : | kuu?£§;s°f
0000 o 103
+000 = 23
.,-0+00 ] . 7
00+0 . , ' X!
000+ 21
00++ ' 7
+0+0 1
+00+ 1
++o+' l‘;
172
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Type 0000 is clearly the most common both at Kalmari
and Hikkils /Teble 1/. It cen neturelly be divided into. sub—
types in accordance with the factor by which scores may have
a standerd deviation of one or more downwerds /below 400/.

In & typology of farms obtained entirely in ihis manner
there is emphasis on some specisl characteristie. In other .
words, farms belong to the same type because of features they:
share and which differentiate them from others. On the other
hand, farms belonging to the same type on the strength of many
other cheracteristics may differ markedly.

Grouping analysis

By the former method cless bounderies were drawn to one
stendard deviation. This subjective method may be avoided by
the use of grouping anslysis. There are several grouping met-
hods /Harvey 1969, p. 345-346/. The general principle is that
groups should be formed in such a way that their withih—groupa
variance is . es small as possible. The present study employed
the method evolved at the Computing Centre of Helsinki Univer-
sity ./HYLPS/GA, version H/.

In analysis the number of groups desired must first be
estimated and starting values shosen, Grouping of observations
is then tested. An observation is considered to belog to the
group in which it differs leest from'the_group average., In the
solution which is mathematicelly best the total withingroups
distance /D/ is smsllest, Naturally, the higher the grade of
homogeneity demanded within the group, the greater the number
of groups which must.be chosen.
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In grouping, therefore, the observation values chosen as
starting values in group formeticn are & matter of central im-
portance. There are many pdsbible combinations, and the mathe-
matically best solution is .not necessarily best in a typologi-
cal sense. For this reason severai starting values and group
numbers were experimented with in the present study.

Factor scores for farms by four different factors are ta-
ken as a starting point for grouping in this study. No factor
scores are weighted. Here is the essential difference between’
this and the standerd deviation method shown earlier, which laid
stress on special differentiating characteristics.

Grouping was performed in 4-7 groups, and three different
starting values were used used for each group number. As a sub-
ject for closer examination we shall now teke a grouping of
" ferms in four groups only.

From the typologycel standpoint it is essential to compa-

~ re how different grouping ceuse farms to be placed in different

'gfoups. Ferms whose factor scores by sll factore are elmost the
seme are naturally placed often in the seme group. Their oppo-

" sites are "solitary" farms, which are associated with different
farms in different groupings. Table 10 shows by three figures
to which group a ferm belongs according to different groupings.,
The first figure of the distinghishing mumber signifiee the
group in order of size to which a farm belongs according to
Grouping I, and the second and third figures the group to which
/it belongs according to Groupings II and III. Thus, for instan-
ce, the distinguishing number 124 signifies a farm which accor-
ding to Grouping I belongs to the first or biggest group, but
according to Grouping III to the fourth or smallest group.,
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The interrelation of farm types is illustrated in Fig. 3.
The size of the symbols shows the number of ferms belonging to
eech type. The types resembling each other most are those whose
farms belong to the seme group according to two groupings /e.g.
211 and 131/. Such ceses are connected by a line in; Fig. 3.
This provides a good notion of the seimilarity of various farm
types &nd slso reasons for the possible combination of types.
4s an exemple, farm types in Fig. 3. are elso divided into com-
bined types A-C. A

CONCLUDING REMARKS

Thie study hss been purely taxonomicel in the sense that
the central problem has been the typology of farms, with little
attention paid to the explanation of causal relationships bet-
ween the groups obtained, Aleo,’no clear criteria were adopted '
in edvence for the merits of the grouping, nor was the number
of groups pre-established. The interpretability of groups wes
considered the most importent eriterion, indefinite fhough it
is., The sole purpose was to errive at a reasonably objective
;glaesification of farms by the multiveriete method. ‘ '

How was the criterion of objectivity fulfilled? Theé multi-

. variable methods employed are in themselves technicelly objecti~
ve, But the methods yield results in accordance with the veriab-
lés, which are included in the anelysis. "The results of the
factor anelysis are only as good &s the choice of the original .

" veriables.” /Momsen 1970, p. 3/. And indeed, the researcher’s
sebjective notions were revealed by the choice of variables in
the present sutdy.



Because no clear criteria were adopted for the classifi-
cation of farms; we may note what has generally been noted with
regerd to classification. "It is generally agreed by logiciens
that there can be meny valid classifications of a given univer-
se of individuals... The property chosen as the differentiating
characteristic depends primarily upon the purpose of the classi-
fications.® /Grigg 196%, p. 470./. Thus are "good"., Such & gues-
tion might be answered, however, when some practical requirement
is st issue. It might be asked, for instance: What is the nsture
of the farms which have @ successor in the ownership and possi-
bilities of continued existence in future? The typology which
revesls such ferms in a group of their own to the researcher is
good from the standpoint of this practical problem.

Althoughthis study deals with farm typology es a purely
taxonomicel problem, the classification methods employed are
serviceable also for practical requirements in which criteria .
for the number snd content of gfoups are precisely defined,
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Correlation matrix of variables in Kalmeri.
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positive correlation at 0,1 % level
pegative correlstion at 0,1 % level

]

> . ) -
Factor scores of .farms in renk order after Factors
I and II.

Types of farms in Kelmari based on grouping analy-
sis. : '
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Fig. #f. Correlation matrix of variables in Kalmari.

x

/. ® = positive correlation at 0.1 % level.
* O = negative correlation at 0.1 %/ level.
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Fig. 2. Factor scores of farms in rank order after
Factors I and II.



Fig; 3. Types of farms in Kalmari based on‘grouping
analySis;



