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Abstract. In this paper, we consider the following ordinary $p$-Laplacian system

$$
\begin{equation*}
\frac{d}{d t}\left(|\dot{u}(t)|^{p-2} \dot{u}(t)\right)-\nabla K(t, u(t))+\nabla W(t, u(t))=f(t), \tag{HS}
\end{equation*}
$$

where $t \in \mathbb{R}$ and $p>1$. Using the Mountain Pass Theorem, we establish the existence of a nontrivial homoclinic solution for (HS) under new assumptions on the growth of the potential which allow $W(t, x)$ to be either super $p$-linear or asymptotically $p$ linear at infinity. Also, contrary to previous works, $W(t, x)$ will be neither periodic nor bounded with respect to the variable $t$. Recent results in the literature are generalized even if $p=2$.
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## 1 Introduction

Consider the ordinary $p$-Laplacian system

$$
\begin{equation*}
\frac{d}{d t}\left(|\dot{u}(t)|^{p-2} \dot{u}(t)\right)-\nabla K(t, u(t))+\nabla W(t, u(t))=f(t) \tag{HS}
\end{equation*}
$$

where $t \in \mathbb{R}, p>1, K, W: \mathbb{R} \times \mathbb{R}^{N} \rightarrow \mathbb{R}$ are $C^{1}$-maps and $f: \mathbb{R} \longrightarrow \mathbb{R}^{N}$ is a continuous and bounded function. We will say that a solution $u$ of (HS) is a nontrivial homoclinic (to 0 ) if $u \not \equiv 0$ and $u(t) \longrightarrow 0$ as $t \longrightarrow \pm \infty$.

When $p=2,(H S)$ reduces to the following second order Hamiltonian system

$$
\begin{equation*}
\ddot{u}(t)-\nabla K(t, u(t))+\nabla W(t, u(t))=f(t) . \tag{1.1}
\end{equation*}
$$

Homoclinic orbits were introduced by Poincaré more than a century ago, and since then, they became a fundamental tool in the study of chaos. Their existence has been extensively

[^0]investigated in the last two decades in many papers via critical point theory. In particular, the following second-order systems were considered in many works (see [1,3-8, 11, 13, 16, 17, 19, 23,26])
\[

$$
\begin{equation*}
\ddot{u}(t)-L(t) u(t)+\nabla W(t, u(t))=0 \tag{1.2}
\end{equation*}
$$

\]

where $L(t)$ is a symmetric matrix valued function. Later, the authors of [7] introduced the more general system (1.1) where the quadratic function $(L(t) x, x)$ is replaced by $K(t, x)$.

Most of the previous works treat the superquadratic case under the global AmbrosettiRabinowitz condition, i.e., there exists $\mu>2$ such that

$$
\begin{equation*}
0<\mu W(t, x) \leq(\nabla W(t, x), x), \quad \text { for all }(t, x) \in \mathbb{R} \times \mathbb{R}^{N} \backslash\{0\} \tag{AR}
\end{equation*}
$$

Moreover, they suppose that $L(t)$ and $W(t, x)$ are either periodic in $t$ or independent of $t$.
In the case where $W(t, x)$ and $L(t)$ or $K(t, x)$ are neither autonomous nor periodic, $\nabla W(t, x)$ is usually bounded with respect to the first variable. Indeed, a variant of the following condition is used:
There is a function $\bar{W} \in C\left(\mathbb{R}^{N}, \mathbb{R}\right)$ such that

$$
\begin{equation*}
|W(t, x)|+|\nabla W(t, x)| \leq|\bar{W}(x)|, \quad \text { for all }(t, x) \in \mathbb{R} \times \mathbb{R}^{N} . \tag{1.3}
\end{equation*}
$$

In a recent paper the authors of [9] studied the problem (HS) under new superquadratic conditions which allow $W$ to be neither periodic nor bounded in $t$. Particularly, they suppose

$$
K(t, x)=a(t)|x|^{p}, \quad \text { with } a(t) \longrightarrow+\infty \text { as }|t| \longrightarrow+\infty
$$

and

$$
W=W_{1}-W_{2} \in C^{1}\left(\mathbb{R}^{N}, \mathbb{R}\right),
$$

where the functions $W_{1}, W_{2}$ satisfy some (AR)-type conditions to be either increasing or decreasing (see [9], Lemma 2.5).

Motivated by the above mentioned works, in the present paper we study the existence of homoclinic solutions for (HS) under more general conditions which cover the case of unbounded potentials with respect to the variable $t$. Here, to overcome the difficulty due to the unboundedness of the domain, a homoclinic solution will be obtained as a limit of a sequence of solutions of some nil-boundary-value problem. The existence of such sequence of solutions is guaranteed through a standard version of the Mountain Pass Theorem. Furthermore, the forcing term $f$ satisfies an easier condition compared to that given in $[12,20]$ mainly. Our results complete and improve recent works in the literature even in the case $p=2$.

Precisely, we suppose:
$\left(H_{1}\right)$ there exist $\gamma \in(1, p]$ and $a>0$ such that

$$
a|x|^{\gamma} \leq K(t, x) \leq(x, \nabla K(t, x)) \leq p K(t, x), \quad \text { for all }(t, x) \in \mathbb{R} \times \mathbb{R}^{N},
$$

$\left(H_{2}\right) W(t, 0)=0$ and $\nabla W(t, x)=o\left(|x|^{p-1}\right)$, as $|x| \longrightarrow 0$ uniformly in $t \in \mathbb{R}$,
$\left(H_{3}\right)$ there exists $T_{0}>0$ such that

$$
\liminf _{|x| \rightarrow \infty} \frac{W(t, x)}{|x|^{p}}>\frac{\pi^{p}}{p T_{0}^{p}}+m_{1}, \quad \text { uniformly in } t \in\left[-T_{0}, T_{0}\right]
$$

where $m_{1}=\sup \left\{K(t, x)\left|t \in\left[-T_{0}, T_{0}\right],|x|=1\right\}\right.$,
$\left(H_{4}\right)$ there exist constants $\mu>p, 0 \leq b<\mu-p$ and $\beta \in L^{1}(\mathbb{R}, \mathbb{R}+)$ such that

$$
\mu W(t, x)-(\nabla W(t, x), x) \leq b K(t, x)+\beta(t), \quad \text { for all }(t, x) \in \mathbb{R} \times \mathbb{R}^{N} .
$$

Remark 1.1. Note that, by $\left(H_{2}\right)$, there exists $0<\rho_{0}<1$ such that

$$
\begin{equation*}
|W(t, x)| \leq \frac{a}{p}|x|^{p}, \quad \forall|x| \leq \rho_{0}, t \in \mathbb{R} . \tag{1.4}
\end{equation*}
$$

Now, we state our main results.
Theorem 1.2. Assume that $W$ and $K$ satisfy $\left(H_{1}\right)-\left(H_{4}\right)$ and
( $H_{5}$ ) $0<\int_{\mathbb{R}}|f(t)|^{q} d t<\left(\frac{\min \{1, a(p-1)\}}{p}\right)^{q}\left(\rho_{0} / 2\right)^{p}$, where $\frac{1}{q}+\frac{1}{p}=1$.
Then (HS) possesses a nontrivial homoclinic solution $u \in W^{1, p}\left(\mathbb{R}, \mathbb{R}^{N}\right)$.
Example 1.3. Consider the functions

$$
W(t, x)=\frac{|x|^{3}\left[e^{t^{2}\left(|x|^{2}-1\right)}-1\right]}{t^{2}+1}, \quad K(t, x)=(2+\sin t)|x|^{2}+\cos ^{2} t|x|^{5 / 2} .
$$

A straightforward computation shows that $W$ and $K$ satisfy the assumptions of Theorem 1.2, with $\gamma=2, p=5 / 2, \mu=3$ but $W$ does not satisfy neither (AR) nor (1.3). Moreover, contrary to $[6,24]$, we have $\inf _{t \in \mathbb{R},|x|=1} W(t, x)=\sup _{t \in \mathbb{R},|x|=1} W(t, x)=0$. Note also that $W$ changes sign near the origin. Hence, Theorem 1.2 extends and completes the results in $[3,6,12,16,19,24,25]$.

Corollary 1.4. Assume that $W$ and $K$ satisfy $\left(H_{1}\right)-\left(H_{3}\right),\left(H_{5}\right)$ and
( $H_{4}^{\prime}$ ) there exist constants $\mu>p, 0 \leq c<a(\mu-p)$ such that

$$
\mu W(t, x) \leq(\nabla W(t, x), x)+c|x|^{\gamma}, \quad \forall(t, x) \in \mathbb{R} \times \mathbb{R}^{N} .
$$

Then (HS) possesses a nontrivial homoclinic solution $u \in W^{1, p}\left(\mathbb{R}, \mathbb{R}^{N}\right)$.
Remark 1.5. It is easy to see that $\left(H_{4}^{\prime}\right)$ implies $\left(H_{4}\right)$. However, the condition $\left(H_{4}^{\prime}\right)$ is weaker than $\left(H_{4}\right)$ in [12]. So, Corollary 1.4 significantly improves Theorem 1.1 in [12].

Corollary 1.6. Assume that $W$ and $K$ satisfy $\left(H_{1}\right),\left(H_{2}\right),\left(H_{4}\right),\left(H_{5}\right)$ and $\left(H_{3}^{\prime}\right) \quad \liminf _{|x| \rightarrow \infty} \frac{W(t, x)}{|x|^{p}}>m_{1}, \quad$ uniformly in $t \in \mathbb{R}$.

Then (HS) possesses a nontrivial homoclinic solution $u \in W^{1, p}\left(\mathbb{R}, \mathbb{R}^{N}\right)$.

## 2 Preliminary results

Consider for each $T>0$ the following problem

$$
\left\{\begin{array}{l}
\frac{d}{d t}\left(|\dot{u}(t)|^{p-2} \dot{u}(t)\right)-\nabla K(t, u(t))+\nabla W(t, u(t))=f_{T}(t), \quad \text { for } t \in[-T, T]  \tag{2.1}\\
u(-T)=u(T)=0,
\end{array}\right.
$$

where $f_{T}$ is the function defined on $\mathbb{R}$ by

$$
f_{T}(t):= \begin{cases}f(t) & \text { for } t \in[-T, T] \\ 0 & \text { for } t \in \mathbb{R} \backslash[-T, T] .\end{cases}
$$

Let

$$
\begin{aligned}
& E_{T}:=W^{1, p}\left([-T, T], \mathbb{R}^{N}\right)=\left\{u:[-T, T] \longrightarrow \mathbb{R}^{N}\right. \text { is absolutely continuous function, } \\
&\left.u(-T)=u(T)=0 \text { and } \dot{u} \in L^{p}\left([-T, T], \mathbb{R}^{N}\right)\right\}
\end{aligned}
$$

equipped with the norm

$$
\|u\|_{E_{T}}=\left[\int_{-T}^{T}\left(|\dot{u}(t)|^{p}+|u(t)|^{p}\right) d t\right]^{\frac{1}{p}} .
$$

Furthermore, for $\alpha \geq 1$, let $L_{T}^{\alpha}=L^{\alpha}\left([-T, T], \mathbb{R}^{N}\right)$ and $L_{T}^{\infty}=L^{\infty}\left([-T, T], \mathbb{R}^{N}\right)$ with their usual norms. Let $\eta_{T}: E_{T} \longrightarrow[0,+\infty)$ given by

$$
\eta_{T}(u)=\left[\int_{-T}^{T}\left(|\dot{u}(t)|^{p}+p K(t, u(t))\right) d t\right]^{1 / p},
$$

and $I_{T}: E_{T} \longrightarrow \mathbb{R}$, be defined by

$$
\begin{equation*}
I_{T}(u)=\frac{1}{p} \eta_{T}^{p}(u)-\int_{-T}^{T} W(t, u(t)) d t+\int_{-T}^{T}\left(f_{T}(t), u(t)\right) d t . \tag{2.2}
\end{equation*}
$$

Then $I_{T} \in C^{1}\left(E_{T}, \mathbb{R}\right)$ and it's easy to show that for all $u, v \in E_{T}$, we have

$$
\begin{aligned}
I_{T}^{\prime}(u) v= & \int_{-T}^{T}\left[\left(|\dot{u}|^{p-2} \dot{u}(t), \dot{v}(t)\right)+(\nabla K(t, u(t)), v(t))-(\nabla W(t, u(t)), v(t))\right] d t \\
& +\int_{-T}^{T}\left(f_{T}(t), v(t)\right) d t .
\end{aligned}
$$

By $\left(H_{1}\right)$, we obtain, for all $u \in E_{T}$

$$
\begin{equation*}
I_{T}^{\prime}(u) u \leq \eta_{T}^{p}(u)-\int_{-T}^{T}(\nabla W(t, u(t)), u(t)) d t+\int_{-T}^{T}\left(f_{T}(t), u(t)\right) d t . \tag{2.3}
\end{equation*}
$$

It is well known that critical points of $I_{T}$ are classical solutions of the problem (2.1), (see $[2,14])$. We will obtain a critical point of $I_{T}$ by using a standard version of the Mountain Pass Theorem. It provides the minimax characterization for the critical value which is important for what follows. For completeness, we give this theorem.

Theorem 2.1 ([18]). Let $E$ be a real Banach space and $I: E \longrightarrow \mathbb{R}$ be a $C^{1}$-smooth functional satisfies the Palais-Smale condition. If I satisfies the following conditions:
$\left(I_{1}\right) I(0)=0$,
( $I_{2}$ ) there exist constants $\rho, \alpha>0$ such that $\left.I\right|_{\partial B_{\rho}(0)} \geq \alpha$,
$\left(I_{3}\right)$ there exists $e \in E \backslash \bar{B}_{\rho}(0)$ such that $I(e) \leq 0$, where $B_{\rho}(0)$ is an open ball in $E$ of radius $\rho$ centered at 0 ,
then I possesses a critical value $c \geq \alpha$ given by

$$
c=\inf _{g \in \Gamma} \max _{s \in[0,1]} I(g(s))
$$

where

$$
\Gamma=\{g \in C([0,1], E) ; g(0)=0, g(1)=e\} .
$$

Next we need an extension to the $p$-case of the following proposition first proved by Rabinowitz in [16].

Lemma 2.2 ( $[12,22])$. Let $u: \mathbb{R} \longrightarrow \mathbb{R}^{N}$ be a continuous map such that $\dot{u} \in L_{\text {loc }}^{p}\left(\mathbb{R}, \mathbb{R}^{N}\right)$. Then, for all $t \in \mathbb{R}$, we have

$$
\begin{equation*}
|u(t)| \leq 2^{\frac{p-1}{p}}\left[\int_{t-\frac{1}{2}}^{t+\frac{1}{2}}\left(|u(s)|^{p}+|\dot{u}(s)|^{p}\right) d s\right]^{\frac{1}{p}} \tag{2.4}
\end{equation*}
$$

Corollary 2.3. For all $u \in E_{T}$ the following inequality holds:

$$
\begin{equation*}
\|u\|_{L_{T}^{\infty}} \leq 2^{\frac{p-1}{p}}\left(1+\left[\frac{1}{2 T}\right]\right)^{1 / p}\|u\|_{E_{T}} . \tag{2.5}
\end{equation*}
$$

Remark 2.4. Note that for $T \geq \frac{1}{2}$ we have $2^{\frac{p-1}{p}}\left(1+\left[\frac{1}{2 T}\right]\right)^{1 / p} \leq 2$. So, from (2.5), we get

$$
\begin{equation*}
\|u\|_{L_{T}^{\infty}} \leq 2\|u\|_{E_{T}}, \quad \text { for all } u \in E_{T} . \tag{2.6}
\end{equation*}
$$

Subsequently, we may assume this condition fulfilled.
Lemma 2.5. Assume that $\left(H_{1}\right)$ holds, then for all $t \in \mathbb{R}$, we have

$$
\begin{equation*}
K(t, x) \leq K\left(t, \frac{x}{|x|}\right)|x|^{p}, \quad \text { if }|x| \geq 1 . \tag{2.7}
\end{equation*}
$$

The proof of Lemma 2.5 is a routine so we omit it.

## 3 Proof of Theorem 1.2

Lemma 3.1. Under the assumptions of Theorem 1.2, the problem (2.1) possesses a nontrivial solution $u_{T} \in E_{T}$.

Proof. It suffices to prove that the functional $I_{T}$ satisfies all the assumptions of the Mountain Pass Theorem.

Step 1. The functional $I_{T}$ satisfies the (PS)-condition, i.e., for every constant c and sequence $\left\{u_{n}\right\} \subset E$ such that $I_{T}\left(u_{n}\right) \longrightarrow c$ and $I_{T}^{\prime}\left(u_{n}\right) \longrightarrow 0$ as $n \longrightarrow \infty,\left\{u_{n}\right\}$ has a convergent subsequence. Indeed, let $\left\{u_{n}\right\} \subset E_{T}$ is a (PS)-sequence of $I_{T}$. By (2.2) and (2.3) there exists $M_{T}>0$ such that

$$
\begin{align*}
M_{T}\left(1+\left\|u_{n}\right\|_{E_{T}}\right) \geq & \mu I_{T}\left(u_{n}\right)-I_{T}^{\prime}\left(u_{n}\right) u_{n} \\
\geq & \left(\frac{\mu}{p}-1\right) \eta_{T}^{p}\left(u_{n}\right)+\int_{-T}^{T}\left[\left(\nabla W\left(t, u_{n}(t)\right), u_{n}(t)\right)-\mu W\left(t, u_{n}(t)\right)\right] d t  \tag{3.1}\\
& +(\mu-1) \int_{-T}^{T}\left(f_{T}(t), u_{n}(t)\right) d t .
\end{align*}
$$

Using $\left(H_{4}\right)$ and Hölder's inequality, from (3.1), we get

$$
\begin{aligned}
\left(\frac{\mu}{p}-1\right) \eta_{T}^{p}\left(u_{n}\right) \leq & M_{T}\left(1+\left\|u_{n}\right\|_{E_{T}}\right)+b \int_{-T}^{T} K\left(t, u_{n}(t)\right) d t+\int_{-T}^{T} \beta(t) d t \\
& +(\mu-1)\|f\|_{L^{q}\left(\mathbb{R}, \mathbb{R}^{N}\right)}\left\|u_{n}\right\|_{E_{T}} \\
\leq & M_{T}\left(1+\left\|u_{n}\right\|_{E_{T}}\right)+\frac{b}{p} \eta_{T}^{p}\left(u_{n}\right)+\int_{-T}^{T} \beta(t) d t+(\mu-1)\|f\|_{L^{q}\left(\mathbb{R}, \mathbb{R}^{N}\right)}\left\|u_{n}\right\|_{E_{T}},
\end{aligned}
$$

which yields

$$
\begin{equation*}
\left(\frac{\mu-b}{p}-1\right) \eta_{T}^{p}\left(u_{n}\right) \leq M_{T}\left(1+\left\|u_{n}\right\|_{E_{T}}\right)+\int_{-\infty}^{\infty} \beta(t) d t+(\mu-1)\|f\|_{L^{q}\left(\mathbb{R}, \mathbb{R}^{N}\right)}\left\|u_{n}\right\|_{E_{T}} \tag{3.2}
\end{equation*}
$$

Without loss of generality, we can assume that $\left\|u_{n}\right\|_{E_{T}} \neq 0$. Then from $\left(H_{1}\right)$ and (2.6) we get

$$
\begin{align*}
\eta_{T}^{p}\left(u_{n}\right) & =\int_{-T}^{T}\left[\left|\dot{u}_{n}(t)\right|^{p}+p K\left(t, u_{n}(t)\right)\right] d t \\
& \geq \int_{-T}^{T}|\dot{u}(t)|^{p} d t+p a \int_{-T}^{T}\left|u_{n}(t)\right|^{\gamma} d t \\
& \geq \int_{-T}^{T}|\dot{u}(t)|^{p} d t+p a\left(2\left\|u_{n}\right\|_{E_{T}}\right)^{\gamma-p} \int_{-T}^{T}\left|u_{n}(t)\right|^{p} d t  \tag{3.3}\\
& \geq \min \left\{1, p a\left(2\left\|u_{n}\right\|_{E_{T}}\right)^{\gamma-p}\right\}\left\|u_{n}\right\|_{E_{T}}^{p} \\
& \geq \min \left\{\left\|u_{n}\right\|_{E_{T^{\prime}}}^{p} p a 2^{\gamma-p}\left\|u_{n}\right\|_{E_{T}}^{\gamma}\right\} .
\end{align*}
$$

Combining (3.2) and (3.3) we obtain

$$
\begin{aligned}
& \left(\frac{\mu-b-p}{p}\right) \min \left\{\left\|u_{n}\right\|_{E_{T}}^{p} p a 2^{\gamma-p} a\left\|u_{n}\right\|_{E_{T}}^{\gamma}\right\} \\
& \quad \leq M_{T}\left(1+\left\|u_{n}\right\|_{E_{T}}\right)+\int_{-\infty}^{\infty} \beta(t) d t+(\mu-1)\|f\|_{L^{q}\left(\mathbb{R}, \mathbb{R}^{N}\right)}\left\|u_{n}\right\|_{E_{T}} .
\end{aligned}
$$

From $\left(H_{4}\right)$, we know that $\mu-b-p>0$, then the sequence $\left\{u_{n}\right\}$ is bounded in $E_{T}$. In a similar way to Lemma 2 in [19], we can prove that $\left\{u_{n}\right\}$ has a convergent subsequence in $E_{T}$. Hence $I_{T}$ satisfies the (PS)-condition.

Step 2. The functional $I_{T}$ satisfies the condition $\left(I_{2}\right)$ of the Mountain Pass Theorem.
Let $\rho=\frac{\rho_{0}}{2}$ and $q \in E_{T}$, such that $\|u\|_{E_{T}}=\rho$, then $0<\|u\|_{L_{T}^{\infty}} \leq \rho_{0}$. By (1.4) we have

$$
\begin{equation*}
\int_{-T}^{T} W(t, u(t)) d t \leq \frac{a}{p} \int_{-T}^{T}|u(t)|^{p} d t . \tag{3.4}
\end{equation*}
$$

On the other hand, since $\gamma \leq p$, by $\left(H_{1}\right)$, we have

$$
\begin{equation*}
\int_{-T}^{T} K(t, u(t)) d t \geq a \int_{-T}^{T}|u(t)|^{\gamma} d t \geq a \int_{-T}^{T}|u(t)|^{p} d t . \tag{3.5}
\end{equation*}
$$

Then, by (2.2), (3.4), (3.5) and Hölder's inequality it follows that

$$
\begin{align*}
I_{T}(u) & \geq \frac{1}{p} \eta_{T}^{p}(u)-\frac{a}{p} \int_{-T}^{T}|u(t)|^{p} d t-\|f\|_{L^{q}\left(\mathbb{R}, \mathbb{R}^{N}\right)}\|u\|_{E_{T}} \\
& \geq \frac{1}{p} \int_{-T}^{T}\left[|\dot{u}(t)|^{p}+p K(t, u(t))\right] d t-\frac{a}{p} \int_{-T}^{T}|u(t)|^{p} d t-\|f\|_{L^{q}\left(\mathbb{R}, \mathbb{R}^{N}\right)}\|u\|_{E_{T}} \\
& \geq \frac{1}{p} \int_{-T}^{T}|\dot{u}(t)|^{p} d t+\frac{a(p-1)}{p} \int_{-T}^{T}|u(t)|^{p} d t-\|f\|_{L^{q}\left(\mathbb{R}, \mathbb{R}^{N}\right)}\|u\|_{E_{T}}  \tag{3.6}\\
& \geq \min \left\{\frac{1}{p}, \frac{a(p-1)}{p}\right\}\|u\|_{E_{T}}^{p}-\|f\|_{L^{q}\left(\mathbb{R}, \mathbb{R}^{N}\right)}\|u\|_{E_{T}} \\
& \geq \frac{\min \{1, a(p-1)\}}{p} \rho^{p}-\|f\|_{L^{q}\left(\mathbb{R}, \mathbb{R}^{N}\right)} \rho=: \alpha .
\end{align*}
$$

From ( $H_{5}$ ), it follows that $\alpha>0$ and (3.6) shows that $\|u\|_{E_{T}}=\rho$ implies $I_{T}(u) \geq \alpha$.
Step 3. The functional $I$ satisfies the condition $\left(I_{3}\right)$ of the Mountain Pass Theorem.
Let $m_{2}=\sup \left\{K(t, x)\left|t \in\left[-T_{0}, T_{0}\right],|x| \leq 1\right\}\right.$. From (2.7), it is easy to see that

$$
\begin{equation*}
K(t, x) \leq m_{1}|x|^{p}+m_{2}, \quad \text { for all } t \in\left[-T_{0}, T_{0}\right], x \in \mathbb{R}^{N} . \tag{3.7}
\end{equation*}
$$

Furthermore, by $\left(H_{3}\right)$, there exists $\varepsilon_{0}>0$ and $r>0$ such that

$$
\frac{W(t, x)}{|x|^{p}} \geq \frac{\pi^{p}+\varepsilon_{0}}{p T_{0}^{p}}+m_{1}, \quad \text { for all } t \in\left[-T_{0}, T_{0}\right],|x|>r
$$

Let $\delta=\max \left\{\left(\frac{\pi^{p}+\varepsilon_{0}}{p T_{0}^{p}}+m_{1}\right)|x|^{p}-W(t, x)\left|t \in\left[-T_{0}, T_{0}\right],|x| \leq r\right\}\right.$, hence we have

$$
\begin{equation*}
W(t, x) \geq\left(\frac{\pi^{p}+\varepsilon_{0}}{p T_{0}^{p}}+m_{1}\right)|x|^{p}-\delta, \quad \text { for all } t \in\left[-T_{0}, T_{0}\right], x \in \mathbb{R}^{N} . \tag{3.8}
\end{equation*}
$$

For $T \geq T_{0}$, define

$$
e(t)= \begin{cases}\xi|\sin (\omega t)| e_{1} & \text { if } t \in\left[-T_{0}, T_{0}\right]  \tag{3.9}\\ 0 & \text { if } t \in[-T, T] \backslash\left[-T_{0}, T_{0}\right] .\end{cases}
$$

where $\omega=\frac{\pi}{T_{0}}$ and $e_{1}=(1,0, \ldots, 0) \in \mathbb{R}^{N}$. Then by (2.2) and (3.7)-(3.9), we obtain

$$
\begin{aligned}
I_{T}(e)= & \int_{-T}^{T}\left[\frac{1}{p}|\dot{e}(t)|^{p}+K(t, e(t))-W(t, e(t))\right] d t+\int_{-T}^{T}\left(f_{T}(t), e(t)\right) d t \\
= & \int_{-T_{0}}^{T_{0}}\left[\frac{1}{p}|\dot{e}(t)|^{p}+K(t, e(t))-W(t, e(t))\right] d t+\int_{-T_{0}}^{T_{0}}\left(f_{T_{0}}(t), e(t)\right) d t \\
\leq & \frac{|\xi|^{p} \omega^{p}}{p} \int_{-T_{0}}^{T_{0}}|\cos (\omega t)|^{p} d t+m_{1}|\xi|^{p} \int_{-T_{0}}^{T_{0}}|\sin (\omega t)|^{p} d t \\
& -\left(\frac{\pi^{p}+\varepsilon_{0}}{p T_{0}^{p}}+m_{1}\right)|\xi|^{p} \int_{-T_{0}}^{T_{0}}|\sin (\omega t)|^{p} d t \\
& +|\xi|| | f \|_{L^{q}}\left[\int_{-T_{0}}^{T_{0}}|\sin (\omega t)|^{p} d t\right]^{1 / p}+2 T_{0}\left(\delta+m_{2}\right) \\
\leq & -\frac{\varepsilon_{0}}{p T_{0}^{p}|\xi|^{p} \int_{-T_{0}}^{T_{0}}|\sin (\omega t)|^{p} d t+|\xi|| | f \|_{L^{q}}\left[\int_{-T_{0}}^{T_{0}}|\sin (\omega t)|^{p} d t\right]^{1 / p}} \begin{aligned}
& +2 T_{0}\left(\delta+m_{2}\right) \longrightarrow-\infty, \quad \text { as } \xi \longrightarrow \infty .
\end{aligned}
\end{aligned}
$$

Thus, we can choose $\xi$ large enough such that $\|e\|_{E_{T}}>\rho$ and $I_{T}(e)<0$.
For our setting, clearly $I_{T}(0)=0$, then, by application of the Mountain Pass Theorem, there exists a critical point $u_{T} \in E_{T}$ of $I_{T}$ such that $I_{T}\left(u_{T}\right) \geq \alpha$ for all $T \geq T_{0}$.

Lemma 3.2. $u_{T}$ is bounded uniformly for $T \geq T_{0}$.
Proof. Define the set of paths

$$
\Gamma_{T}=\left\{g \in C\left([0,1], E_{T}\right) \mid g(0)=0, g(1)=e\right\} .
$$

By Lemma 3.1, we know that there is a solution $u_{T}$ of (2.1) at which

$$
\inf _{g \in \Gamma_{T}} \max _{s \in[0,1]} I_{T}(g(s)) \equiv N_{T}
$$

is achieved. Let now $\widetilde{T}>T$, then $\Gamma_{T} \subset \Gamma_{\widetilde{T}}$, since any function in $E_{T}$ can be regarded as belonging to $E_{\widetilde{T}}$ if one extends it by zero in $[-\widetilde{T}, \widetilde{T}] \backslash[-T, T]$. Therefore, for all solution $u_{T}$ of (2.1), we get

$$
\begin{equation*}
I_{T}\left(u_{T}\right)=N_{T} \leq N_{T_{0}} \quad \text { uniformly in } T \geq T_{0} . \tag{3.10}
\end{equation*}
$$

Using the fact that $I_{T}^{\prime}\left(u_{T}\right)=0$ and (3.10), the rest of the proof is identical to Step 1 in Lemma 3.1. Hence there exists a constant $M_{0}>0$, independent of $T$ such that

$$
\left\|u_{T}\right\|_{E_{T}} \leq M_{0}, \quad \text { for all } T \geq T_{0} .
$$

This ends the proof of Lemma 3.2.
Now, take an increasing sequence $T_{n} \longrightarrow \infty$ with $T_{1}>T_{0}$ and consider the problem (2.1) on the interval $\left[-T_{n}, T_{n}\right]$. By the conclusion of Lemma 3.1 and Lemma 3.2, there exists a nontrivial solution $u_{n}:=u_{T_{n}}$ of (2.1) satisfying

$$
\begin{equation*}
\left\|u_{n}\right\|_{E_{T_{n}}} \leq M_{0}, \quad \text { for all } n \in \mathbb{N} . \tag{3.11}
\end{equation*}
$$

Lemma 3.3. Let $\left(u_{n}\right)_{n \in \mathbb{N}}$ be the sequence given above. Then there exists a subsequence $\left(u_{n_{j}}\right)_{j \in \mathbb{N}}$ convergent to a certain function $u_{0}$ in $C_{\text {loc }}^{1}\left(\mathbb{R}, \mathbb{R}^{N}\right)$.

Proof. First of all from (2.6) and (3.11), we have

$$
\begin{equation*}
\left\|u_{n}\right\|_{L_{T_{n}}^{\infty}} \leq 2 M_{0} \equiv M_{1} \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\int_{-T_{n}}^{T_{n}}\left|\dot{u}_{n}(t)\right|^{p}\right)^{1 / p} \leq\left\|u_{n}\right\|_{E_{T_{n}}} \leq M_{0} \tag{3.13}
\end{equation*}
$$

for all $n \in \mathbb{N}$. By Hölder's inequality and (3.11), for $t_{1}, t_{2} \in\left[-T_{1}, T_{1}\right]$ with $t_{1}<t_{2}$,

$$
\begin{equation*}
\left|u_{n}\left(t_{2}\right)-u_{n}\left(t_{1}\right)\right|=\left|\int_{t_{1}}^{t_{2}} \dot{u}_{n}(t) d t\right| \leq\left(t_{2}-t_{1}\right)^{1 / q}\left(\int_{-T_{1}}^{T_{1}}\left|\dot{u}_{n}(t)\right|^{p}\right)^{1 / p} \leq M_{0}\left(t_{2}-t_{1}\right)^{1 / q} . \tag{3.14}
\end{equation*}
$$

From (3.12) and (3.14) the sequence $\left\{u_{n}\right\}_{n \in \mathbb{N}}$ is equicontinuous and uniformly bounded on $\left[-T_{1}, T_{1}\right]$. By the Arzelà-Ascoli Theorem, there exists a uniformly convergent subsequence $\left\{u_{n_{j}}^{1}\right\}_{j \in \mathbb{N}}$ of $\left\{u_{n}\right\}_{n \in \mathbb{N}}$ on $\left[-T_{1}, T_{1}\right]$ and we can choose $n_{1}>1$.

Consider $\left\{u_{n_{j}}^{1}\right\}_{j \in \mathbb{N}}$ on $\left[-T_{2}, T_{2}\right]$. By the Arzelà-Ascoli Theorem, there exists again a uniformly convergent subsequence $\left\{u_{n_{j}}^{2}\right\}_{j \in \mathbb{N}}$ of $\left\{u_{n_{j}}^{1}\right\}_{j \in \mathbb{N}}$ on $\left[-T_{2}, T_{2}\right]$ with $n_{1}$ in $u_{n_{1}}^{2}$ satisfies
$n_{1}>2$. Repeat this procedure for all $i \geq 1$ and take the diagonal subsequence of $\left\{u_{n_{j}}^{i}\right\}_{j \in \mathbb{N}}$, $i \geq 1$, which consists of $u_{n_{1}}^{1}, u_{n_{2}}^{2}, u_{n_{3}}^{3}, \ldots$ It follows that this diagonal subsequence converges uniformly on any bounded interval to a certain function $u_{0}$.

Next, we denote $u_{n}$ instead of $u_{n_{j}}^{j}$. Let $I$ be a bounded interval, there exists $n_{0}$ such that $I \subset\left[-T_{n_{0}}, T_{n_{0}}\right]$. Using (2.1), for all $t \in I$, we have

$$
\begin{aligned}
\left\lvert\, \frac{d}{d t}\left(\left|\dot{u}_{n}(t)\right|^{p-2} \dot{u}_{n}(t) \mid\right.\right. & \leq\left|\nabla K\left(t, u_{n}(t)\right)\right|+\left|\nabla W\left(t, u_{n}(t)\right)\right|+\left|f_{n}(t)\right| \\
& \leq\left|\nabla K\left(t, u_{n}(t)\right)\right|+\left|\nabla W\left(t, u_{n}(t)\right)\right|+|f(t)|
\end{aligned}
$$

for $n \geq n_{0}$ where here and subsequently $f_{n}=f_{T_{n}}$. Since $f$ is bounded, by (3.12) there exists $M_{2}>0$ (dependent on $I$ ) such that

$$
\begin{equation*}
\sup _{t \in I}\left|\frac{d}{d t}\left(\left|\dot{u}_{n}(t)\right|^{p-2} \dot{u}_{n}(t)\right)\right| \leq M_{2}, \quad \forall n \geq n_{0} . \tag{3.15}
\end{equation*}
$$

From the Mean Value Theorem it follows that for every $n \in \mathbb{N}$ and $t \in \mathbb{R}$ there exists $\tau_{n} \in$ [ $t-1, t]$ such that

$$
\dot{u}_{n}\left(\tau_{n}\right)=\int_{t-1}^{t} \dot{u}_{n}(s) d s=u_{n}(t)-u_{n}(t-1) .
$$

Combining the above with (3.12) and (3.15) we obtain

$$
\begin{aligned}
\left|\left|\dot{u}_{n}(t)\right|^{p-2} \dot{u}_{n}(t)\right| & =\left\lvert\, \int_{\tau_{n}}^{t} \frac{d}{d t}\left(\left|\dot{u}_{n}(s)\right|^{p-2} \dot{u}_{n}(s) d s+\left|\dot{u}_{n}\left(\tau_{n}\right)\right|^{p-2} \dot{u}_{n}\left(\tau_{n}\right) \mid\right.\right. \\
& \leq \int_{t-1}^{t} \left\lvert\, \frac{d}{d t}\left(| \dot { u } _ { n } ( s ) | ^ { p - 2 } \dot { u } _ { n } ( s ) \left|d s+\left|\dot{u}_{n}\left(\tau_{n}\right)\right|^{p-1} \leq M_{2}+\left(2 M_{1}\right)^{p-1} \equiv M_{3}^{p-1},\right.\right.\right.
\end{aligned}
$$

and hence

$$
\begin{equation*}
\sup _{t \in I}\left|\dot{u}_{n}(t)\right| \leq M_{3}, \quad \forall n \geq n_{0} . \tag{3.16}
\end{equation*}
$$

Now we prove that the sequence $\left\{\dot{u}_{n}\right\}_{n \in \mathbb{N}}$ is equicontinuous on $I$. If not, there exist $\epsilon>0$, two sequences $\left\{t_{i}^{1}\right\}_{i \in \mathbb{N}} \subset I,\left\{t_{i}^{2}\right\}_{i \in \mathbb{N}} \subset I$ and a sequence $\left\{n_{i}\right\}_{i \in \mathbb{N}}$ of integers such that

$$
\begin{equation*}
0<t_{i}^{2}-t_{i}^{1}<\frac{1}{i}, \quad\left|u_{n_{i}}\left(t_{i}^{2}\right)-u_{n_{i}}\left(t_{i}^{1}\right)\right| \geq \epsilon, \quad \text { and } \quad n_{i} \geq n_{0}, \quad i \in \mathbb{N} . \tag{3.17}
\end{equation*}
$$

Since the sequences $\left\{u_{n_{i}}\left(t_{i}^{1}\right)\right\}$ and $\left\{u_{n_{i}}\left(t_{i}^{1}\right)\right\}$ are bounded, passing, if necessary, to subsequences, one can assume that

$$
\begin{equation*}
u_{n_{i}}\left(t_{i}^{1}\right) \longrightarrow \alpha_{1}, \quad \text { and } \quad u_{n_{i}}\left(t_{i}^{2}\right) \longrightarrow \alpha_{2}, \quad \text { as } i \longrightarrow \infty . \tag{3.18}
\end{equation*}
$$

Combining (3.17) and (3.18), we get

$$
\begin{equation*}
\left|\alpha_{2}-\alpha_{1}\right| \geq \epsilon \tag{3.19}
\end{equation*}
$$

On the other hand, from (3.15) and (3.17), we have

$$
\begin{align*}
\left|\left|u_{n_{i}}\left(t_{i}^{2}\right)\right|^{p-2} u_{n_{i}}\left(t_{i}^{2}\right)-\left|u_{n_{i}}\left(t_{i}^{1}\right)\right|^{p-2} u_{n_{i}}\left(t_{i}^{1}\right)\right| & =\left\lvert\, \int_{t_{i}^{1}}^{t_{i}^{2}} \frac{d}{d t}\left(\left|\dot{u}_{n}(s)\right|^{p-2} \dot{u}_{n}(s) d s \mid\right.\right. \\
& \leq \int_{t_{i}^{1}}^{t_{i}^{2}} \left\lvert\, \frac{d}{d t}\left(\left|\dot{u}_{n}(s)\right|^{p-2} \dot{u}_{n}(s) \mid d s\right.\right.  \tag{3.20}\\
& \leq M_{2}\left(t_{i}^{2}-t_{i}^{1}\right) \leq \frac{M_{2}}{i}, \quad i \in \mathbb{N} .
\end{align*}
$$

Passing to the limit in (3.20) and using (3.18), we obtain

$$
\left|\left|\alpha_{2}\right|^{p-2} \alpha_{2}-\left|\alpha_{1}\right|^{p-2} \alpha_{1}\right|=0
$$

and consequently $\alpha_{1}=\alpha_{2}$, which contradicts (3.19). Thus, $\left\{\dot{u}_{n}\right\}_{n \in \mathbb{N}}$ is equicontinuous. By (3.16), $\left\{\dot{u}_{n}\right\}_{n \in \mathbb{N}}$ is also uniformly bounded on $I$, the Arzelà-Ascoli Theorem proves the existence of a subsequence convergent to a certain function $v$. Since the interval $I$ is arbitrary we conclude that according to a subsequence

$$
u_{n_{j}} \longrightarrow u, \quad \text { as } \quad j \longrightarrow \infty \quad \text { in } C_{\mathrm{loc}}^{1}\left(\mathbb{R}, \mathbb{R}^{N}\right)
$$

Lemma 3.3 is proved.
Lemma 3.4. Let $u_{0}: \mathbb{R} \longrightarrow \mathbb{R}^{N}$ be the function given by Lemma 3.3. Then $u_{0}$ is the desired homoclinic solution of (HS).

Proof. The first step is to show that $u_{0}$ is a solution of $(H S)$. Let $\left(u_{n_{j}}\right)_{j \in \mathbb{N}}$ be the sequence given by Lemma 3.3, then

$$
\frac{d}{d t}\left(\left|\dot{u}_{n_{j}}(t)\right|^{p-2} \dot{u}_{n_{j}}(t)\right)-\nabla K\left(t, u_{n_{j}}(t)\right)+\nabla W\left(t, u_{n_{j}}(t)\right)=f_{n_{j}}(t)
$$

for every $j \in \mathbb{N}$, and $t \in\left[-T_{n_{j}}, T_{n_{j}}\right]$. Take $a, b \in \mathbb{R}$ with $a<b$. There exists $j_{0} \in \mathbb{N}$ such that for all $j>j_{0}$ one has $[a, b] \subset\left[-T_{n_{j}}, T_{n_{j}}\right]$ and

$$
\begin{equation*}
\frac{d}{d t}\left(\left|\dot{u}_{n_{j}}(t)\right|^{p-2} \dot{u}_{n_{j}}(t)\right)=\nabla K\left(t, u_{n_{j}}(t)\right)-\nabla W\left(t, u_{n_{j}}(t)\right)+f(t), \quad \forall t \in[a, b] \tag{3.21}
\end{equation*}
$$

Integrating (3.21) from $a$ to $t \in[a, b]$, we obtain

$$
\begin{align*}
&\left|\dot{u}_{n_{j}}(t)\right|^{p-2} \dot{u}_{n_{j}}(t)-\left|\dot{u}_{n_{j}}(a)\right|^{p-2} \dot{u}_{n_{j}}(a) \\
&=\int_{a}^{t}\left[\nabla K\left(s, u_{n_{j}}(s)\right)-\nabla W\left(s, u_{n_{j}}(s)\right)+f(s)\right] d s, \quad \forall t \in[a, b] . \tag{3.22}
\end{align*}
$$

Since $u_{n_{j}} \longrightarrow u_{0}$ uniformly on $[a, b]$, and $\dot{u}_{n_{j}} \longrightarrow \dot{u}_{0}$ uniformly on $[a, b]$ as $j \longrightarrow \infty$, then from (3.22), we get

$$
\begin{align*}
\left|\dot{u}_{0}(t)\right|^{p-2} \dot{u}_{0}(t)-\mid \dot{u}_{0}(a) & \left.\right|^{p-2} \dot{u}_{0}(a) \\
& =\int_{a}^{t}\left[\nabla K\left(s, u_{0}(s)\right)-\nabla W\left(s, u_{0}(s)\right)+f(s)\right] d s, \quad \forall t \in[a, b] . \tag{3.23}
\end{align*}
$$

Since $a$ and $b$ are arbitrary, we receive from (3.23) that $u_{0}$ satisfies (HS).
Now we prove that $u_{0}(t) \longrightarrow 0$, as $|t| \longrightarrow \infty$. First of all note that, from (3.11), for $l \in \mathbb{N}$ there exists $j_{0} \in \mathbb{N}$ such that for all $j>j_{0}$, we have

$$
\int_{-T_{n_{l}}}^{T_{n_{l}}}\left(\left|u_{n_{j}}(t)\right|^{p}+\left|\dot{u}_{n_{j}}(t)\right|^{p}\right) d t \leq\left\|u_{n_{j}}\right\|_{E_{T_{n_{j}}}}^{p} \leq M_{0}^{p}
$$

Letting $j \longrightarrow \infty$, we get

$$
\int_{-T_{n_{l}}}^{T_{n_{l}}}\left(\left|u_{0}(t)\right|^{p}+\left|\dot{u}_{0}(t)\right|^{p}\right) d t \leq M_{0}^{p}
$$

and now, letting $l \longrightarrow \infty$, we obtain

$$
\int_{-\infty}^{+\infty}\left(\left|u_{0}(t)\right|^{p}+\left|\dot{u}_{0}(t)\right|^{p}\right) d t \leq M_{0}^{p},
$$

and so

$$
\begin{equation*}
\int_{|t| \geq r}\left(\left|u_{0}(t)\right|^{p}+\left|\dot{u}_{0}(t)\right|^{p}\right) d t \longrightarrow 0, \quad \text { as } r \longrightarrow \infty . \tag{3.24}
\end{equation*}
$$

From (2.4) and (3.24), we receive our claim.
Finally, it is obvious that $u_{0}$ is nontrivial since, from $\left(H_{5}\right)$, we have $f \not \equiv 0$ and the proof of Theorem 1.2 is complete.

Remark 3.5. Under the assumptions of Theorem 1.2 and ( $H_{6}$ ) there is $R>0$ such that

$$
\nabla K(t, x) \longrightarrow 0 \text { as }|x| \longrightarrow 0 \quad \text { uniformly in } t \in(-\infty,-R] \cup[R,+\infty),
$$

the homoclinic solution $u_{0}$ obtained above satisfies $\dot{u}_{0}(t) \longrightarrow 0$, as $|t| \longrightarrow \infty$. The proof is analogous to [21].

## References

[1] C. O. Alves, P. C. Carrião, O. H. Miyagaki, Existence of homoclinic orbits for asymptotically periodic systems involving Duffing-like equations, Appl. Math. Lett. 16(2003), No. 5, 639-642. MR1986027; url
[2] P. Bartolo, V. Benci, D. Fortunato, Abstract critical point theorems and applications to some nonlinear, Nonlinear Anal. 7(1983), No. 9, 981-1012. MR713209; url
[3] V. Coti Zelati, P. H. Rabinowitz, Homoclinic orbits for second order Hamiltonian systems possessing superquadratic potentials, J. Amer. Math. Soc. 4(1991), 693-727. MR1119200; url
[4] A. Daouas, Homoclinic orbits for superquadratic Hamiltonian systems with small forcing terms, Nonlinear Dyn. Syst. Theory 10(2010), No. 4, 339-348. MR2560804
[5] A. Daouas, Homoclinic orbits for superquadratic Hamiltonian systems without a periodicity assumption, Nonlinear Anal. 74(2011), 3407-3418. MR2803069; url
[6] Y. Ding, Existence and multiplicity results for homoclinic solutions to a class of Hamiltonian system, Nonlinear Anal. 25(1995), No. 11, 1095-1113. MR1350732; url
[7] M. Izydorek , J. Janczewska, Homoclinic solutions for a class of the second order Hamiltonian systems, J. Diferential Equations 219(2005), 375-389. MR2183265; url
[8] P. Korman, A. C. Lazer, Homoclinic orbits for a class of symmetric Hamiltonian systems, Electron. J. Differential Equations 1994, No. 1, 1-10. MR1258233
[9] X. Lin, X. H. Tang, Infinitely many homoclinic orbits of second order p-Laplacian systems, Taiwanese J. Math. 17(2013), No. 4, 1371-1393. MR3085516; url
[10] S. Lu, Homoclinic solutions for a nonlinear second order differential system with $p$ Laplacian operator, Nonlinear Anal. Real World Appl. 12(2011), 525-534. MR2729040; url
[11] X. Lv, S. Lu, P. Yan, Existence of homoclinic solutions for a class of second order Hamiltonian systems, Nonlinear Anal. 72(2010), 390-398. MR2574949; url
[12] X. Lv, S. Lu, Homoclinic solutions for ordinary p-Laplacian systems, Appl. Math. Comput. 218(2012), 5682-5692. MRMR2870085; url
[13] Y. Lv, C.-L. Tang, Existence of even homoclinic orbits for second order Hamiltonian systems, Nonlinear Anal. 67(2007), 2189-2198. MR2331869; url
[14] J. Mawhin, M. Willem, Critical point theory and Hamiltonian systems, Applied Mathematical Sciences, Vol. 74, Springer-Verlag, 1989. MR982267
[15] Z.-Q. Ou, C.-L. Tang, Existence of homoclinic solutions for the second order Hamiltonian systems, J. Math. Anal. App. 291(2004), 203-213. MR2034067; url
[16] P. H. Rabinowitz, K. Tanaka, Some results on connecting orbits for a class of Hamiltonian systems, Math. Z. 206(1991), 473-499. MR1095767; url
[17] P. H. Rabinowitz, Homoclinic orbits for a class of Hamiltonian systems, Proc. Roy. Soc. Edinburgh Sect. A 114(1990), 33-38. MR1051605; url
[18] P. H. Rabinowitz, Minimax methods in critical point theory with applications to differential equations, CBMS Regional Conference Series in Mathematics, Vol. 65, American Mathematical Society, Providence, RI, 1986. MR845785
[19] A. Salvatore, On the existence of homoclinic orbits for a second-order Hamiltonian system, Differential Integral Equations 10(1997), No. 2, 381-392. MR1424818
[20] X. H. Tang, L. Xiao, Homoclinic solutions for a class of second order Hamiltonian systems, Nonlinear Anal. 71(2009), 1140-1152. MR2527534; url
[21] X. H. Tang, L. Xiao, Homoclinic solutions for ordinary p-Laplacian systems with a coercive potential, Nonlinear Anal. 71(2009), 1124-1132. MR2527532; url
[22] S. Tersian, On symmetric positive homoclinic solutions of semilinear $p$-Laplacian differential equations, Boundary Value Problems 2012, 2012:121, 14 pp. MR3016676; url
[23] D. Wu, X. Wu, C. Tang, Homoclinic solutions for a class of nonperiodic and noneven second-order Hamiltonian systems, J. Math. Anal. Appl. 367(2010), 154-166. MR2600387; url
[24] Q. Zhang, X. H. Tang, Existence of homoclinic orbits for a class of asymptotically $p$-linear aperiodic p-Laplacian systems, Appl. Math. Comput. 218(2012), 7164-7173. MR2880301; url
[25] X. Zhang, Homoclinic orbits for a class of $p$-Laplacian systems with periodic assumption, Electron. J. Qual. Theory Differ. Equ. 2013, No. 67, 1-26. MR3141791; url
[26] Z. Zhang, R. Yuan, Homoclinic solutions for some second order Hamiltonian systems without the globally superquadratic condition, Nonlinear Anal. 72(2010), 1809-1819. MR2577579; url


[^0]:    ${ }^{\boxtimes}$ Email: daouas_adel@yahoo.fr

