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#### Abstract

In this paper we study the regularity of a class of degenerate elliptic equations with special lower order terms. By introducing a proper distance and applying the compactness method, we establish the Hölder type estimates for the weak solutions.
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## 1 Introduction

We are concerned with the regularity of a class of degenerate elliptic equations:

$$
\begin{equation*}
\mathcal{L} u=u_{x x}+|x|^{2 \sigma} u_{y y}+u_{x}+|x|^{l} u_{y}-u=f \quad(x, y) \in \Omega \tag{1.1}
\end{equation*}
$$

where $l$ and $\sigma$ are nonnegative numbers and $\Omega$ is a bounded domain in $R^{2}$ with $(0,0) \in \Omega$.
The investigation of degenerate elliptic equations began in the last century. The paper of Hörmander [5] studied the operators like

$$
\begin{equation*}
L=\sum_{i=1}^{n} X_{i}^{2}+X_{0}+c, \tag{1.2}
\end{equation*}
$$

where $X_{0}, X_{1}, \ldots, X_{n}$ are smooth vector fields in $\Omega$ and satisfy Hörmander's condition that is the vector fields together with their commutators of some finite order span the tangent space at any point. In that paper, Hörmander stated that the operator $L$ satisfies the following subelliptic estimate

$$
\begin{equation*}
\|u\|_{H^{\varepsilon}(K)} \leq C\left(\|L u\|_{L^{2}(\Omega)}+\|u\|_{L^{2}(\Omega)}\right) \tag{1.3}
\end{equation*}
$$

for compact subsets $K$ of $\Omega$. As a consequence $L$ is hypoelliptic. After that a long series of papers considered many related researches to (1.2), see e.g., $[1,8,11,12,15]$. After these,

[^0]some authors have studied the conditions that the vector fields are not smooth. For instance, Wang [10] considered the following equation
$$
u_{x x}+|x|^{2 \sigma} u_{y y}=f,
$$
where $\sigma$ is an arbitrary positive real number. In this case the vector fields $X=\left\{\partial x,|x|^{\sigma} \partial y\right\}$ are Hölder continuous and do not satisfy Hörmander's condition.

Moreover, Hong and Wang [6] studied the regularity of a class of degenerate elliptic Monge-Ampère equation

$$
\operatorname{det}\left(u_{i j}\right)=K(x, y) f(x, y, u, D u)
$$

in $\Omega \subset R^{2}$ with $u=0$ on $\partial \Omega$. By Legendre transformation the equation can be rewritten as a degenerate elliptic equation which can be simplified to

$$
\begin{equation*}
u_{x x}+x^{m} u_{y y}+u_{x}+x^{m-1} u_{y}+f=0 \quad(x, y) \in \Omega \subset R_{+}^{2}, \tag{1.4}
\end{equation*}
$$

where $m>1$ is an integer. Obviously, when $m=2$, the equation is in the form of (1.2) by taking $X=\{\partial x, x \partial y\}$.

In this paper, we study the local Hölder estimates of (1.1) which is a general form of (1.4). The equation is generated by the vector fields $X=\left\{\partial x,|x|^{\sigma} \partial y\right\}$. When $\sigma$ is a positive integer and $l=\sigma$, the vector fields are smooth and $\mathcal{L}$ belongs to the Hörmander's operator. If $\sigma$ is a positive integer and $l=2 \sigma-1, \mathcal{L}$ is in the form of (1.4). We assume that $\sigma$ is an arbitrary nonnegative number, so the vector fields $X$ may not be smooth. We note that $\left||x|^{l} u_{y}\right| \leq\left||x|^{\sigma} u_{y}\right|$ in the case $l \geq \sigma$ and $|x|<1$. That means the lower order terms $\left\{u_{x},|x|^{l} u_{y}\right\}$ can be controlled by the vector fields $X$. So we can easily have the energy estimate of (1.1). However, in the case $l<\sigma$, the lower order terms $\left\{u_{x},|x|^{l} u_{y}\right\}$ can not be controlled by the vector fields $X$. Our interest lies in the regularity of the weak solutions of (1.1) in the case that $l$ is an arbitrary nonnegative numbers. The important thing is that if we consider the natural scaling from:

$$
u_{r}(x, y)=u\left(r x, r^{1+\sigma} y\right)
$$

then we have that the order of the terms $u_{x x}$ and $|x|^{2 \sigma} u_{y y}$ is 2 , and that of the term $|x|^{l} u_{y}$ is $1+\sigma-l$. So $|x|^{l} u_{y}$ is still a lower order term with respect to $|x|^{2 \sigma} u_{y y}$ when $\sigma<1+l$. In this case, the main result is as follows.

Theorem 1.1. Let $l$ and $\sigma$ be nonnegative numbers and $l>\sigma-1$. Then, there exists a constant $\bar{\alpha}>0$, such that if $f \in C_{*}^{\alpha}(\Omega)$ and $u$ is a weak solution of (1.1) in $\Omega$, then $u \in C_{*}^{2, \alpha}\left(\Omega^{\prime}\right)$, for $0<\alpha<\bar{\alpha}$. Moreover,

$$
\|u\|_{C_{*}^{2, \alpha}\left(\Omega^{\prime}\right)} \leq C\left(\|u\|_{L^{\infty}(\Omega)}+\|f\|_{\mathcal{C}_{*}^{\alpha}(\Omega)}\right)
$$

where $\Omega$ is a bounded domain in $R^{2}$ with $(0,0) \in \Omega$ and $\Omega^{\prime} \subset \subset \Omega$.
Remark 1.2. The spaces $C_{*}^{2, \alpha}\left(\Omega^{\prime}\right), C_{*}^{\alpha}(\Omega)$ and the weak solutions are defined in Section 2.
The organization of this paper is as follows. In Section 2, we introduce the definition of the metric related the vector fields $X=\left\{\partial x,|x|^{\sigma} \partial y\right\}$ and the spaces such as $C_{*}^{k+\alpha}(\Omega), W_{0, \sigma}^{1, p}(\Omega)$. In Section 3, we give the regularity of the homogeneous equation near the origin. In Section 4, the regularity of the general equations near the degenerate line is given by using the iteration method. Consequently, the result of Theorem 1.1 is established.

## 2 Preliminaries

In this section we give some function spaces and results associated to the vector fields. Here we need the intrinsic metric related to the vector fields which is associated with the degenerate elliptic operator. The construction of the intrinsic metric and the modified Hölder spaces appropriate for degenerate parabolic equations, were introduced by Daskalopoulos and Hamilton in [3] for the study of the porous medium equation. A few years later, Feehan and Pop considered the related results for the boundary-degenerate elliptic equations (see [4]).

Now let us review the intrinsic metric and the spaces introduced by Wang in [10]. The metric related to the vector fields $X=\left\{\partial x,|x|^{\sigma} \partial y\right\}$, is given by

$$
d s^{2}=d x^{2}+|x|^{-2 \sigma} d y^{2}
$$

For any two points $P_{1}=\left(x_{1}, y_{1}\right)$ and $P_{2}=\left(x_{2}, y_{2}\right)$, the equivalent metric is defined by

$$
\begin{equation*}
d\left(P_{1}, P_{2}\right)=\left|x_{1}-x_{2}\right|+\frac{\left|y_{1}-y_{2}\right|}{\left|x_{1}\right|^{\sigma}+\left|x_{2}\right|^{\sigma}+\left|y_{1}-y_{2}\right|^{\frac{\sigma}{+\alpha}}} . \tag{2.1}
\end{equation*}
$$

Define the ball with the center point $P$ as

$$
B(P, r)=\{X: d(X, P)<r\} .
$$

We denote $B(0, r)$ by $B_{r}$ for simplicity.
The distance and the balls have the following properties:
(1) there exists $\gamma>1$ such that

$$
\begin{equation*}
d\left(P_{1}, P_{2}\right) \leq \gamma\left(d\left(P_{1}, P_{3}\right)+d\left(P_{3}, P_{2}\right)\right) ; \tag{2.2}
\end{equation*}
$$

(2) the measures of the balls are controllable,

$$
\begin{equation*}
|B(P, R)| \leq\left(\frac{R}{r}\right)^{2+\sigma}|B(P, r)|, \quad R \geq r>0 \tag{2.3}
\end{equation*}
$$

In the following, we give some useful function spaces related to the vector fields.
For any $0<\alpha<1$, we define the Hölder space with respect to the distance defined by (2.1) as

$$
C_{*}^{\alpha}(\Omega)=\left\{u \in C(\bar{\Omega}): \sup _{X_{1}, X_{2} \in \Omega} \frac{\left|u\left(X_{1}\right)-u\left(X_{2}\right)\right|}{d\left(X_{1}, X_{2}\right)^{\alpha}}<\infty\right\},
$$

where $\Omega$ is a bounded domain in $R^{2}$. We define the $C_{*}^{\alpha}$ seminorm and norm as

$$
\begin{gathered}
{[u]_{C_{*}^{\alpha}(\Omega)}=\sup _{X_{1}, X_{2} \in \Omega} \frac{\left|u\left(X_{1}\right)-u\left(X_{2}\right)\right|}{d\left(X_{1}, X_{2}\right)^{\alpha}},} \\
\|u\|_{C_{*}^{\alpha}(\Omega)}=\|u\|_{L^{\infty}(\Omega)}+[u]_{C_{*}^{\alpha}(\Omega)} .
\end{gathered}
$$

When the metric is Euclidean metric, Campanato proved that Campanato space is embedding into the usual Hölder space(see[2]). After that, the similar embedding theorems have been obtained for vector fields of Hörmander's type or the doubling metric measure space (see $[7,9,10]$ ). For the distance function defined by (2.1) we also have Campanato type spaces. But here we need a little modification of the usual one.

We denote by $\mathcal{P}_{x_{0}}^{k}$ the set of $k$ th order polynomials at $X_{0}=\left(x_{0}, y_{0}\right)$ which have the following form

$$
P(x, y)=\sum_{0 \leq i+j \leq k} a_{i j}\left(x-x_{0}\right)^{i}\left(y-y_{0}\right)^{j},
$$

and

$$
\sum_{0 \leq i+j \leq k}\left|a_{i j}\right|\left|x_{0}\right|^{(i+(1+\sigma) j-(k+\alpha))^{+}} \leq C .
$$

We remark that if we consider the point on the degenerate line, i.e., $Y_{0}=\left(0, y_{0}\right)$, then some terms of the second order polynomials at $Y_{0}$ disappear. More specifically, if $\frac{\alpha}{2} \leq \sigma<\alpha$ then $a_{02}=0$ and if $\sigma \geq \alpha$ then $a_{02}=a_{11}=0$. Although some terms disappear, we still denote the second order polynomial as $\sum_{0 \leq i+j \leq 2} a_{i j} x^{i}\left(y-y_{0}\right)^{j}$. Now we construct Hölder space by the polynomial approximation which is attributed to Safanov (see [13,14]).
Definition 2.1. We say $u \in C_{*}^{k, \alpha}$ at $X_{0}$ if for every $r>0$, there is a polynomial $P(x, y)$ of order $k$ such that

$$
|u(x, y)-P(x, y)| \leq C r^{k+\alpha} \quad(x, y) \in B\left(X_{0}, r\right) \cap \Omega
$$

and define

$$
[u]_{C_{*}^{k \alpha}\left(X_{0}, \Omega\right)}=\sup _{r>0} \inf _{P}\left\{\frac{|u(x, y)-P(x, y)|}{r^{k+\alpha}},(x, y) \in B\left(X_{0}, r\right) \cap \Omega\right\},
$$

where $P$ is taking over the set of polynomials at $X_{0}$ of order $k$.
We denote $[u]_{C_{*}^{k, \alpha}\left(X_{0}, \Omega\right)}$ by $[u]_{C_{*}^{k, \alpha}\left(X_{0}\right)}$ and define

$$
\|P\|_{C_{*}^{k, \alpha}\left(X_{0}\right)}=\sum_{0 \leq i+j \leq k}\left|a_{i j}\right| \|\left. x_{0}\right|^{(i+(1+\sigma) j-(k+\alpha))^{+}}
$$

to be $C_{*}^{k, \alpha}$ norm of $P$ at $X_{0}=\left(x_{0}, y_{0}\right)$. Then, $C_{*}^{k, \alpha}$ norm of $u(x, y)$ in $\Omega$ is

$$
\sup _{X \in \Omega} \sup _{r>0} \inf _{P \in \mathcal{P}_{X_{0}}^{k}}\left\{\frac{|u(Y)-P(Y)|}{r^{k+\alpha}}+\|P\|_{C_{*}^{k, \alpha}(X)}, Y \in B(X, r) \cap \Omega\right\} .
$$

For any $1 \leq q<\infty$, we define the space $C_{*}^{k, \alpha ; q}(\Omega)$.
Definition 2.2. Let $\Omega$ be a bounded domain in $R^{2}$ such that there exist positive constants $r_{0}$ and $c$ with

$$
|B(X, r) \cap \Omega|>c|B(X, r)| \quad \text { for all } X \in \Omega, 0<r<r_{0} .
$$

A function $f \in L^{q}(\Omega), 1 \leq q<\infty$, is $C_{*}^{k, \alpha ; q}$ at $X_{0} \in \Omega$ if

$$
\sup _{r>0} \inf _{P \in \mathcal{P}_{X_{0}}^{k}}\left\{\frac{1}{r^{k+\alpha}}\left(\frac{1}{\left|B\left(X_{0}, r\right)\right|} \int_{B\left(X_{0}, r\right) \cap \Omega}|f(x, y)-P(x, y)|^{q} d x d y\right)^{\frac{1}{q}}\right\}<\infty .
$$

We denote the left hand side as $[f]_{C_{*}^{k, \alpha ; q}}\left(X_{0}, \Omega\right)$. We say $f \in C_{*}^{k, \alpha ; q}(\Omega)$ if $f \in C_{*}^{k, \alpha ; q}\left(X_{0}, \Omega\right)$, for every point $X_{0} \in \Omega$, and define

$$
[f]_{C_{*}^{k, \alpha ; q}}(\Omega)=\sup _{X_{0} \in \Omega} \sup _{r>0} \inf _{P \in \mathcal{P}_{X_{0}}^{k}}\left\{\frac{1}{r^{k+\alpha}}\left(\frac{1}{\left|B\left(X_{0}, r\right)\right|} \int_{B\left(X_{0}, r\right) \cap \Omega}|f(x, y)-P(x, y)|^{q} d x d y\right)^{\frac{1}{q}}\right\} .
$$

We have the following theorem.
Theorem 2.3. Let $1 \leq q<\infty$. Assume that $u \in L^{q}(\Omega)$ and that $|B(X, r)| \leq C_{1}|B(X, r) \cap \Omega|$, for $a$ constant $C_{1}>0$. Then $u \in C_{*}^{2, \alpha}(\Omega)$ if and only if $u \in C_{*}^{2, \alpha ; q}(\Omega)$.

For $1 \leq p<\infty$, we define the function spaces

$$
W_{\sigma}^{1, p}(\Omega)=\left\{u \in L^{p}(\Omega), u_{x} \in L^{p}(\Omega),|x|^{\sigma} u_{y} \in L^{p}(\Omega)\right\} .
$$

Then, $W_{\sigma}^{1, p}(\Omega)$ is a Banach space with the norm defined by

$$
\|u\|_{W_{\sigma}^{1, p}(\Omega)}=\|u\|_{L^{p}(\Omega)}+\left\|u_{x}\right\|_{L^{p}(\Omega)}+\left\||x|^{\sigma} u_{y}\right\|_{L^{p}(\Omega)}
$$

Let $W_{0, \sigma}^{1, p}(\Omega)$ be the closure of $C_{0}^{\infty}(\Omega)$ in $W_{\sigma}^{1, p}(\Omega)$. In particular, we denote $W_{\sigma}^{1,2}(\Omega), W_{0, \sigma}^{1,2}(\Omega)$ by $H_{\sigma}^{1}(\Omega), H_{0, \sigma}^{1}(\Omega)$.

By Corollary 1 in [10], we have the following lemma.
Lemma 2.4. For any $\sigma>0$, there is a small constant $h=h(\sigma)>0$, such that for any $r<R \leq 2$, there is a constant $C$ depending on $\sigma, r$, and $R$, such that

$$
\|u\|_{H^{h\left(B_{r}\right)}} \leq C\|u\|_{H_{\sigma}^{1}\left(B_{R}\right)} .
$$

Now we give the definition of the weak solutions of (1.1). For our convenience, we consider the following equation

$$
\begin{equation*}
\tilde{\mathcal{L}} u=u_{x x}+|x|^{2 \sigma} u_{y y}+b_{1} u_{x}+b_{2}|x|^{l} u_{y}+c u=f . \tag{2.4}
\end{equation*}
$$

Definition 2.5. Let $b_{1}, b_{2}$ and $c$ are constants. We say $u \in H_{\sigma}^{1}(\Omega)$ is a weak solution of (2.4) if

$$
\begin{equation*}
\int_{\Omega}\left(u_{x} \varphi_{x}+|x|^{2 \sigma} u_{y} \varphi_{y}+b_{1} u \varphi_{x}+b_{2}|x|^{\mid} u \varphi_{y}-c u \varphi\right) d x d y=-\int_{\Omega} f \varphi d x d y \tag{2.5}
\end{equation*}
$$

for every $\varphi \in C_{0}^{1}(\Omega)$.

## 3 Regularity of the homogeneous equation

In this section we investigate the estimate of (1.1) when $f$ equals zero.
Lemma 3.1. Let $f=0$ and $u$ be a weak solution of (1.1). Then the following inequality holds

$$
\int_{B_{1}}\left(\left|u_{x}\right|^{2}+|x|^{2 \sigma}\left|u_{y}\right|^{2}\right) d x d y \leq C \int_{B_{2}}|u|^{2} d x d y .
$$

Proof. Let $\eta \in C_{0}^{\infty}\left(B_{2}\right)$. Replacing the test function $\varphi$ by $\eta^{2} u$, we have

$$
\int_{B_{2}}\left(u_{x}\left(\eta^{2} u\right)_{x}+|x|^{2 \sigma} u_{y}\left(\eta^{2} u\right)_{y}\right) d x d y+\int_{B_{2}}\left(u\left(\eta^{2} u\right)_{x}+|x|^{l} u\left(\eta^{2} u\right)_{y}\right) d x d y+\int_{B_{2}} u\left(\eta^{2} u\right) d x d y=0 .
$$

Thus

$$
\begin{aligned}
& \int_{B_{2}}\left(\left|u_{x}\right|^{2} \eta^{2}+|x|^{2 \sigma}\left|u_{y}\right|^{2} \eta^{2}\right) d x d y \\
&=-2 \int_{B_{2}}\left(u_{x} \eta_{x} \eta u+|x|^{2 \sigma} u_{y} \eta_{y} \eta u\right) d x d y-\int_{B_{2}}\left(\left(\frac{u^{2}}{2}\right)_{x}+|x|^{l}\left(\frac{u^{2}}{2}\right)_{y}\right) \eta^{2} d x d y \\
&-\int_{B_{2}} u^{2}\left(2 \eta \eta_{x}+2|x|^{l} \eta \eta_{y}+\eta^{2}\right) d x d y \\
&=-2 \int_{B_{2}}\left(u_{x} \eta_{x} \eta u+|x|^{2 \sigma} u_{y} \eta_{y} \eta u\right) d x d y+\int_{B_{2}}\left(u^{2} \eta \eta_{x}+|x|^{l} u^{2} \eta \eta_{y}\right) d x d y \\
&-\int_{B_{2}} u^{2}\left(2 \eta \eta_{x}+2|x|^{l} \eta \eta_{y}+\eta^{2}\right) d x d y \\
& \leq \epsilon \int_{B_{2}}\left(\left|u_{x}\right|^{2} \eta^{2}+|x|^{2 \sigma}\left|u_{y}\right|^{2} \eta^{2}\right) d x d y+\frac{1}{\epsilon} \int_{B_{2}}\left(\eta_{x}^{2}+|x|^{2 \sigma} \eta_{y}^{2}\right) u^{2} d x d y \\
&-\int_{B_{2}} u^{2}\left(\eta \eta_{x}+|x|^{l} \eta \eta_{y}+\eta^{2}\right) d x d y \\
& \leq \epsilon \int_{B_{2}}\left(\left|u_{x}\right|^{2} \eta^{2}+|x|^{2 \sigma}\left|u_{y}\right|^{2} \eta^{2}\right) d x d y+\frac{1}{\epsilon} \int_{B_{2}}\left(\eta_{x}^{2}+|x|^{2 \sigma} \eta_{y}^{2}\right) u^{2} d x d y \\
&+\int_{B_{2}} u^{2}\left(2 \eta^{2}+\frac{1}{2} \eta_{x}^{2}+\frac{1}{2}|x|^{2 l} \eta_{y}^{2}\right) d x d y .
\end{aligned}
$$

Taking $\epsilon=\frac{1}{2}$, we find

$$
\int_{B_{2}}\left(\left|u_{x}\right|^{2} \eta^{2}+|x|^{2 \sigma}\left|u_{y}\right|^{2} \eta^{2}\right) d x d y \leq 6 \int_{B_{2}}\left(\eta^{2}+\eta_{x}^{2}+|x|^{2 \sigma} \eta_{y}^{2}+|x|^{2 l} \eta_{y}^{2}\right) u^{2} d x d y .
$$

Now if we take $\eta$ such that

$$
0 \leq \eta \leq 1, \quad \eta=1 \text { on } \overline{B_{1}}, \quad \eta=0 \text { near } \partial B_{2}, \quad \text { and } \quad|\nabla \eta| \leq C,
$$

then we have the lemma.
Lemma 3.2. Let $f=0$ and $u$ be a weak solution of (1.1). Then there is a small constant $h>0$ such that

$$
\begin{equation*}
\|u\|_{H^{h}\left(B_{1 / 2}\right)} \leq C\|u\|_{L^{2}\left(B_{2}\right)} . \tag{3.1}
\end{equation*}
$$

Proof. By Lemma 3.1, we have

$$
\int_{B_{1}}\left(\left|u_{x}\right|^{2}+|x|^{2 \sigma}\left|u_{y}\right|^{2}\right) d x d y \leq C \int_{B_{2}}|u|^{2} d x d y .
$$

Using Lemma 2.4 and taking $r=\frac{1}{2}$ and $R=1$, we obtain

$$
\|u\|_{H^{h}\left(B_{1 / 2}\right)} \leq C\left(\left\|u_{x}\right\|_{L^{2}\left(B_{1}\right)}+\left\||x|^{\sigma} u_{y}\right\|_{L^{2}\left(B_{1}\right)}+\|u\|_{L^{2}\left(B_{1}\right)}\right) .
$$

The lemma follows by combining the above two inequalities.
When $f$ equals zero, (1.1) is translation invariant in $y$ direction. So the operator $\mathcal{L}$ is commutative with $|\partial y|^{\gamma}$, for any $\gamma \in \mathbb{R}^{+}$. Using Lemma 3.2 and the pseudo-differential calculus and applying the estimate (3.1) to $u,|\partial y|^{h} u,|\partial y|^{2 h} u, \ldots$ inductively, we have $u$ is locally smooth in $y$ direction. Since $u$ is a solution of the homogeneous equation we have $u$ is a solution of

$$
u_{x x}+u_{y y}+u_{x}+|x|^{l} u_{y}-u=\left(1-|x|^{2 \sigma}\right) u_{y y} .
$$

The right-hand side of the above equation is Hölder continuous and the left hand side is an elliptic operator. By the estimates of the elliptic equations we have the following lemma.

Lemma 3.3. Let $f=0$ and $u$ be a weak solution of (1.1) in $B_{2}$. Then $u \in C^{2, \bar{\alpha}}\left(B_{1 / 4}\right)$ and

$$
\begin{equation*}
\|u\|_{C^{2, \bar{x}}\left(B_{1 / 4}\right)} \leq C\|u\|_{L^{2}\left(B_{2}\right)} \tag{3.2}
\end{equation*}
$$

where $\bar{\alpha}$ is a positive constant depending on $\sigma$ and $l$.
To obtain the regularity of the nonhomogeneous equation, we need to modify Lemma 3.3 and get a uniform estimate of (2.4).

Lemma 3.4. Let $u$ be a weak solution of (2.4) in $B_{1}$ and $\left|b_{1}\right|,\left|b_{2}\right|,|c| \leq 1$. Then there exists a universal constant $C$, such that

$$
\begin{equation*}
\|u\|_{C^{2, \bar{\alpha}}\left(B_{1 / 4}\right)} \leq C\|u\|_{L^{2}\left(B_{1}\right)} \tag{3.3}
\end{equation*}
$$

This lemma can be obtained by applying the same method as in the prove of Lemma 3.3.

## 4 The estimates near the degenerate line

In this section the estimate of (1.1) near $x=0$ is given. Sice the equation is translation invariant in $y$ direction, we only need to consider the estimate near the origin.

Theorem 4.1. Let $\bar{\alpha}$ be the same constant as in Lemma 3.3 and $\alpha<\bar{\alpha}$. Assume that $f \in C_{*}^{\alpha}\left(B_{10 \gamma^{3}}\right)$ and that $u$ satisfies (1.1) in $B_{10 \gamma^{3}}$. Then $u \in C_{*}^{2, \alpha}\left(B_{1}\right)$, and

$$
\|u\|_{C_{*}^{2, \alpha}\left(B_{1}\right)} \leq C\left(\|u\|_{L^{\infty}\left(B_{10 \gamma^{3}}\right)}+\|f\|_{C_{*}^{\alpha}\left(B_{10 \gamma^{3}}\right)}\right)
$$

The main techniques are the energy estimates and the iterations. To obtain the estimates of the nonhomogeneous equation, we need the following scaling form

$$
\tilde{u}(x, y)=u\left(r x, r^{1+\sigma} y\right)
$$

Then, $\tilde{u}(x, y)$ satisfies

$$
\tilde{u}_{x x}+|x|^{2 \sigma} \tilde{u}_{y y}+r \tilde{u}_{x}+r^{l+1-\sigma}|x|^{l} \tilde{u}_{y}-r^{2} \tilde{u}=r^{2} f\left(r x, r^{1+\sigma} y\right)
$$

So we need the energy estimate of (2.4) when we do the iterations. Since $r$ is small and $\sigma<1+l$, it is reasonable to assume that $\left|b_{1}\right|, b_{2} \mid$ and $|c|$ are less than 1 .

We now start proving a series of lemmas that will be used to prove Theorem 4.1.
Lemma 4.2. If $u$ is a weak solution of (2.4) and $\left|b_{1}\right|,\left|b_{2}\right|,|c| \leq 1$, then there is a universal constant $C$, such that

$$
\int_{B_{\frac{3}{2}}}\left(\left|u_{x}\right|^{2}+|x|^{2 \sigma}\left|u_{y}\right|^{2}\right) d x d y \leq C \int_{B_{2}}\left(|u|^{2}+|f|^{2}\right) d x d y
$$

This lemma can be obtained by applying the similar methods as in Lemma 3.1, so we omit the proof.

Lemma 4.3. Assume that $\left|b_{1}\right|,\left|b_{2}\right|,|c| \leq 1$. Then, for every $\varepsilon>0$, there exists a small constant $\delta$, such that if $u$ is a weak solution of (2.4) in $B_{2}$ with

$$
\begin{equation*}
\frac{1}{\left|B_{2}\right|} \int_{B_{2}}|u|^{2} d x d y \leq 1 \tag{4.1}
\end{equation*}
$$

$$
\begin{equation*}
\frac{1}{\left|B_{2}\right|} \int_{B_{2}}|f|^{2} d x d y \leq \delta^{2} \tag{4.2}
\end{equation*}
$$

then

$$
\frac{1}{\left|B_{1}\right|} \int_{B_{1}}|u-v|^{2} d x d y \leq \varepsilon^{2},
$$

where $v$ is a weak solution of

$$
\tilde{\mathcal{L}} v=0, \quad(x, y) \in B_{1} .
$$

Proof. We prove the lemma by contradiction. Suppose there exists an $\varepsilon_{0}>0$, such that for any positive integer $k$, there exist $u^{(k)}$ and $f^{(k)}$ satisfying

$$
\begin{aligned}
& \frac{1}{\left|B_{2}\right|} \int_{B_{2}}\left|u^{(k)}\right|^{2} d x d y \leq 1 \\
& \frac{1}{\left|B_{2}\right|} \int_{B_{2}}\left|f^{(k)}\right|^{2} d x d y \leq \frac{1}{k^{2}}
\end{aligned}
$$

and

$$
\begin{equation*}
\tilde{\mathcal{L}} u^{(k)}=f^{(k)}, \tag{4.3}
\end{equation*}
$$

in the weak sense in $B_{2}$, but for any $v$, which is a weak solution of the equation

$$
\tilde{\mathcal{L}} v=0 \quad(x, y) \in B_{1}
$$

we have

$$
\begin{equation*}
\frac{1}{\left|B_{1}\right|} \int_{B_{1}}\left|u^{(k)}-v\right|^{2} d x d y>\varepsilon_{0}^{2} . \tag{4.4}
\end{equation*}
$$

Since $u^{(k)}$ is a weak solution of (4.3), by Lemma 4.2, we have

$$
\begin{aligned}
\int_{\frac{B_{\frac{3}{2}}}{}}\left(\left|u_{x}^{(k)}\right|^{2}+|x|^{2 \sigma}\left|u_{y}^{(k)}\right|^{2}\right) d x d y & \leq C \int_{B_{2}}\left(\left|u^{(k)}\right|^{2}+\left|f^{(k)}\right|^{2}\right) d x d y \\
& \leq C .
\end{aligned}
$$

Thus, $\left\|u^{(k)}\right\|_{H_{\sigma}^{1}\left(B_{3 / 2}\right)} \leq C$. By Lemma 2.4 and taking $R=\frac{3}{2}, r=1$, we have $u^{(k)} \in H^{h}\left(B_{1}\right)$. Since $H^{h}\left(B_{1}\right)$ is compactly embedded in $L^{2}\left(B_{1}\right)$, there is a subsequence of $u^{(k)}$, which we still denote as $u^{(k)}$, such that

$$
u^{(k)} \longrightarrow v \text { strongly in } L^{2}\left(B_{1}\right) .
$$

By the $L^{2}$ boundedness of $u_{x}^{(k)}$ and $|x|^{\sigma} u_{y}^{(k)}$, we have

$$
\begin{aligned}
u_{x}^{(k)} & \longrightarrow v_{x} \quad \text { weakly in } L^{2}\left(B_{1}\right), \\
|x|^{\sigma} u_{y}^{(k)} & \longrightarrow|x|^{\sigma} v_{y} \quad \text { weakly in } L^{2}\left(B_{1}\right) .
\end{aligned}
$$

Since $u^{(k)}$ is a weak solution, we have

$$
\int_{B_{1}}\left(u_{x}^{(k)} \varphi_{x}+|x|^{2 \sigma} u_{y}^{(k)} \varphi_{y}+b_{1} u^{(k)} \varphi_{x}+b_{2}|x|^{l} u^{(k)} \varphi_{y}-c u^{(k)} \varphi\right) d x d y=-\int_{B_{1}} f^{(k)} \varphi d x d y .
$$

Let $k \rightarrow \infty$. Then we have $v$ is a weak solution of equation

$$
\tilde{\mathcal{L}} v=0 \quad(x, y) \in B_{1}
$$

which is a contradiction. This finishes the proof.

Lemma 4.4. Suppose $\left|b_{1}\right|,\left|b_{2}\right|,|c| \leq 1$. Let $0<\alpha<\bar{\alpha}$ and $r_{0}$ be a small constant. There exists a small constant $\delta$ such that if $u$ is a weak solution of (2.4) in $B_{2}$ with (4.1) and (4.2) satisfied, then,

$$
\frac{1}{\left|B_{r_{0}}\right|} \int_{B_{r_{0}}}|u-P|^{2} d x d y \leq r_{0}^{2(2+\alpha)}
$$

where $P=\sum_{i+j \leq 2} a_{i j} x^{i} y^{j}$ is a second order polynomial at $(0,0)$ such that $\tilde{\mathcal{L}} P=0$ and $\sum_{i+j \leq 2}\left|a_{i j}\right| \leq C$. Proof. By Lemma 4.3, there exists a $v(x)$ which is a weak solution of

$$
\tilde{\mathcal{L}} v=0 \quad x \in B_{1},
$$

such that

$$
\begin{equation*}
\frac{1}{\left|B_{1}\right|} \int_{B_{1}}|u-v|^{2} d x d y \leq \varepsilon^{2} . \tag{4.5}
\end{equation*}
$$

So

$$
\begin{aligned}
\frac{1}{\left|B_{1}\right|} \int_{B_{1}}|v|^{2} d x d y & \leq \frac{2}{\left|B_{1}\right|} \int_{B_{1}}\left(|u-v|^{2}+|u|^{2}\right) d x d y \\
& \leq 2\left(2^{2+\sigma}+\varepsilon^{2}\right)
\end{aligned}
$$

By Lemma 3.4, $v \in C^{2, \bar{\alpha}}\left(B_{1 / 4}\right)$, and hence, $v \in C_{*}^{2, \bar{\alpha}}\left(B_{1 / 4}\right)$. So there exists a second order polynomial $P(x, y)$ at $(0,0)$ such that

$$
\sup _{0<r<1} \frac{1}{r^{2+\bar{\alpha}}}\left(\frac{1}{\left|B_{r}\right|} \int_{B_{r}}|v-P|^{2} d x d y\right)^{\frac{1}{2}} \leq C\|v\|_{L^{2}\left(B_{1}\right)}
$$

For $0<r_{0}<\frac{1}{2}$, we have

$$
\begin{aligned}
\int_{B_{r_{0}}}|u-P|^{2} d x d y & \leq 2 \int_{B_{r_{0}}}\left(|u-v|^{2}+|v-P|^{2}\right) d x d y \\
& \leq 2 \varepsilon^{2}\left|B_{1}\right|+4 C\left(2^{2+\sigma}+1\right) r_{0}^{2(2+\bar{\alpha})}\left|B_{r_{0}}\right| \\
& \leq r_{0}^{2(2+\alpha)}\left|B_{r_{0}}\right|
\end{aligned}
$$

by taking $r_{0}=\left(8 C\left(2^{2+\sigma}+1\right)\right)^{\frac{1}{2(\alpha-\bar{x})}}$ and $\varepsilon$ small.
Lemma 4.5. Let $0<\alpha<\bar{\alpha}$ and $u$ be a weak solution of

$$
\begin{equation*}
u_{x x}+|x|^{2 \sigma} u_{y y}+u_{x}+|x|^{l} u_{y}-u=f \quad \text { in } B_{1}, \tag{4.6}
\end{equation*}
$$

with

$$
\begin{gather*}
\frac{1}{\left|B_{1}\right|} \int_{B_{1}}|u|^{2} d x d y \leq 1,  \tag{4.7}\\
{[f]_{C_{*}^{\alpha}(0,0)}^{x} \leq \delta, \quad f(0,0)=0 .} \tag{4.8}
\end{gather*}
$$

Then there is a second order polynomial $P(x, y) \in \mathcal{P}_{(0,0)}^{2}$, such that

$$
\begin{equation*}
\sup _{0<r<1} \frac{1}{r^{2+\alpha}}\left(\frac{1}{\left|B_{r}\right|} \int_{B_{r}}|u-P(x, y)|^{2} d x d y\right)^{\frac{1}{2}} \leq C \tag{4.9}
\end{equation*}
$$

and

$$
\sum_{i+j \leq 2}\left|a_{i j}\right| \leq C
$$

Proof. Let $r_{0}$ be the same constant as in Lemma 4.4. We claim that there exist second order polynomials

$$
P_{k}(x, y)=\sum_{i+j \leq 2} a_{i j}^{(k)} x^{i} y^{j} \in \mathcal{P}_{(0,0)}^{2}
$$

such that

$$
\begin{equation*}
\frac{1}{\left|B_{r_{0}^{k}}\right|} \int_{B_{r_{0}^{k}}}\left|u-P_{k}\right|^{2} d x d y \leq r_{0}^{2 k(2+\alpha)} \tag{4.10}
\end{equation*}
$$

and

$$
\left|a_{i j}^{(k)}-a_{i j}^{(k-1)}\right| \leq C r_{0}^{(k-1)(2+\alpha-(i+(1+\sigma) j))}
$$

Let $P_{0}=0$ and $P_{1}$ be the polynomial $P$ in Lemma 4.4, then the claim holds for $k=1$. Assume that the claim holds for $k$.

Let

$$
u^{(k)}(x, y)=\frac{\left(u-P_{k}\right)\left(r_{0}^{k} x, r_{0}^{k(1+\sigma)} y\right)}{r_{0}^{k(2+\alpha)}} .
$$

Then

$$
u_{x x}^{(k)}+|x|^{2 \sigma} u_{y y}^{(k)}+r_{0}^{k} u_{x}^{(k)}+r_{0}^{k(l+1-\sigma)}|x|^{\mid} u_{y}^{(k)}-r_{0}^{2} u^{(k)}=f^{(k)} \quad \text { in } B_{1},
$$

where

$$
f^{(k)}(x, y)=\frac{f\left(r_{0}^{k} x, r_{0}^{k(1+\sigma)} y\right)}{r_{0}^{k \alpha}}
$$

Hence, by (4.10),

$$
\begin{aligned}
\frac{1}{\left|B_{1}\right|} \int_{B_{1}}\left|u^{(k)}\right|^{2} d x d y & =\frac{1}{\left|B_{1}\right|} \int_{B_{1}}\left|\frac{\left(u-P_{k}\right)\left(r_{0}^{k} x, r_{0}^{k(1+\sigma)} y\right)}{r_{0}^{k(2+\alpha)}}\right|^{2} d x d y \\
& =\frac{1}{r_{0}^{2 k(2+\alpha)}} \frac{1}{\left|B_{r_{0}^{k}}\right|} \int_{B_{r_{0}}}\left|\left(u-P_{k}\right)(x, y)\right|^{2} d x d y
\end{aligned}
$$

$$
\leq 1
$$

By (4.8),

$$
\frac{1}{\left|B_{1}\right|} \int_{B_{1}}\left|f^{(k)}\right|^{2} d x d y \leq \delta^{2} .
$$

Applying Lemma 4.4 to $u^{(k)}$, we obtain that there is a polynomial

$$
P(x, y) \in \mathcal{P}_{(0,0)}^{2}
$$

such that

$$
\frac{1}{\left|B_{r_{0}}\right|} \int_{B_{r_{0}}}\left|u^{(k)}-P\right|^{2} d x d y \leq r_{0}^{2(1+\alpha)}
$$

and

$$
\sum_{i+j \leq 2}\left|a_{i j}\right| \leq C
$$

Now substituting $u^{(k)}$ by $u$, we have

$$
\frac{1}{\left|B_{r_{0}}\right|} \int_{B_{r_{0}}}\left|\frac{\left(u-P_{k}\right)\left(r_{0}^{k} x, r_{0}^{k(1+\sigma)} y\right)}{r_{0}^{k(2+\alpha)}}-P(x, y)\right|^{2} d x d y \leq r_{0}^{2(2+\alpha)}
$$

Therefore,

$$
\frac{1}{\left|B_{r_{0}^{k+1}}\right|} \int_{B_{r_{0}^{k+1}}}\left|u-\left(P_{k}(x, y)+r_{0}^{k(2+\alpha)} P\left(\frac{x}{r_{0}^{k}}, \frac{y}{r_{0}^{k(1+\sigma)}}\right)\right)\right|^{2} d x d y \leq r_{0}^{2(k+1)(2+\alpha)}
$$

Let

$$
P_{k+1}(x, y)=P_{k}(x, y)+r_{0}^{k(2+\alpha)} P\left(\frac{x}{r_{0}^{k}}, \frac{y}{r_{0}^{k(1+\sigma)}}\right) .
$$

Then the claim holds. The lemma follows immediately from the claim.
We note here that by the choice of $P(x, y)$, (4.9) also holds for $r \geq 1$. Since the equation is translation invariant in $y$ direction, we can apply Lemma 4.5 in $B\left(Y_{0}, 1\right)$ with $Y_{0}=\left(0, y_{0}\right)$.

Now we go back to the proof of Theorem 4.1.
Proof. Let $X_{0}=\left(x_{0}, y_{0}\right) \in B_{1}$ and $Y_{0}=\left(0, y_{0}\right)$. Without lose of generality, we can assume $f\left(0, y_{0}\right)=0$. Multiplying a small number to (1.1), we can assume that (4.7) and (4.8) are satisfied. By Lemma 4.5, there is a second order polynomial

$$
\hat{P}(x, y) \in \mathcal{P}_{\gamma_{0}}^{2}
$$

such that

$$
\frac{1}{\left|B\left(Y_{0}, r\right)\right|} \int_{B\left(Y_{0}, r\right)}|u(x, y)-\hat{P}(x, y)|^{2} d x d y \leq C r^{2(2+\alpha)}
$$

Thus

$$
\frac{1}{\left|B\left(Y_{0}, 2 \gamma\left|x_{0}\right|\right)\right|} \int_{B\left(Y_{0}, 2 \gamma\left|x_{0}\right|\right)}|u(x, y)-\hat{P}(x, y)|^{2} d x d y \leq C\left|x_{0}\right|^{2(2+\alpha)}
$$

Now we give the estimate at the point $X_{0}$.
If $r<\frac{1}{4}\left|x_{0}\right|$, then, by (2.2), $B\left(X_{0}, r\right) \subset B\left(Y_{0}, 2 \gamma\left|x_{0}\right|\right)$. Let

$$
v(x, y)=\frac{(u-\hat{P})\left(\left|x_{0}\right| x,\left|x_{0}\right|^{1+\sigma} y\right)}{\left|x_{0}\right|^{2+\alpha}}
$$

Then $v(x, y)$ satisfies

$$
\begin{equation*}
v_{x x}+|x|^{2 \sigma} v_{y y}+\left|x_{0}\right| v_{x}+\left|x_{0}\right|^{l+1-\sigma}|x|^{l} v_{y}-\left|x_{0}\right|^{2} v=g(x, y) \tag{4.11}
\end{equation*}
$$

where $g(x, y)=\frac{1}{\left|x_{0}\right|^{\alpha}} f\left(\left|x_{0}\right| x,\left|x_{0}\right|^{1+\sigma} y\right)$.
The corresponding good point of $v(x, y)$ is

$$
\widetilde{X_{0}}=\frac{X_{0}}{\left|x_{0}\right|}= \begin{cases}\left(1, \frac{y_{0}}{\left|x_{0}\right|^{1+\sigma}}\right), & x_{0}>0 \\ \left(-1, \frac{y_{0}}{\left|x_{0}\right|^{1+\sigma}}\right), & x_{0}<0\end{cases}
$$

We also have

$$
[g]_{C_{*}^{\alpha}\left(B\left(\widetilde{X_{0}}, \frac{1}{2}\right)\right)} \leq C[f]_{C_{*}^{\alpha}\left(B\left(X_{0}, \frac{\left|x_{0}\right|}{2}\right)\right)}
$$

and

$$
\frac{1}{\left|B\left(\widetilde{Y}_{0}, 2\right)\right|} \int_{B\left(\tilde{Y}_{0}, 2\right)}|v(x, y)|^{2} d x d y \leq C
$$

where $\widetilde{Y}_{0}=\left(0, \frac{y_{0}}{\left|x_{0}\right|^{1+\sigma}}\right)$.

If we consider (4.11) in $B\left(\widetilde{X_{0}}, \frac{1}{2}\right)$, then $\frac{1}{2}<|x|<\frac{3}{2}$. So the equation is uniformly elliptic. Since near $\widetilde{X_{0}}$ the metric we defined is equivalent to the Euclidean metric, we have

$$
[g]_{C^{\alpha}\left(B\left(\widetilde{X}_{0}, \frac{1}{2}\right)\right)} \leq C[g]_{C_{*}^{\alpha}\left(B\left(\widetilde{X}_{0}, \frac{1}{2}\right)\right)}
$$

Thus $v$ is $C^{2+\alpha}$ and consequently $v$ is $C_{*}^{2+\alpha}$ at $\widetilde{X_{0}}$. So there exists a second order polynomial $P_{1}(x, y) \in \mathcal{P}_{\tilde{x}_{0}}^{2}$ such that

$$
\frac{1}{\left|B\left(\widetilde{X}_{0}, \frac{r}{\left|x_{0}\right|}\right)\right|} \int_{B\left(\widetilde{X}_{0}, \frac{r}{x_{0}}\right)}\left|v(x, y)-P_{1}(x, y)\right|^{2} d x d y \leq C\left(\frac{r}{\left|x_{0}\right|}\right)^{2(2+\alpha)} .
$$

Substituting by $u$, we have

$$
\frac{1}{\left|B\left(X_{0}, r\right)\right|} \int_{B\left(X_{0}, r\right)}|u(x, y)-P(x, y)|^{2} d x d y \leq C r^{2(2+\alpha)}
$$

where

$$
P(x, y)=\hat{P}(x, y)-\left|x_{0}\right|^{2+\alpha} P_{1}\left(\frac{x}{\left|x_{0}\right|^{\prime}}, \frac{y}{\left|x_{0}\right|^{1+\sigma}}\right)
$$

and it is easily to verify that $P(x, y) \in \mathcal{P}_{x_{0}}^{2}$.
Now we consider $r \geq \frac{1}{4}\left|x_{0}\right|$. By the properties of the distance and the balls, i.e., the inequalities (2.2) and (2.3), we obtain

$$
B\left(X_{0}, r\right) \subset B\left(Y_{0}, 5 \gamma r\right) \subset B\left(X_{0}, 9 \gamma^{2} r\right),
$$

and

$$
\frac{\left|B\left(X_{0}, 9 \gamma^{2} r\right)\right|}{\left|B\left(X_{0}, r\right)\right|} \leq\left(9 \gamma^{2}\right)^{2+\sigma}
$$

So

$$
\begin{aligned}
& \frac{1}{\left|B\left(X_{0}, r\right)\right|} \int_{B\left(X_{0}, r\right)}\left|u(x, y)-P_{Y_{0}}(x, y)\right|^{2} d x d y \\
& \quad \leq \frac{\left|B\left(X_{0}, 9 \gamma^{2} r\right)\right|}{\left|B\left(X_{0}, r\right)\right|} \frac{1}{\left|B\left(Y_{0}, 5 \gamma r\right)\right|} \int_{B\left(Y_{0}, 5 \gamma r\right)}\left|u(x, y)-P_{Y_{0}}(x, y)\right|^{2} d x d y \\
& \quad \leq C r^{2(2+\alpha)} .
\end{aligned}
$$

Thus we have the theorem.
The scaling form of Theorem 4.1 can be stated as the following corollary.
Corollary 4.6. Let $Y_{0}=\left(0, y_{0}\right)$, and let $u$ be a solution of (1.1) in $B\left(Y_{0}, d\right)$. Then, for every point $X_{0}=\left(x_{0}, y_{0}\right) \in B\left(Y_{0}, \frac{d}{10 \gamma^{3}}\right)$, there exists a second order polynomial $P_{X_{0}}(x, y) \in \mathcal{P}_{X_{0}}^{2}$ such that

$$
\begin{aligned}
& \left(\frac{1}{\left|B\left(X_{0}, r\right)\right|} \int_{B\left(X_{0}, r\right)}\left|u(x, y)-P_{X_{0}}(x, y)\right|^{2} d x d y\right)^{\frac{1}{2}} \\
& \quad \leq C\left(d^{-(2+\alpha)}\|u\|_{L^{\infty}\left(B\left(Y_{0}, d\right)\right)}+d^{-\alpha}\|f\|_{L^{\infty}\left(B\left(Y_{0}, d\right)\right)}+[f]_{\left.C_{*}^{\alpha}\left(B\left(Y_{0}, d\right)\right)\right)}\right)
\end{aligned}
$$

where

$$
P_{X_{0}}(x, y)=\sum_{i+j \leq 2} a_{i j}\left(x-x_{0}\right)^{i}\left(y-y_{0}\right)^{j},
$$

and

$$
\sum_{i+j \leq 2} d^{\tau}\left|a_{i j}\right| \|\left. x_{0}\right|^{(i+(1+\sigma) j-(2+\alpha))^{+}} \leq C\left(\|u\|_{L^{\infty}\left(B\left(Y_{0}, d\right)\right)}+d^{2}\|f\|_{L^{\infty}\left(B\left(Y_{0}, d\right)\right)}+d^{2+\alpha}[f]_{C_{*}^{\alpha}\left(B\left(Y_{0}, d\right)\right)}\right),
$$

where $\tau=(2+\alpha) \wedge(i+(1+\sigma) j)$.
Theorem 1.1 is an immediate consequence of this corollary and the estimates of the uniformly elliptic equations.

## Acknowledgements

This work is supported by National Natural Science Foundation of China, Tianyuan Foundation (No. 11426127) and the foundation of Education Department of Henan (No. 15B110006).

## References

[1] F. Borrello, Degenerate elliptic equations and Morry spaces, Boll. Unione Mat. Ital. 10(2007), No. 3, 989-1011. MR2507910
[2] S. Campanato, Equazioni ellittiche del $\mathrm{II}^{\circ}$ ordine e spazi $\mathfrak{L}^{(2, \lambda)}$ (in Italian), Ann. Mat. Pura Appl. (4) 69(1965), 321-381. MR0192168; url
[3] P. Daskalpoulos, R. Hamilton, Regularity of the free boundary for the porous medium equation, J. Amer. Math. Soc. 11(1998), No. 4, 899-965. MR1623198; url
[4] P. M. N. Feehan, C. A. Pop, Schauder a priori estimates and regularity of solutions to boundary-degenerate elliptic linear second-order partial differential equations, J. Differential Equations 256(2014), No. 3, 895-956. MR3128929; url
[5] L. Hörmander, Hypoelliptic second order differential equations, Acta Math. 119(1967), 147-171. MR0222474; url
[6] J. Hong, W. Wang, The regularity of a class of degenerate elliptic Monge-Ampère equations, J. Partial Differ Equ. 22(2009), No. 3, 234-265. MR2574031; url
[7] P. Górka Campanato theorem on metric measure spaces, Ann. Acad. Sci. Fenn. Math. 34(2009), No. 2, 523-528. MR2553810
[8] J. J. Конл, Pseudo-differential operators and hypoellipticity, in: Partial differential equations (Proc. Sympos. Pure Math., Vol. XXIII, Univ. California, Berkeley, Calif., 1971), Amer. Math. Soc., Providence, R.I., pp. 61-69. MR0338592; url
[9] G. Lu, Embedding theorems on Campanato-Morrey spaces for vector fields of Hörmander type, Approx. Theory Appl. (N.S.) 14(1998), No. 1, 69-80. MR1651473
[10] G. Lu, R. L. Wheeden, High order representation formulas and embedding theorems on stratified groups and generalizations, Studia Math. 142(2000), No. 2, 101-133. MR1792599
[11] M. K. V. Murthy, A class of subelliptic quasilinear equations, J. Glob. Optim. 40(2008), 245-260. MR2373555; url
[12] L. P. Rothschild, E. M. Stein, Hypoelliptic differential operator and nilpotent groups, Acta Math. 137(1976), 247-320. MR0436223
[13] M. Safonov, On the classical solution of Bellman's elliptic equations, Dokl. Akad. Nauk SSSR 278(1984), No. 4, 810-813. Soviet Math. Dokl. 30(1984), No. 2, 482-485. MR765302
[14] M. Safonov, On the classical solution of nonlinear elliptic equations of second order, Izv. Akad. Nauk SSSR. Ser. Mat. 52(1988), No. 6, 1272-1287. Math. USSR Izvestiya 33(1989), No. 3, 597-612. MR984219; url
[15] C. Xu, C. Zuily, Higher interior regularity for quasilinear subelliptic systems, Calc. Var. 5(1997), 323-343. MR1450714; url
[16] L. Wang, Hölder estimates for subelliptic operators, J. Funct. Anal. 199(2003), 228-242. MR1966829; url


[^0]:    ${ }^{\boxtimes}$ Corresponding author. Email: wangyanshiyuan@163.com

