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## Preface

The present volume is a collection of papers dedicated to the memory of Professor Zoltán Ésik who passed away unexpectedly in 2016. These papers were written by his friends, colleagues, and former students. Zoltán is coauthor of some of the papers which were unpublished and some cases unfinished at the time of his sudden death. It is likely that we are publishing his very last paper which he was able to finish completely. Zoltán's scientific vita and the list of his publications are also included. I wish to express my most sincere gratitude to everyone who accepted the invitation to contribute to this volume. Without their work it would have been impossible to publish this collection of papers.


Professor Zoltán Ésik (1951-2016)

## In Memoriam Zoltán Ésik

We got the news via e-mail that our colleague Zoltán Ésik, professor at the University of Szeged, passed away in a hotel in Reykjavik on 25th May 2016. He had plans for future research, teaching, and advising students, therefore the news was so unexpected and inconceivable that at first we did not believe it, and we did not dare to say it out loud. Just few days before we had talked to him, and few hours before we had exchanged emails about work and plans to be accomplished. But the news sadly proved to be true.

Zoltán's special talent for mathematics emerged as early as his school years. As a student of the specialised mathematics programme of the High School of the University of Szeged he achieved notable results at the competition of the Mathematical Journal for High Schools. This competition is more than 120 years old in Hungary and it serves as a platform for high school students to show their skills and talents. Several famous Hungarian mathematicians took their first steps in this competition toward research. It came naturally for Zoltán to continue his studies in mathematics at the University of Szeged, where he earned his degree in 1974. After graduation he got a position at the university and he remained a distinguished and highly respected member of our institute. As a young faculty member, he had long hair, wore blue jeans, and it looked like he was still a student. He was happy to stop for a chat with students. Many of them realized only that he was a teacher when he appeared in front of them in the class room and started his lectures. Even at such a young age, he introduced students to many subjects that became fundamental later on. Those who knew him well, praised his talent, his hard work and zest for science.

His professional career followed an unbroken path. He earned the title doctor of university in 1979, and became the candidate of science (CSc, an academic degree that used to be awarded in former Eastern Bloc countries, in Hungary by the Hungarian Academy of Sciences) in 1985. Then he earned the title of doctor of science (DSc) in 1996, which is also awarded by the Academy and is still the most prestigious academic rank in Hungary today. He was appointed as full professor in 1997, and in 2003 he became the head of the Department of Foundations of Computer Science of the University of Szeged.

Only some highlights of his work can be mentioned within the scope of this article. I only list a few of his numerous results and might even miss the most significant ones. I know that he would not mind the short summary of his achievements, since he never liked praise.

As a university teacher he made special efforts to introduce modern subjects taught at western universities into the curriculum, to bring the newest results and research topics to the University of Szeged. This was crucial in the era of the
iron curtain and before the internet age. He travelled a lot to learn about new ideas, to broaden his own knowledge, which he later transferred to his students. He liked visiting foreign institutes, and it is a cruel twist of fate, that he had died during such a trip. In Szeged he was the first to teach category theory, theory of computability and complexity, logic in computer science, connections of automata and logics, fixed point theory and its applications to students of computer science. He devised the educational profile and the subjects taught at the Department of Foundations of Computer Science. He wrote four university textbooks, supervised winning papers at Conferences of Association of Students in Science (a Hungarian specialty), and successfully defended doctoral theses. He was instrumental to start the professional career of several colleagues, the author of this article being one of them. I wrote my university thesis under his supervision in 1979, although he was only four years older than me. A number of his former students are now leading experts or teachers at universities, not only in Hungary but also abroad.

He obtained his first results in the field of structural properties of finite automata, and later in the theory of tree automata and tree transducers. He was the first to prove the often cited result, in his thesis for doctor of university, that the equivalence problem of deterministic tree transducers is decidable. In the mid 1980's, probably due to the influence of Stephen Bloom, he turned his attention towards iteration theories. His field of research later became even more complex, and extended towards algebraic methods in computer science, category theory, theory of fixed points, modern logic in computer science, order theory, and semiring theory. He achieved thoughtful and essential results in all these fields. In the second half of his career he worked together and obtained important results with Werner Kuich in the theory of semirings and weighted automata. He had a special talent to recognize that in the seemingly different fields of computer science the same principles are in effect and used. One of his most important observations was that most fixed point models commonly used in computer science share the same equational properties.

His unparalleled talent, diligence, and his love for work resulted in countless publications. He worked together with more than 40 co-authors. The number of his scientific articles is above 230, and he edited nearly 30 collections of scientific papers. He is the author of the monographs Iteration Theories (with Stephen Bloom) and Modern Automata Theory (with Werner Kuich) which are regarded as fundamental handbooks all over the world. The latter was also translated into Russian. He gave talks at more than 50 universities, and was invited speaker at more than 30 conferences and workshops. His most significant conference activity was probably his talk at the conference of Mathematical Foundations of Computer Science in Milan in 2015. This was the 40th MFCS Conference, and Zoltán was the 'anniversary invited speaker' of the event. These numbers already alone are very impressive, but they are even more compelling when we recall the precision, the high standard, and the elegance that characterised each of his articles and talks.

Organising and participating in conferences were particularly important for him. He was a member of the steering committee of the conferences FCT, CAI, AFL, and FICS, and of the program committee of nearly 60 international conferences. It was specifically due to his scientific reputation and prestige that many renowned international conferences, like FCT, CSL, and MFCS could be organised in Hungary, most of them in Szeged. He played an essential role in moving the quality of the traditional Hungarian conference series Automata and Formal Languages gradually closer to European standards.

He was a member of the editorial board of a number of prestigious computer science journals, being the only Hungarian member of the editorial board of Theoretical Computer Science, a leading journal in the field. For three terms he was a member of the Council of the European Association for Theoretical Computer Science and for one term of the European Association for Computer Science Logic. He represented the Hungarian computer science community in Section TC1 of the International Federation for Information Processing. As an acknowledgement of his work, he was an elected member of The Academy of Europe in 2010 and earned the title Fellow of the EATCS in 2016, given only for the greatest scientists.

He received numerous Hungarian awards as well, such as the Kató Rényi Research Award and the Gyula Farkas Research Award of the János Bolyai Mathematical Society for outstanding mathematicians, the Award for Excellence, and in 2005 the title of Master Teacher. He also earned Humboldt and Fulbright research scholarships, and the Széchenyi Professorial Award in Hungary.

Zoltán Ésik was, without doubt, one of the most prominent figures in theoretical computer science. His results contributed significantly to the development of the foundations of this discipline. His achievements and efforts were crucial to the establishment of the Institute of Informatics of the University of Szeged an internationally acknowledged research institute, and putting it on the map of science. His death is a serious loss to the Institute, to the University of Szeged, and to the community of theoretical computer science.

Dear Professor Ésik, dear Zoli, your memory will stay with us forever. Farewell to you and may you rest in peace!

Zoltán Fülöp
Szeged, December 2016

# Complexity of Right-Ideal, Prefix-Closed, and Prefix-Free Regular Languages* 
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#### Abstract

A language $L$ over an alphabet $\Sigma$ is prefix-convex if, for any words $x, y, z \in$ $\Sigma^{*}$, whenever $x$ and $x y z$ are in $L$, then so is $x y$. Prefix-convex languages include right-ideal, prefix-closed, and prefix-free languages as special cases. We examine complexity properties of these special prefix-convex languages. In particular, we study the quotient/state complexity of boolean operations, product (concatenation), star, and reversal, the size of the syntactic semigroup, and the quotient complexity of atoms. For binary operations we use arguments with different alphabets when appropriate; this leads to higher tight upper bounds than those obtained with equal alphabets. We exhibit right-ideal, prefix-closed, and prefix-free languages that meet the complexity bounds for all the measures listed above.


Keywords: atoms, complexity of operations, prefix-closed, prefix-convex, prefix-free, quotient complexity, regular languages, right ideals, state complexity, syntactic semigroup, unrestricted alphabets

I have known Zoltán Ésik for about 30 years. We met at many scientific conferences, seven of them in Hungary. In 2000 I invited Zoltán to spend a month in Waterloo so that we could work on a problem in algebra with which I was struggling. I thought that the problem was purely of theoretical interest, but it turned out that the algebra we discovered was applicable to the detection of hazards in logic circuits. Zoltán also helped me with two other algebraic problems; he was always ready to give advice, and was modest about taking credit for his contributions. As the years went by we became good friends. In June 2015 my wife and I had the honour of celebrating his 64 th birthday at our house. His passing was a great shock to me and I greatly miss his friendship.

Janusz Brzozowski

[^0]
## 1 Motivation

For words $w, x, y$ over an alphabet $\Sigma$, if $w=x y$, then $x$ is a prefix of $w$. A language $L \subseteq \Sigma^{*}$ is prefix-convex $[1,28]$ if, whenever $x$ and $x y z$ are in $L$, then $x y$ is also in $L$. The class of prefix-convex languages includes three well-known subclasses: right-ideal, prefix-closed, and prefix-free languages; we study complexity properties of these languages.

A language $L$ is a right ideal if it is non-empty and satisfies the equation $L=$ $L \Sigma^{*}$. Right ideals play a role in pattern matching: If one is searching for all words beginning with words in some language $L$ in a given text (a word over $\Sigma^{*}$ ), then one is looking for words in $L \Sigma^{*}$. Right ideals also constitute a basic concept in semigroup theory.

A language $L$ is prefix-closed if, whenever $w$ is in $L$ and $x$ is a prefix of $w$, then $x$ is also in $L$. The complement of every right ideal is a prefix-closed language. The set of allowed input sequences to any digital system is a prefix-closed language.

A language $L$ is prefix-free if no word in $L$ is a prefix of another word in $L$. Prefix-free languages (other than $\{\varepsilon\}$, where $\varepsilon$ is the empty word) are prefix codes. They play an important role in coding theory, and have many applications [3].

The alphabet of a regular language $L$ is $\Sigma$ (or $L$ is a language over $\Sigma$ ) if $L \subseteq \Sigma^{*}$ and every letter of $\Sigma$ appears in a word of $L$. The (left) quotient of $L$ by a word $w \in \Sigma^{*}$ is $w^{-1} L=\{x \mid w x \in L\}$. A language is regular if and only if it has a finite number of distinct quotients. So the number of quotients of $L$ is a natural measure of complexity for $L$; it is called the quotient complexity [4] of $L$ and is denoted it by $\kappa(L)$. An equivalent concept is the state complexity [29] of $L$, which is the number of states in a complete minimal deterministic finite automaton (DFA) with alphabet $\Sigma$ recognizing $L$.

If $L_{n}$ is a regular language of quotient complexity $n$, and $\circ$ is a unary operation, then the quotient/state complexity of $\circ$ is the maximal value of $\kappa\left(L_{n}^{\circ}\right)$, expressed as a function of $n$, as $L_{n}$ ranges over all regular languages of complexity $n$. If $L_{m}^{\prime}$ and $L_{n}$ are regular languages of quotient complexities $m$ and $n$ respectively, and $\circ$ is a binary operation, then the quotient/state complexity of $\circ$ is the maximal value of $\kappa\left(L_{m}^{\prime} \circ L_{n}\right)$, expressed as a function of $m$ and $n$, as $L_{m}^{\prime}$ and $L_{n}$ range over all regular languages of complexities $m$ and $n$, respectively. The quotient/state complexity of an operation gives a worst-case lower bound on the time and space complexities of the operation, and has been studied extensively [4, 5, 29]; we refer to quotient/state complexity simply as complexity.

In all the past literature on binary operations it has always been assumed that the alphabets of the two operands are restricted to be the same. However, it has been shown recently $[6,14]$ that this is an unnecessary restriction: larger complexity bounds can be reached in some cases if the alphabets differ. In the present paper we examine both restricted complexity of binary operations, where the alphabets must be the same, and unrestricted complexity, where they may differ.

To find the complexity of a unary operation one first finds an upper bound on this complexity, and then exhibits languages that meet this bound. Since we require a language $L_{n}$ for each $n \geq k$, we need a sequence ( $L_{k}, L_{k+1}, \ldots$ ); here $k$ is
usually a small integer because the bound may not hold for a few small values of $n$. We call such a sequence a stream of languages. Usually the languages in a stream have the same basic structure and differ only in the parameter $n$. For example, $\left(\left(a^{n}\right)^{*} \mid n \geq 2\right)$ is a stream. For a binary operation we require two streams.

While the complexity of languages is a useful measure, it is not entirely satisfactory. Two languages may have the same complexity $n$ but the syntactic semigroup [26] of one may have $n-1$ elements, while that of the other has $n^{n}$ elements [18]. For this reason, the size of the syntactic semigroup of a language which is the same as the size of the transition semigroup of a minimal DFA accepting the language [26] - has been added as another complexity measure. Secondly, star-free languages meet the complexity bounds of regular languages for all operations except reversal, which only reaches the bound $2^{n}-1$ instead of $2^{n}[13]$. While regular languages are the smallest class containing the finite languages and closed under boolean operations, product and star, star-free languages are the smallest class containing the finite languages and closed only under boolean operations and product. In view of the results in [13], quotient/state complexity does not distinguish between these two classes.

The complexities of the atoms of a regular language have been proposed as an additional measure [5]. Atoms are defined by the following left congruence: two words $x$ and $y$ are equivalent if $u x \in L$ if and only if $u y \in L$ for all $u \in \Sigma^{*}$. Thus $x$ and $y$ are equivalent if $x \in u^{-1} L$ if and only if $y \in u^{-1} L$. An equivalence class of this relation is an atom of $L[17,21]$. Thus an atom is a non-empty intersection of complemented and uncomplemented quotients of $L$. If $K_{0}, \ldots, K_{n-1}$ are the quotients of $L$, and $S \subseteq Q_{n}=\{0, \ldots, n-1\}$, then atom $A_{S}$ is the intersection of quotients with subscripts in $S$ and complemented quotients with subscripts in $Q_{n} \backslash S$. For more information about atoms see [16, 17, 21].

There exists a stream $\left(L_{3}, L_{4}, \ldots\right)$ of regular languages $L_{n}(a, b, c)$ that meets the restricted complexity bounds for all boolean operations, product (concatenation), star, and reversal, and also has the largest syntactic semigroup and most complex atoms [5]. This stream modified by the addition of an input $d$ that performs the identity transformation also meets the unrestricted bounds for product and boolean operations $[6,14]$; such a stream is called most complex. Most complex streams are useful when one designs a system dealing with regular languages and finite automata. If one would like to know the maximal sizes of automata the system can handle, one can use the one most complex stream to test all the operations.

## 2 Contributions

We first present a most complex regular language stream similar to that of [5], but one that is better suited for prefix-convex languages. We then exhibit most complex language streams for right-ideal, prefix-closed, and prefix-free languages. More specifically, our contributions are as follows:

1. We generalize the concept of permutational dialect defined in [5, 9] by allowing letters of an alphabet to be mapped to letters from a different alphabet.
2. For regular languages we prove that there exists a most complex language stream $\left(L_{n}(a, b, c) \mid n \geq 3\right)$. The following results are new:

- $L_{m}^{\prime}(a, b) L_{n}(a,-, b)$ and $L_{m}^{\prime}(a, b) L_{n}(a, c, b)$ meet the known bounds $(m-$ 1) $2^{n}+2^{n-1}$ and $m 2^{n}+2^{n-1}$ for restricted and unrestricted products, respectively.
- For the unrestricted case the following hold:
- $L_{m}^{\prime}(a, b, c) \circ L_{n}(b, a, d)$ meets the known bound $(m+1)(n+1)$ when $\circ \in\{\cup, \oplus\}$, where $\oplus$ is symmetric difference.
- $L_{m}^{\prime}(a, b, c) \backslash L_{n}(b, a)$ meets the known bound $m n+m$.

3. For right-ideal languages we prove that there exists a most complex language stream $\left(L_{n}(a, b, c, d) \mid n \geq 4\right)$. The following results are new:

- $L_{m}^{\prime}(a,-, c, d) L_{n}(a,-, c, d)$ meets the known bound $m+2^{n-2}$ for restricted product, and $L_{m}^{\prime}(a,-, c, d) L_{n}(b,-, c, d)$ meets the bound $m+$ $2^{n-1}+2^{n-2}+1$ for unrestricted product.
- For the restricted case the known bounds $m n$ if $\circ \in\{\cap, \oplus\}, m n-(m-1)$ if $\circ=\backslash$, and $m n-(m+n-2)$ if $\circ=\cup$ are all met by $L_{m}^{\prime}(a,-,-, d) \circ$ $L_{n}(-,-, d, a)$.
- For the unrestricted case the bounds are the same as for regular languages and they are met by $L_{m}^{\prime}(a,-, c, d) \circ L_{n}(b,-, d, a)$ if $\circ \in\{\cup, \oplus\}$, $L_{m}^{\prime}(a,-, c, d) \backslash L_{n}(-,-, d, a)$, and $L_{m}^{\prime}(a,-,-, d) \cap L_{n}(-,-, d, a)$.

4. For prefix-closed languages we prove that there exists a most complex language stream $\left(L_{n}(a, b, c, d) \mid n \geq 4\right)$. Here restricted and unrestricted cases coincide. The following results are new:

- $L_{m}^{\prime}(a, b, c, d) L_{n}(a, d, b, c)$ meets the known bound $(m+1) 2^{n-2}$.
- The known bounds $m n$ if $\circ \in\{\cup, \oplus\}$, $m n-(m-1)$ if $\circ=\backslash$, and $m n-(m+n-2)$ if $\circ=\cup$ are met by $L_{m}^{\prime}(a, b,-, d) \circ L_{n}(b, a,-, d)$.

5. For prefix-free languages we prove that there exists a most complex language stream $\left(L_{n}\left(a, b, c, d, e_{0}, \ldots, e_{n-3}\right) \mid n \geq 4\right)$; restricted and unrestricted cases coincide. The following results are new:

- At least $n+2$ inputs are required for a most complex prefix-free witness.
- At least $n+1$ inputs are necessary to reach the known bound $n^{n-2}$ for the size of the syntactic semigroup.
- We derive upper bounds for the complexity of atoms of prefix-free languages, and prove that the atoms of the language $L_{n}\left(a, b, c,-, e_{0}\right)$ meet these bounds.
- $L_{m}^{\prime}(a, b, c, d) L_{n}(a, d, b, c)$ meets the known bound $(m+1) 2^{n-2}$.
- The known bounds $m n-2$ if $\circ \in\{\cup, \oplus\}, m n-(m+2 n-4)$ if $\circ=\backslash$, and $m n-2(m+n-3)$ if $\circ=\cap$ are met by $L_{m}^{\prime}\left(a, b,-,-, e_{0}, e_{m-3}\right) \circ$ $L_{n}\left(b, a,-,-, e_{0}, e_{m-3}\right)$.


## 3 Finite Automata, Transformations, Semigroups

A deterministic finite automaton ( $D F A$ ) is a quintuple $\mathcal{D}=\left(Q, \Sigma, \delta, q_{0}, F\right)$, where $Q$ is a finite non-empty set of states, $\Sigma$ is a finite non-empty alphabet, $\delta: Q \times \Sigma \rightarrow Q$ is the transition function, $q_{0} \in Q$ is the initial state, and $F \subseteq Q$ is the set of final states. We extend $\delta$ to a function $\delta: Q \times \Sigma^{*} \rightarrow Q$ as usual. A DFA $\mathcal{D}$ accepts a word $w \in \Sigma^{*}$ if $\delta\left(q_{0}, w\right) \in F$. The language accepted by $\mathcal{D}$ is denoted by $L(\mathcal{D})$. If $q$ is a state of $\mathcal{D}$, then the language $L^{q}$ of $q$ is the language accepted by the DFA $(Q, \Sigma, \delta, q, F)$. A state is empty or dead or a sink if its language is empty. Two states $p$ and $q$ of $\mathcal{D}$ are equivalent if $L^{p}=L^{q}$; otherwise they are distinguishable. A state $q$ is reachable if there exists $w \in \Sigma^{*}$ such that $\delta\left(q_{0}, w\right)=q$. A DFA is minimal if all of its states are reachable and no two states are equivalent. Usually DFAs are used to establish upper bounds on the complexity of operations and also as witnesses that meet these bounds.

A nondeterministic finite automaton (NFA) is a quintuple $\mathcal{D}=(Q, \Sigma, \delta, I, F)$, where $Q, \Sigma$ and $F$ are as in a DFA, $\delta: Q \times \Sigma \rightarrow 2^{Q}$, and $I \subseteq Q$ is the set of initial states. An $\varepsilon-N F A$ is an NFA in which transitions under the empty word $\varepsilon$ are also permitted.

Without loss of generality we use $Q_{n}=\{0, \ldots, n-1\}$ as the set of states of every DFA with $n$ states. A transformation of $Q_{n}$ is a mapping $t: Q_{n} \rightarrow Q_{n}$. The image of $q \in Q_{n}$ under $t$ is denoted by $q t$. In any DFA, each letter $a \in \Sigma$ induces a transformation $\delta_{a}$ of the set $Q_{n}$ defined by $q \delta_{a}=\delta(q, a)$; we denote this by $a: \delta_{a}$. By a slight abuse of notation we use the letter $a$ to denote the transformation it induces; thus we write $q a$ instead of $q \delta_{a}$. We extend the notation to sets of states: if $P \subseteq Q_{n}$, then $P a=\{p a \mid p \in P\}$. We also write $P \xrightarrow{a} P a$ to mean that the image of $P$ under $a$ is $P a$. Let $\mathcal{T}_{Q_{n}}$ be the set of all $n^{n}$ transformations of $Q_{n}$; then $\mathcal{T}_{Q_{n}}$ is a monoid under composition.

For $k \geq 2$, a transformation (permutation) $t$ of a set $P=\left\{q_{0}, q_{1}, \ldots, q_{k-1}\right\} \subseteq Q_{n}$ is a $k$-cycle if $q_{0} t=q_{1}, q_{1} t=q_{2}, \ldots, q_{k-2} t=q_{k-1}, q_{k-1} t=q_{0}$. This $k$-cycle is denoted by the transformation $\left(q_{0}, q_{1}, \ldots, q_{k-1}\right)$ of $Q_{n}$, which acts as the identity on the states outside the cycle. A 2-cycle $\left(q_{0}, q_{1}\right)$ is called a transposition. A transformation that sends all the states of $P$ to $q$ and acts as the identity on the remaining states is denoted by $(P \rightarrow q)$. If $P=\{p\}$ we write $(p \rightarrow q)$ for $(\{p\} \rightarrow q)$. The identity transformation is denoted by $\mathbb{1}$. The notation $\left({ }_{i}^{j} q \rightarrow q+1\right)$ denotes a transformation that sends $q$ to $q+1$ for $i \leq q \leq j$ and is the identity for the remaining states, and ( ${ }_{i}^{j} q \rightarrow q-1$ ) is defined similarly.

Let $\mathcal{D}=\left(Q_{n}, \Sigma, \delta, q_{0}, F\right)$ be a DFA. For each word $w \in \Sigma^{*}$, the transition function induces a transformation $\delta_{w}$ of $Q_{n}$ by $w$ : for all $q \in Q_{n}, q \delta_{w}=\delta(q, w)$. The set $T_{\mathcal{D}}$ of all such transformations by non-empty words forms a semigroup of transformations called the transition semigroup of $\mathcal{D}$ [26]. We can use a set $\left\{\delta_{a} \mid a \in \Sigma\right\}$ of transformations to define $\delta$, and so the DFA $\mathcal{D}$.

The Myhill congruence $[25] \approx_{L}$ of a language $L \subseteq \Sigma^{*}$ is defined on $\Sigma^{+}$as follows:

$$
\text { For } x, y \in \Sigma^{+}, x \approx_{L} y \text { if and only if } w x z \in L \Leftrightarrow w y z \in L \text { for all } w, z \in \Sigma^{*} .
$$

$\Sigma^{+} / \approx_{L}$ of equivalence classes of the relation $\approx_{L}$ is a semigroup called the syntactic semigroup of $L$. If $\mathcal{D}$ is a minimal DFA of $L$, then $T_{\mathcal{D}}$ is isomorphic to the syntactic semigroup $T_{L}$ of $L$ [26], and we represent elements of $T_{L}$ by transformations in $T_{\mathcal{D}}$. The size of the syntactic semigroup has been used as a measure of complexity for regular languages [5, 18, 20, 24].

Recall that binary operations require two language streams to determine the complexity of the operation. Sometimes the same stream can be used for both operands, and it has been shown in $[5,6]$ that for all common binary operations on regular languages the second stream can be a "dialect" of the first, that is, it can "differ only slightly" from the first and all the bounds can still be met. Let $\Sigma=\left\{a_{1}, \ldots, a_{k}\right\}$ be an alphabet ordered as shown; if $L \subseteq \Sigma^{*}$, we denote it by $L\left(a_{1}, \ldots, a_{k}\right)$ to stress its dependence on $\Sigma$. A dialect of $L$ is a related language obtained by replacing or deleting letters of $\Sigma$ in the words of $L$. More precisely, for an alphabet $\Sigma^{\prime}$ and a partial map $\pi: \Sigma \mapsto \Sigma^{\prime}$, we obtain a dialect of $L$ by replacing each letter $a \in \Sigma$ by $\pi(a)$ in every word of $L$, or deleting the word entirely if $\pi(a)$ is undefined. We write $L\left(\pi\left(a_{1}\right), \ldots, \pi\left(a_{k}\right)\right)$ to denote the dialect of $L\left(a_{1}, \ldots, a_{k}\right)$ given by $\pi$, and we denote undefined values of $\pi$ by "-". For example, if $L(a, b, c)=\{a, a b, a c\}$ then its dialect $L(b,-, d)$ is the language $\{b, b d\}$. Undefined values for letters at the end of the alphabet are omitted; thus, for example, if $\Sigma=\{a, b, c, d, e\}, \pi(a)=b, \pi(b)=a, \pi(c)=c$ and $\pi(d)=\pi(e)=-$, we write $L(b, a, c)$ for $L(b, a, c,-,-)$.

The language stream that meets all the complexity bounds is referred to as the master language stream. Every master language stream we present here uses the smallest possible alphabet sufficient to meet all the bounds. Individual bounds are frequently met by dialects on reduced alphabets, and we prefer to use the smallest alphabet possible for each bound. For binary operations, we try to minimize the size of the combined alphabet of the two dialects.

As each letter induces a transformation on the states of a DFA (or equivalently, the quotients of a language) we count the number of distinct transformations induced by letters of the alphabet. In any language this number is at most the size of the alphabet, but there may be multiple letters which induce the same transformation; this does not occur in this paper as no language has a repeated transformation. For binary operations on two dialects of the same master language, we count the number of distinct transformations of the master language present in either dialect. For example, suppose $L(a, b, c,-)$ and $L(a,-, b, c)$ are two dialects of a language $L(a, b, c, d)$, which we assume has four distinct transformations. Each dialect has three letters and three distinct transformations, and between them they have three letters and four distinct transformations.

Although a given complexity bound may be met by many dialects of the master language, we favour dialects, or pairs of dialects, that use small alphabets and few distinct transformations. In many cases the dialects we present are minimal in these respects, though we do not always prove this.

## 4 A Most Complex Regular Stream

We now define a DFA stream that we use as a basic component. It is similar to the stream defined in [5] for the case of equal alphabets, except that there the transformation induced by $c$ is $(n-1 \rightarrow 0)$. It is also similar to the DFA of [6], except that there the transformation induced by $c$ is $(n-1 \rightarrow 0)$ and an additional input $d$ inducing the identity transformation is used.
Definition 1. For $n \geq 3$, let $\mathcal{D}_{n}=\mathcal{D}_{n}(a, b, c)=\left(Q_{n}, \Sigma, \delta_{n}, 0,\{n-1\}\right)$, where $\Sigma=\{a, b, c\}$, and $\delta_{n}$ is defined by the transformations $a:(0, \ldots, n-1), b:(0,1)$, and $c:(1 \rightarrow 0)$. Let $L_{n}=L_{n}(a, b, c)$ be the language accepted by $\mathcal{D}_{n}$. The structure of $\mathcal{D}_{n}(a, b, c)$ is shown in Figure 1.


Figure 1: Minimal DFA of a most complex regular language.

Theorem 1 (Most Complex Regular Languages). For each $n \geq 3$, the DFA of Definition 1 is minimal and its language $L_{n}(a, b, c)$ has complexity $n$. The stream $\left(L_{m}(a, b, c) \mid m \geq 3\right)$ with some dialect streams is most complex in the class of regular languages. In particular, it meets all the complexity bounds below. At least three letters are required in any witness meeting all these bounds and a total of four distinct letters is required for any two witnesses for unrestricted union and symmetric difference. In several cases the bounds can be met with a smaller alphabet as shown below.

1. The syntactic semigroup of $L_{n}(a, b, c)$ has cardinality $n^{n}$.
2. Each quotient of $L_{n}(a)$ has complexity $n$.
3. The reverse of $L_{n}(a, b, c)$ has complexity $2^{n}$, and $L_{n}(a, b, c)$ has $2^{n}$ atoms.
4. Each atom $A_{S}$ of $L_{n}(a, b, c)$ has maximal complexity:

$$
\kappa\left(A_{S}\right)= \begin{cases}2^{n}-1, & \text { if } S \in\left\{\emptyset, Q_{n}\right\} \\ 1+\sum_{x=1}^{|S|} \sum_{y=1}^{n-|S|}\binom{n}{x}\binom{n-x}{y}, & \text { if } \emptyset \subsetneq S \subsetneq Q_{n}\end{cases}
$$

5. The star of $L_{n}(a, b)$ has complexity $2^{n-1}+2^{n-2}$.
6. a) Restricted Complexity:

The product $L_{m}^{\prime}(a, b) L_{n}(a,-, b)$ has complexity $m 2^{n}-2^{n-1}$.
b) Unrestricted Complexity:

The product $L_{m}^{\prime}(a, b) L_{n}(a, c, b)$ has complexity $m 2^{n}+2^{n-1}$.
7. a) Restricted Complexity:

The complexity of $L_{m}^{\prime}(a, b) \circ L_{n}(b, a)$ is $m n$ for $\circ \in\{\cup, \oplus, \backslash, \cap\}$.
b) Unrestricted Complexity:

The complexity of union and symmetric difference is $m n+m+n+1$ and this bound is met by $L_{m}^{\prime}(a, b, c)$ and $L_{n}(b, a, d)$, that of difference is $m n+m$ and this bound is met by $L_{m}^{\prime}(a, b, c)$ and $L_{n}(b, a)$, and that of intersection is $m n$ and this bound is met by $L_{m}^{\prime}(a, b)$ and $L_{n}(b, a)$. A total of four letters is required to meet the bounds for union and symmetric difference.

Proof. Clearly $L_{n}(a)$ has complexity $n$ as the DFA of Definition 1 is minimal.

1. Syntactic Semigroup The transformations $a$ : $(0, \ldots, n-1), b:(0,1)$, and $c:(n-1 \rightarrow 0)$ were used in [5]. It is well known that these transformations as well as $a, b$, and $c:(1 \rightarrow 0)$ generate the semigroup of all transformations of $Q_{n}$.
2. Quotients Obvious.
3. Reversal This follows from a theorem in [27] which states that if the transition semigroup has $n^{n}$ elements, then the complexity of reversal is $2^{n}$. Also, it was shown in [17] that the number of atoms is the same as the complexity of the reverse.
4. Atoms Proved in [7, Theorem 3].
5. Star Proved in [5].
6. Product Let $\mathcal{D}^{\prime}=\left(Q_{m}^{\prime}, \Sigma^{\prime}, \delta^{\prime}, 0^{\prime}, F^{\prime}\right)$ and $\mathcal{D}=\left(Q_{n}, \Sigma, \delta, 0, F\right)$ be minimal DFAs of languages $L^{\prime}$ and $L$, respectively. We use the standard construction of the $\varepsilon$-NFA $\mathcal{N}$ for the product $L^{\prime} L$ : the final states of $\mathcal{D}^{\prime}$ becomes non-final, and an $\varepsilon$-transition is added from each state of $F^{\prime}$ to the initial state 0 of $\mathcal{D}$.
The subset construction on this NFA yields sets $\left\{p^{\prime}\right\} \cup S$ where $p^{\prime} \in Q_{m}^{\prime} \backslash F^{\prime}$ and $S \subseteq Q_{n}$ and sets $\left\{p^{\prime}, 0\right\} \cup S$ where $p^{\prime} \in F^{\prime}$ and $S \subseteq Q_{n} \backslash\{0\}$, as well as sets $S \subseteq Q_{n}$ which can only be reached by letters in $\Sigma \backslash \Sigma^{\prime}$. Hence the restricted complexity of $L^{\prime} L$ is bounded by $\left(m-\left|F^{\prime}\right|\right) 2^{n}+\left|F^{\prime}\right| 2^{n-1} \leq m 2^{n}-2^{n-1}$, and the unrestricted complexity of $L^{\prime} L$ is bounded by $\left(m-\left|F^{\prime}\right|\right) 2^{n}+\left|F^{\prime}\right| 2^{n-1}+2^{n} \leq$ $m 2^{n}+2^{n-1}$.

Restricted Complexity: Consider $L_{m}^{\prime}(a, b)$ and $L_{n}(a,-, b)$ of Definition 1; we show that their product meets the upper bound for restricted complexity. As before, we construct an NFA recognizing $L_{m}^{\prime}(a, b) L_{n}(a,-, b)$ and then apply the subset construction to obtain a DFA. Figure 2 shows the NFA for the


Figure 2: An NFA for the product of $L_{m}^{\prime}(a, b)$ and $L_{n}(a, c, b)$. The NFA for the product of $L_{m}^{\prime}(a, b)$ and $L_{n}(a,-, b)$ is the same except $c$ is omitted.
unrestricted product $L_{m}^{\prime}(a, b) L_{n}(a, c, b)$; the product $L_{m}^{\prime}(a, b) L_{n}(a,-, b)$ is the same except $c$ is omitted.
The initial state is $\left\{0^{\prime}\right\}$ and each state $\left\{p^{\prime}\right\}$ for $0 \leq p \leq m-2$ is reached by $a^{p}$. Consider $\left\{0^{\prime}\right\} \cup S$, where $S=\left\{q_{1}, q_{2}, \ldots, q_{k}\right\}$ with $0 \leq q_{1}<q_{2}<$ $\cdots<q_{k} \leq n-1$. If $q_{1} \geq 1$ then $\left\{(m-2)^{\prime}, q_{2}-q_{1}-1, \ldots, q_{k}-q_{1}-1\right\} \xrightarrow{a^{2}}$ $\left\{0^{\prime}, 1, q_{2}-q_{1}+1, \ldots, q_{k}-q_{1}+1\right\} \xrightarrow{(a b)^{q_{1}-1}}\left\{0^{\prime}\right\} \cup S$. If $q_{1}=0$ and $k \geq 2$, then $\left\{(m-2)^{\prime}, n-2, q_{3}-q_{2}-1, \ldots, q_{k}-q_{2}-1\right\} \xrightarrow{a^{2}}\left\{0^{\prime}, 0,1, q_{3}-q_{2}+1, \ldots, q_{k}-\right.$ $\left.q_{2}+1\right\} \xrightarrow{(a b)^{q_{2}-1}}\left\{0^{\prime}\right\} \cup S$. State $\left\{0^{\prime}, 0\right\}$ is reached by $a^{m} b^{2}$. Hence for any non-empty $S \subseteq Q_{n}$, state $\left\{0^{\prime}\right\} \cup S$ is reachable from $\left\{(m-2)^{\prime}\right\} \cup T$ for some $T \subseteq Q_{n}$ of size $|S|-1$. We reach $\left\{p^{\prime}\right\} \cup S$ from $\left\{0^{\prime}\right\} \cup(S-p)$ by $a^{p}$, where $S-p$ denotes $\{q-p \mid q \in S\}$ taken $\bmod n$. By induction, $\left\{p^{\prime}\right\} \cup S$ is always reachable and thus all $m 2^{n}-2^{n-1}$ states are reachable.
We check that all states are pairwise distinguishable.
a) Any two sets which differ by $q \in Q_{n}$ are distinguished by $a^{n-1-q}$.
b) States $\left\{p_{1}^{\prime}\right\}$ and $\left\{p_{2}^{\prime}\right\}$ with $p_{1}<p_{2}$ are distinguished by $a^{m-1-p_{2}} a^{n-1}$.
c) States $\left\{0^{\prime}, 0\right\}$ and $\left\{p^{\prime}, 0\right\}$ are distinguished by $(a b)^{m-2-p} a a^{n-1}$ if $p^{\prime} \neq$ $(m-1)^{\prime}$; otherwise apply $a b$ to simplify to this case.
d) States $\left\{p_{1}^{\prime}, 0\right\}$ and $\left\{p_{2}^{\prime}, 0\right\}, p_{1}<p_{2}$, reduce to Case (c) by $\left(a b^{2}\right)^{m-p_{2}}$.
e) States $\left\{p_{1}^{\prime}\right\} \cup S$ and $\left\{p_{2}^{\prime}\right\} \cup S$, where $S \neq \emptyset$ and $p_{1}<p_{2}$, reduce to Case (d) by $(a b)^{n}$ since $S \xrightarrow{(a b)^{n}}\{0\}$ and $(a b)^{n}$ permutes $Q_{m}^{\prime}$.

We can distinguish any pair of states; so the complexity of $L_{m}^{\prime}(a, b) L_{n}(a,-, b)$ is $m 2^{n}-2^{n-1}$ for all $m, n \geq 3$.

Unrestricted Complexity: The NFA for the product of $L_{m}^{\prime}(a, b) L_{n}(a, c, b)$ is illustrated in Figure 2. The NFA is the same as the restricted case except
it has the additional transformation $c:(0,1)\left(Q_{m}^{\prime} \rightarrow \emptyset\right)$. Hence the subset construction yields the $m 2^{n}-2^{n-1}$ sets of the restricted case, as well as all sets $S \subseteq Q_{n}$ since $S$ is reachable from $\left\{0^{\prime}\right\} \cup S$ by $c^{2}$. We check that these sets are distinguishable from all previously reached sets.
a) Any two sets which differ by $q \in Q_{n}$ are distinguished by $a^{n-1-q}$.
b) State $\left\{p^{\prime}\right\}$ is distinguishable from $\emptyset$ by $a^{m-1-p} a^{n-1}$.
c) States $\left\{0^{\prime}, 0\right\}$ and $\{0\}$ are distinguished by $a^{m-1} a^{n-1}$ if $m-1$ is not a multiple of $n$, and by $b a^{m-2} a^{n-1}$ otherwise.
d) States $\left\{p^{\prime}, 0\right\}$ and $\{0\}$ reduce to Case (c) by $\left(a b^{2}\right)^{m-p}$.
e) States $\left\{p^{\prime}\right\} \cup S$ and $S$, where $S \neq \emptyset$, reduce to Case (d) by ( $\left.a b\right)^{n}$ since $S \xrightarrow{(a b)^{n}}\{0\}$ and $(a b)^{n}$ permutes $Q_{m}^{\prime}$.

Hence $L_{m}^{\prime}(a, b) L_{n}(a, c, b)$ has complexity $m 2^{n}+2^{n-1}$.

## 7. Boolean Operations

Restricted Complexity: All operations have complexity at most mn [4]. Applying the standard construction for boolean operations we consider the direct product of $\mathcal{D}_{m}^{\prime}(a, b)$ and $\mathcal{D}_{n}(b, a)$ which has states $Q_{m}^{\prime} \times Q_{n}$; the final states vary depending on the operation. By [2, Theorem 1] and computation for the cases $(m, n) \in\{(3,4),(4,3),(4,4)\}$, the states of $Q_{m}^{\prime} \times Q_{n}$ are reachable and pairwise distinguishable for each operation $\circ \in\{\cup, \oplus, \backslash, \cap\}$; hence each operation has complexity $m n$.

Note that two letters are required to meet these bounds: To a contradiction suppose a single letter $\ell$ is sufficient to reach $Q_{m}^{\prime} \times Q_{n}$ in the direct product, where $m, n \geq 2$ are not coprime. Letter $\ell$ must induce an $m$-element permutation on $Q_{m}^{\prime}$; otherwise there is an unreachable state in $Q_{m}^{\prime}$ or the sequence $0^{\prime}, 0^{\prime} \ell, 0^{\prime} \ell^{2}, \ldots, 0^{\prime} \ell^{k}, \ldots$ never returns to $0^{\prime}$. Similarly $\ell$ must induce an $n$-cycle in $Q_{n}$. Hence $\ell$ has order $\operatorname{lcm}(m n)$ in the direct product; however, it must have order $m n$ if the bound is to be reached, and this occurs only when $m$ and $n$ are coprime.

Unrestricted Complexity: The upper bounds on the unrestricted complexity of boolean operations are derived in [6]. To compute $L_{m}^{\prime}(a, b, c) \circ L_{n}(b, a, d)$, where $\circ$ is a boolean operation, add an empty state $\emptyset^{\prime}$ to $\mathcal{D}_{m}^{\prime}(a, b, c)$, and send all the transitions from any state of $Q_{m}^{\prime}$ under $d$ to $\emptyset^{\prime}$. Similarly, add an empty state $\emptyset$ to $\mathcal{D}_{n}(b, a, d)$ together with appropriate transitions; now the alphabets of the resulting DFAs are the same. We consider the direct product of $\mathcal{D}_{m, \emptyset^{\prime}}^{\prime}$ and $\mathcal{D}_{n, \emptyset}$ which has states $\left\{\left(p^{\prime}, q\right) \mid p^{\prime} \in Q_{m}^{\prime} \cup\left\{\emptyset^{\prime}\right\}, q \in Q_{n} \cup\{\emptyset\}\right\}$. A DFA recognizing $L_{m}^{\prime}(a, b, c) \cup L_{n}(b, a, d)$ is shown in Figure 3 for $m=3$ and $n=4$.
As in the restricted case all the states of $Q_{m}^{\prime} \times Q_{n}$ are reachable by words in $\{a, b\}^{*}$. The remaining states in $C=\left\{\left(p^{\prime}, \emptyset\right) \mid p^{\prime} \in Q_{m}^{\prime} \cup\left\{\emptyset^{\prime}\right\}\right\}$ and


Figure 3: Direct product for union of $\mathcal{D}_{3}^{\prime}(a, b, c)$ and $\mathcal{D}_{4}(b, a, d)$ shown partially.
$R=\left\{\left(\emptyset^{\prime}, q\right) \mid q \in Q_{n} \cup\{\emptyset\}\right\}$ are reachable using $c$ and $d$ in addition to $a$ and $b$ as shown in Figure 3. Hence all $(m+1)(n+1)$ states are reachable.

For union and symmetric difference, the states of $C$ are pairwise distinguishable by words in $a^{*}$ and they are distinguished from all other states by words in $b^{*} d$. Similarly the states of $R$ are distinguishable from each other and all other states; hence all $m n+m+n+1$ states are distinguishable.

For difference, the final states are $\left((m-1)^{\prime}, q\right)$ for $q \neq n-1$. The states of $R$ are all empty, and they are only reachable by $d$. As the words of $L_{m}^{\prime}(a, b, c) \backslash$ $L_{n}(b, a, d)$ do not contain $d$, the alphabet is $\{a, b, c\}$; hence we can omit $d$ and delete the states of $R$, and be left with a DFA recognizing the same language. We check that the remaining $m n+m$ states are pairwise distinguishable. Any states $\left(p_{1}^{\prime}, \emptyset\right)$ and $\left(p_{2}^{\prime}, q\right)$ where $p_{1}^{\prime} \neq p_{2}^{\prime}$ and $q \in Q_{n} \cup\{\emptyset\}$ are distinguished by words in $a^{*}$. State ( $p^{\prime}, \emptyset$ ) is distinguished from $\left(p^{\prime}, q\right)$ by some $w \in\{a, b\}^{*}$ that maps $\left(p^{\prime}, q\right)$ to $\left((m-1)^{\prime}, n-1\right)$, since $w$ must send $\left(p^{\prime}, \emptyset\right)$ to the final state $\left((m-1)^{\prime}, \emptyset\right)$; such a word exists because $a$ and $b$ induce permutations on the direct product, and so every state in $Q_{m}^{\prime} \times Q_{n}$ is reachable from every other.

For intersection the only final state is $\left((m-1)^{\prime}, n-1\right)$. The alphabet of $L_{m}^{\prime}(a, b, c) \cap L_{n}(b, a, d)$ is $\{a, b\}$; hence we can omit $c$ and $d$ and delete the states of $R \cup C$, and be left with a DFA recognizing the same language. The remaining $m n$ states are pairwise distinguishable as in the restricted case.

Note that a total of four letters between the alphabets $\Sigma^{\prime}$ of $\mathcal{D}_{m}^{\prime}$ and $\Sigma$ of $\mathcal{D}_{n}$ is required for union and symmetric difference. As in the restricted case,
two letters in $\Sigma^{\prime} \cap \Sigma$ are required to reach the states of $Q_{m}^{\prime} \times Q_{n}$ for general values of $m$ and $n$. Letters in both alphabets cannot be used to reach states $\left(p^{\prime}, \emptyset\right)$ and $\left(\emptyset^{\prime}, q\right)$ as the empty states in each coordinate are only reached by letters outside the corresponding alphabet. Thus two additional letters are required, one in $\Sigma^{\prime} \backslash \Sigma$ and one in $\Sigma \backslash \Sigma^{\prime}$. Hence each alphabet must contain at least three letters, and $\Sigma^{\prime} \cup \Sigma$ must contain at least four. In contrast, the bound for difference is met by $L_{m}^{\prime}(a, b, c)$ and $L_{n}(b, a)$, and the bound for intersection is met by $L_{m}^{\prime}(a, b)$ and $L_{n}(b, a)$.

Since all the claims have been verified, the theorem holds.

## 5 Right Ideals

The results in this section are based on [8, 9, 18]; however, the stream below is different from that of [18], where $c:(n-2 \rightarrow 0)$ and $d:(n-2 \rightarrow n-1)$.

Definition 2. For $n \geq 4$, let $\mathcal{D}_{n}=\mathcal{D}_{n}(a, b, c, d)=\left(Q_{n}, \Sigma, \delta_{n}, 0,\{n-1\}\right)$, where $\Sigma=\{a, b, c, d\}$ and $\delta_{n}$ is defined by the transformations $a:(0, \ldots, n-2), b:(0,1)$, $c:(1 \rightarrow 0)$, and $d:\left({ }_{0}^{n-2} q \rightarrow q+1\right)$. Let $L_{n}=L_{n}(a, b, c, d)$ be the language accepted by $\mathcal{D}_{n}$. For the structure of $\mathcal{D}_{n}(a, b, c, d)$ see Figure 4.


Figure 4: Minimal DFA of a most complex right ideal.

Theorem 2 (Most Complex Right Ideals). For each $n \geq 4$, the DFA of Definition 2 is minimal and $L_{n}(a, b, c, d)$ is a right ideal of complexity $n$. The stream $\left(L_{n}(a, b, c, d) \mid n \geq 4\right)$ with some dialect streams is most complex in the class of right ideals. In particular, it meets all the bounds below. At least four letters are required to meet these bounds.

1. The syntactic semigroup of $L_{n}(a, b, c, d)$ has cardinality $n^{n-1}$. There is only one maximal transition semigroup of a minimal DFA accepting a right ideal, since it consists of all the transformations of $Q_{n}$ that fix $n-1$. At least four letters are needed for this bound.
2. The quotients of $L_{n}(a,-,-, d)$ have complexity $n$, except that $\kappa\left(\{a, d\}^{*}\right)=1$.
3. The reverse of $L_{n}(a,-,-, d)$ has complexity $2^{n-1}$, and $L_{n}(a,-,-, d)$ has $2^{n-1}$ atoms.
4. Each atom $A_{S}$ of $L_{n}(a, b, c, d)$ has maximal complexity:

$$
\kappa\left(A_{S}\right)= \begin{cases}2^{n-1}, & \text { if } S=Q_{n} \\ 1+\sum_{x=1}^{|S|} \sum_{y=1}^{n-|S|}\binom{n-1}{x-1}\binom{n-x}{y}, & \text { if } \emptyset \subsetneq S \subsetneq Q_{n}\end{cases}
$$

5. The star of $L_{n}(a,-,-, d)$ has complexity $n+1$.
6. a) Restricted Complexity: The product $L_{m}^{\prime}(a,-, c, d) L_{n}(a,-, c, d)$ has complexity $m+2^{n-2}$.
b) Unrestricted Complexity:

The product $L_{m}^{\prime}(a,-, c, d) L_{n}(b,-, c, d)$ has complexity $m+2^{n-1}+2^{n-2}+$ 1. At least three letters for each language and four letters in total are required to meet this bound.
7. a) Restricted Complexity:

The complexity of $\circ$ is $m n$ if $\circ \in\{\cap, \oplus\}$, $m n-(m-1)$ if $\circ=\backslash$, and $m n-(m+n-2)$ if $\circ=\cup$, and these bounds are met by $L_{m}^{\prime}(a,-,-, d) \circ$ $L_{n}(-,-, d, a)$. At least two letters are required to meet these bounds.
b) Unrestricted Complexity:

The complexity of $L_{m}^{\prime}(a,-, c, d) \circ L_{n}(b,-, d, a)$ is the same as for arbitrary regular languages: $m n+m+n+1$ if $\circ \in\{\cup, \oplus\}, m n+m$ if $\circ=\backslash$, and $m n$ if $\circ=\cap$. At least three letters in each language and four letters in total are required to meet the bounds for intersection and symmetric difference. The bound for difference is also met by $L_{m}^{\prime}(a,-, c, d) \backslash L_{n}(-,-, d, a)$ and the bound for intersection is met by $L_{m}^{\prime}(a,-,-, d) \cap L_{n}(-,-, d, a)$.

Proof. DFA $\mathcal{D}_{n}(-,-,-, d)$ is minimal because the shortest word in $d^{*}$ accepted by state $q$ is $d^{n-1-q}$, and $L_{n}(a, b, c, d)$ is a right ideal because it has only one final state and that state accepts $\Sigma^{*}$.

1. Semigroup The transformations induced by $a, b$, and $c$ generate all transformations of $Q_{n-1}$. Also, since the transformation induced by $d a^{n-2}$ is $(n-2 \rightarrow n-1)$, the transition semigroup of $\mathcal{D}_{n}(a, b, c, d)$ contains the one in [18], which is maximal for right ideals. Hence the syntactic semigroup of $L_{n}(a, b, c, d)$ has size $n^{n-1}$ as well. The fact that at least four letters are needed was proved in [15].
2. Quotients If the initial state of $\mathcal{D}_{n}(a,-,-, d)$ is changed to $q$ with $0 \leq q \leq$ $n-2$, the new DFA accepts a quotient of $L_{n}$ and is still minimal; hence the complexity of that quotient is $n$.
3. Reversal It was proved in [10] that the reverse has complexity $2^{n-1}$, and in [17] that the number of atoms is the same as the complexity of the reverse.
4. Atoms The proof in [8] applies since the DFA has all the transformations that fix $n-1$.
5. Star If $L_{n}$ is a right ideal, then $L_{n}^{*}=L_{n} \cup\{\varepsilon\}$. If we add a new initial state $0^{\prime}$ to the DFA of Definition 2 with the same transitions as those from 0 and make $0^{\prime}$ final, the new DFA accepts $L_{n}^{*}$ and is minimal for $0^{\prime}$ does not accept $a$, and so is not equivalent to $n-1$.
6. Product Let $\mathcal{D}^{\prime}=\left(Q_{m}^{\prime}, \Sigma^{\prime}, \delta^{\prime}, 0^{\prime},\left\{(m-1)^{\prime}\right\}\right)$ and $\mathcal{D}=\left(Q_{n}, \Sigma, \delta, 0,\{n-1\}\right)$ be minimal DFAs of $L^{\prime}$ and $L$, respectively, where $L^{\prime}$ and $L$ are right ideals. We use the standard construction of the NFA for the product $L^{\prime} L$ : the final state $(m-1)^{\prime}$ of $\mathcal{D}^{\prime}$ becomes non-final, and an $\varepsilon$-transition is added from that state to the initial state 0 of $\mathcal{D}$. We bound the complexity of the product by counting the reachable states in the subset construction on this NFA. The $m-1$ non-final states $\left\{p^{\prime}\right\}$ of $\mathcal{D}^{\prime}$ may be reachable, as well as $\left\{(m-1)^{\prime}, 0\right\}$. From $\left\{(m-1)^{\prime}, 0\right\}$ we may reach all $2^{n-2}$ subsets of $Q_{n}$ which contain 0 but not $n-1$, and $2^{n-2}$ states that contain both 0 and $n-1$; however, the latter $2^{n-2}$ states all accept $\Sigma^{*}$ and are therefore equivalent. So far, we have $m-1+2^{n-2}+1=m+2^{n-2}$ states; these are the only reachable sets if the witnesses are restricted to the same alphabet.
For the unrestricted case, suppose that $\ell^{\prime} \in \Sigma^{\prime} \backslash \Sigma$ and $\ell \in \Sigma \backslash \Sigma^{\prime}$. By applying $\ell$ to $\left\{(m-1)^{\prime}, 0\right\} \cup S, S \subseteq Q_{n} \backslash\{0\}$, we may reach all $2^{n}-1$ nonempty subsets of $Q_{n}$, and then by applying $\ell^{\prime}$ we reach the empty subset. However, the $2^{n-1}$ subsets of $Q_{n}$ that contain $n-1$ all accept $\Sigma^{*}$. Hence there are at most $2^{n-1}+1$ additional sets, for a total of $m+2^{n-2}+2^{n-1}+1$ reachable sets.


Figure 5: An NFA for product of right ideals $L_{m}^{\prime}(a,-, c, d)$ and $L_{n}(a,-, c, d)$.

Restricted Complexity: To prove the bound is tight, consider the two dialects of the DFA of Definition 2 shown in Figure 5, where $\Sigma=\{a, c, d\}$. The
$m-1$ sets $\left\{p^{\prime}\right\}$ for $p^{\prime} \in Q_{m-1}^{\prime}$ are reachable in $\mathcal{D}_{m}^{\prime}$ by words in $d^{*}$, and $\left\{(m-1)^{\prime}, 0\right\}$ is reached by $d^{m-1}$. The $2^{n-2}$ sets of the form $\left\{(m-1)^{\prime}, 0\right\} \cup S$, where $S \subseteq Q_{n} \backslash\{0\}$, are reachable using words in $\{c, d\}^{*}$ as follows: To reach $\left\{(m-1)^{\prime}, 0\right\} \cup S$, where $S=\left\{q_{1}, \ldots, q_{k}\right\}, 1 \leq q_{1}<q_{2}<\cdots<q_{k} \leq n-1$, we have first $\left\{(m-1)^{\prime}, 0\right\} d=\left\{(m-1)^{\prime}, 0,1\right\}$. State 1 will then be moved to the right by applying either $d$ or $d c$ repeatedly: If $q_{k-1}=q_{k}-1$, use $d$; otherwise use $d c$. Repeating this process $q_{k}$ times we eventually construct $S$. For example, to reach $\left\{(m-1)^{\prime}, 0\right\} \cup\{2,5,7,8\}$ use $d d(d c) d(d c)(d c) d(d c)$. The $2^{n-2}$ sets $\left\{(m-1)^{\prime}, 0\right\} \cup S$ that contain $n-1$ all accept $\{a, c, d\}^{*}$; hence they are all equivalent.
The remaining states are pairwise distinguishable: States $\left\{p^{\prime}\right\}$ and $\left\{q^{\prime}\right\}$ with $0 \leq p<q \leq m-2$ are distinguished by $d^{m-1-q} d^{n-1}$, and $\left\{p^{\prime}\right\}$ is distinguished from $\left\{(m-1)^{\prime}, 0\right\} \cup S$ by $d^{n-1}$. Two non-final states $\left\{(m-1)^{\prime}, 0\right\} \cup S$ and $\left\{(m-1)^{\prime}, 0\right\} \cup T$ with $q \in S \oplus T$ are distinguished by $a^{n-2-q} d$. Thus the product has complexity $m+2^{n-2}$.


Figure 6: An NFA for product of right ideals $L_{m}^{\prime}(a,-, c, d)$ and $L_{n}(b,-, c, d)$.
Unrestricted Complexity: Consider two dialects of the DFA of Definition 2 shown in Figure 6. Here $\Sigma^{\prime}=\{a, c, d\}$ and $\Sigma=\{b, c, d\}$. By the restricted case, all states $\left\{p^{\prime}\right\}$ for $p^{\prime} \in Q_{m-1}^{\prime}$ and $\left\{(m-1)^{\prime}, 0\right\} \cup S$ for $S \subseteq Q_{n} \backslash\{0\}$ are reachable by words in $\{c, d\}^{*}$. Apply $b$ from $\left\{0^{\prime}\right\}$ to reach the empty subset. By applying $b$ to $\left\{(m-1)^{\prime}, 0\right\} \cup S, S \subseteq Q_{n} \backslash\{0\}$, we reach all $2^{n}-1$ non-empty subsets of $Q_{n}$; hence all states are reachable. However, the $2^{n-1}$ sets $S \subseteq Q_{n}$ that contain $n-1$ all accept $\{b, c, d\}^{*}$ and are sent to the empty state by $a$; hence they are all equivalent. Similarly, the $2^{n-2}$ sets $\left\{(m-1)^{\prime}, 0\right\} \cup S$ that contain $n-1$ all accept $\{b, c, d\}^{*}$ and are sent to $\left\{(m-1)^{\prime}, 0\right\}$ by $a$; hence they are also equivalent.
The remaining states are pairwise distinguishable. States $\left\{p^{\prime}\right\}$ and $\left\{q^{\prime}\right\}$ with $0 \leq p<q \leq m-2$ are distinguished by $d^{m-1-q} d^{n-1}$, and $\left\{p^{\prime}\right\}$ is distinguished from $\left\{(m-1)^{\prime}, 0\right\} \cup S$ or from $S$, where $\emptyset \subsetneq S \subseteq Q_{n}$, by $d^{n-1}$. Two states
$\left\{(m-1)^{\prime}, 0\right\} \cup S$ and $\left\{(m-1)^{\prime}, 0\right\} \cup T$ with $q \in S \oplus T$ are distinguished by $b^{n-2-q} d$, as are two states $S$ and $T$ with $q \in S \oplus T$. A state $\left\{(m-1)^{\prime}, 0\right\} \cup S$ is distinguishable from $T$ where $S, T \subseteq Q_{n}$ by $a d^{n-1}$. Thus all $m+2^{n-2}+$ $2^{n-1}+1$ states are pairwise distinguishable.
At least three inputs to each DFA are required to achieve the bound in the unrestricted case: There must be a letter in $\Sigma$ (like $d$ ) with a transition to $n-1$ to reach sets containing $n-1$, and this letter must be in $\Sigma^{\prime}$ in order to reach the sets that contain both $(m-1)^{\prime}$ and $n-1$. However no single letter in $\Sigma^{\prime} \cap \Sigma$ is sufficient to reach every set of the form $\left\{(m-1)^{\prime}, 0\right\} \cup S$, regardless of its behaviour on $Q_{n}$. For example, if the letter maps $0 \rightarrow q_{1}$ and $q_{1} \rightarrow q_{2}$ then it is impossible to reach the state $\left\{(m-1)^{\prime}, 0, q_{2}\right\}$ by repeatedly applying the letter from $\left\{(m-1)^{\prime}, 0\right\}$, as it can never delete $q_{1}$. Hence there must be at least two letters in $\Sigma^{\prime} \cap \Sigma$. Furthermore there must be some $\ell \in \Sigma \backslash \Sigma^{\prime}$ to reach the empty state, and there must be some $\ell^{\prime} \in \Sigma^{\prime} \backslash \Sigma$ to distinguish $\left\{(m-1)^{\prime}, 0, n-1\right\}$ from $\{n-1\}$. Thus each alphabet must contain at least three letters to meet the bound.

## 7. Boolean Operations

Restricted Complexity: The bounds for right ideals were derived in [10]. We show that the DFAs $\mathcal{D}_{m}^{\prime}(a,-,-, d)$ and $\mathcal{D}_{n}(-,-, d, a)$ shown in Figure 7 of the right ideals of Definition 2 meet the bounds.


Figure 7: DFAs of $L_{m}^{\prime}(a,-,-, d)$ and $L_{n}(-,-. d, a)$ for boolean operations.
Consider the direct product of $L_{m}^{\prime}(a,-,-, d)$ and $L_{n}(-,-, d, a)$, illustrated in Figure 8 for $m=n=4$. For $p^{\prime} \in Q_{m-1}^{\prime}$ state $\left(p^{\prime}, 0\right)$ is reached by $d^{p}$. Since the first column of $Q_{m-1} \times Q_{n}$ is reachable and $\left(p^{\prime}, q\right) \xrightarrow{a}\left((p+1)^{\prime},(q+1)\right)$, where $p+1$ is taken $\bmod m-1$, we can reach every state in $Q_{m-1} \times Q_{n}$. State $\left((m-1)^{\prime}, q\right)$ is reached by $d^{m-1} a^{q}$; hence the states of $Q_{m}^{\prime} \times Q_{n}$ are reachable.
We now check distinguishability, which depends on the final states of the


Figure 8: Partial illustration of direct product for $L_{4}^{\prime}(a,-,-, d) \oplus L_{4}(-,-, d, a)$.

DFA. The direct product is made to recognize $L_{m}^{\prime}(a,-,-, d) \circ L_{n}(-,-, d, a)$ by setting the final states to be $\left(\left\{(m-1)^{\prime}\right\} \times Q_{n}\right) \circ\left(Q_{m}^{\prime} \times\{n-1\}\right)$.
For intersection and symmetric difference, all states are pairwise distinguishable. States that differ in the first coordinate are distinguished by words in $d^{*} a^{*}$ and states that differ in the second coordinate are distinguished by words in $a^{*} d^{*}$. Hence the complexity is $m n$.
For difference, the states $\left\{\left(p^{\prime}, n-1\right) \mid p^{\prime} \in Q_{m}^{\prime}\right\}$ are all empty, and therefore equivalent. The remaining states are non-empty, and they are distinguished by words in $d^{*}$ if they differ in the first coordinate or by words in $a^{*} d^{*}$ if they differ in the second coordinate. Hence the complexity is $m n-m+1$.
For union, the states $\left\{\left(p^{\prime}, n-1\right) \mid p^{\prime} \in Q_{m}^{\prime}\right\} \cup\left\{\left((m-1)^{\prime}, q\right) \mid q \in Q_{n}\right\}$ are all final and equivalent as they accept $\{a, d\}^{*}$. The remaining states are distinguished by words in $d^{*}$ if they differ in the first coordinate or by words in $a^{*}$ if they differ in the second coordinate. Hence the complexity is $m n-(m+n-2)$.
As in regular languages, one letter in $\Sigma^{\prime} \cap \Sigma$ is not sufficient to reach all the states of $Q_{m-1}^{\prime} \times Q_{n-1}$ for all values of $m$ and $n$; hence two letters are required to meet any of the bounds.

Unrestricted Complexity: The unrestricted bounds for right ideals are the same as those for arbitrary regular languages [6]. We show that the DFAs $\mathcal{D}_{m}^{\prime}(a,-, c, d)$ and $\mathcal{D}_{n}(b,-, d, a)$ of Definition 2 meet the bounds.


Figure 9: Partial illustration of the direct product for $L_{4}^{\prime}(a,-, c, d) \cup L_{4}(b,-, d, a)$.

To compute $L_{m}^{\prime}(a,-, c, d) \circ L_{n}(b,-, d, a)$, where $\circ$ is a boolean operation, add an empty state $\emptyset^{\prime}$ to $\mathcal{D}_{m}^{\prime}(a,-, c, d)$, and send all the transitions from any state of $Q_{m}^{\prime}$ under $b$ to $\emptyset^{\prime}$. Similarly, add an empty state $\emptyset$ to $\mathcal{D}_{n}(b,-, d, a)$ together with appropriate transitions; now the alphabets of the resulting DFAs are the same. The direct product of $L_{m}^{\prime}(a,-, c, d)$ and $L_{n}(b,-, d, a)$ is illustrated in Figure 9 for $m=n=4$.
As in the restricted case, the $m n$ states of $Q_{m}^{\prime} \times Q_{n}$ are reachable by words in $\{a, d\}^{*}$. The remaining states $\left(p^{\prime}, \emptyset\right)$ and $\left(\emptyset^{\prime}, q\right)$ are easily seen to be reachable using $b$ and $c$, as well as $a$ and $d$.
We now check distinguishability, which depends on the final states of the DFA. The direct product is made to recognize $L_{m}^{\prime}(a,-, c, d) \circ L_{n}(b,-, d, a)$ by setting the final states to be $\left(\left\{(m-1)^{\prime}\right\} \times Q_{n} \cup\{\emptyset\}\right) \circ\left(Q_{m}^{\prime} \cup\left\{\emptyset^{\prime}\right\} \times\{n-1\}\right)$. For union and symmetric difference, all states are pairwise distinguishable: States that differ in the first coordinate are distinguished by words in $d^{*} c$ and states that differ in the second coordinate are distinguished by words in $a^{*} b$. For difference, the final states are $\left((m-1)^{\prime}, q\right)$ for $q \neq n-1$. The alphabet of $L_{m}^{\prime}(a,-, c, d) \backslash L_{n}(b,-, a, d)$ is $\{a, c, d\}$; hence we can omit $b$ and delete all states $\left(\emptyset^{\prime}, q\right)$ and be left with a DFA recognizing the same language. The remaining states are distinguished by words in $d^{*} c$ if they differ in the first coordinate or by words in $a^{*} d^{*}$ if they differ in the second coordinate.
For intersection, the only final state is $\left((m-1)^{\prime}, n-1\right)$. The alphabet of $L_{m}^{\prime}(a,-, c, d) \cap L_{n}(b,-, d, a)$ is $\{a, b\}$; hence we can omit $b$ and $c$ and delete all
states $\left(p^{\prime}, \emptyset\right)$ and $\left(\emptyset^{\prime}, q\right)$. The remaining $m n$ states are pairwise distinguishable as in the restricted case.
Note that the bound for difference is met by $L_{m}^{\prime}(a,-, c, d) \backslash L_{n}(-,-, d, a)$, and that of intersection is met by $L_{m}^{\prime}(a,-,-, d) \cap L_{n}(-,-, d, a)$. However the bounds for union and symmetric difference all require three letters in each dialect: There must be a letter in $\Sigma^{\prime} \backslash \Sigma$ to reach states of the form ( $p^{\prime}, \emptyset$ ), and there must a letter in $\Sigma \backslash \Sigma^{\prime}$ to reach states of the form $\left(\emptyset^{\prime}, q\right)$. As in regular languages, one letter in $\Sigma^{\prime} \cap \Sigma$ is not sufficient to reach all the states of $Q_{m}^{\prime} \times Q_{n}$ for all values of $m$ and $n$; hence $\left|\Sigma^{\prime} \cap \Sigma\right| \geq 2$ and so both $\Sigma^{\prime}$ and $\Sigma$ must contain at least three letters.

It has been shown in [10] that at least two letters are needed for each right ideal that meets the bounds for star or reversal. Hence almost all our witnesses in Theorem 2 that meet the bounds for the common operations use minimal alphabets.

## 6 Prefix-Closed Languages

The complexity of operations on prefix-closed languages was studied in [11], but most complex prefix-closed languages were not considered. As every prefix-closed language has an empty quotient, the restricted and unrestricted complexities are the same for binary operations.

Definition 3. For $n \geq 4$, let $\mathcal{D}_{n}=\mathcal{D}_{n}(a, b, c, d)=\left(Q_{n}, \Sigma, \delta_{n}, 0, Q_{n} \backslash\{n-1\}\right)$, where $\Sigma=\{a, b, c, d\}$, and $\delta_{n}$ is defined by the transformations $a:(0, \ldots, n-2)$, $b:(0,1), c:(1 \rightarrow 0)$, and $d:\left(\begin{array}{l}0 \\ n-2\end{array} q \rightarrow q-1(\bmod n)\right)$. Let $L_{n}=L_{n}(a, b, c, d)$ be the language accepted by $\mathcal{D}_{n}$. The structure of $\mathcal{D}_{n}(a, b, c, d)$ is shown in Figure 10.


Figure 10: DFA of a most complex prefix-closed language.

Theorem 3 (Most Complex Prefix-Closed Languages). For each $n \geq 4$, the DFA of Definition 3 is minimal and $L_{n}(a, b, c, d)$ is a prefix-closed language of complexity $n$. The stream $\left(L_{m}(a, b, c, d) \mid m \geq 4\right)$ with some dialect streams is most complex in the class of prefix-closed languages. At least four letters are required to meet the bounds below.

1. The syntactic semigroup of $L_{n}(a, b, c, d)$ has cardinality $n^{n-1}$.
2. The quotients of $L_{n}(a,-,-, d)$ have complexity $n$, except for $\emptyset$, which has complexity 1.
3. The reverse of $L_{n}(a,-,-, d)$ has complexity $2^{n-1}$, and $L_{n}(a,-,-, d)$ has $2^{n-1}$ atoms.
4. Each atom $A_{S}$ of $L_{n}(a, b, c, d)$ has maximal complexity:

$$
\kappa\left(A_{S}\right)= \begin{cases}2^{n-1}, & \text { if } S=\emptyset ; \\ 1+\sum_{x=1}^{n-|S|} \sum_{y=1}^{|S|}\binom{n-1}{x-1}\binom{n-x}{y}, & \text { if } \emptyset \subsetneq S \subsetneq Q_{n} .\end{cases}
$$

5. The star of $L_{n}(a,-, c, d)$ has complexity $2^{n-2}+1$.
6. The product $L_{m}^{\prime}(a, b, c, d) L_{n}(a, d, b, c)$ has complexity $(m+1) 2^{n-2}$.
7. For any proper binary boolean function $\circ$, the complexity of $L_{m}^{\prime}(a, b,-, d) \circ$ $L_{n}(b, a,-, d)$ is maximal. In particular, the complexity is mn if $\circ \in\{\cup, \oplus\}$, $m n-(n-1)$ if $\circ=\backslash$, and $m n-(m+n-2)$ if $\circ=\cap$.

Proof. The DFA is minimal since state $p$ rejects $d^{q}$ if and only if $p<q$. It is prefix-closed because all non-empty states are final.

1. Semigroup Let $d^{\prime}$ induce the transformation $\left({ }_{0}^{n-2} q \rightarrow q+1\right)$ (this was called $d$ in the right-ideal section). Since $a d a=d^{\prime}$, the transition semigroup of the DFA of Figure 10 is the same as that of the DFA of the right ideal of Figure 4.
2. Quotients Obvious.
3. Reversal Since reversal commutes with complementation, we consider the complement of the language accepted by the DFA of Figure 10 restricted to the alphabet $\{a, d\}$. It was proved in [10] that the reverse of a right ideal has complexity at most $2^{n-1}$, and in [17] that the number of atoms is the same as the complexity of the reverse. It remains to prove that all $2^{n-1}$ states of the DFA $\mathcal{D}^{R}$ obtained by the subset construction from the NFA $\mathcal{N}$ obtained by reversal of the DFA of the right ideal $\mathcal{D}$ are reachable and distinguishable. The proof is similar to that of [10]. Subset $\{n-1\}$ is the initial state of $\mathcal{N}$, and $n-1$ appears in every reachable state of $\mathcal{D}^{R}$. Every subset $\left\{n-1, q_{2}, q_{3} \ldots, q_{k}\right\}$ of size $k$, where $1 \leq k \leq n-2$ and $0 \leq q_{2}<q_{3}<\cdots<q_{k} \leq n-2$, is reached from the subset $\left\{n-1, q_{3}-\left(q_{2}+1\right), \ldots, q_{k}-\left(q_{2}+1\right)\right\}$ of size $k-1$ by $d a^{n-\left(q_{2}+1\right)}$. Since only state $q, 0 \leq q \leq n-2$, accepts $a^{q}$, any two subsets differing by $q$ are distinguishable by $a^{q}$.
4. Atoms Let $L$ be a prefix-closed language with quotients $K_{0}, \ldots, K_{n-1}, n \geq 4$. Recall that $\bar{L}$ is a right ideal with quotients $\overline{K_{0}}, \ldots, \overline{K_{n-1}}$. For $S \subseteq\{0, \ldots, n-$ $1\}$, the atom of $L$ corresponding to $S$ is $A_{S}=\bigcap_{i \in S} K_{i} \cap \bigcap_{i \in \bar{S}} \overline{K_{i}}$. This can be rewritten as $\bigcap_{i \in \bar{S}} \overline{K_{i}} \cap \bigcap_{i \in \overline{\bar{S}}} \overline{\overline{K_{i}}}$, which is the atom of $\bar{L}$ corresponding
to $\bar{S}$; hence the sets of atoms of $L$ and $\bar{L}$ are the same. The claim follows from the theorem for right ideals. The proof in [8] applies since the DFA that accepts the complement of the prefix-closed language of Figure 10 has all the transformations that fix $n-1$.
5. Star It was proved in [11] that $2^{n-2}+1$ is the maximal complexity of the star of a prefix-closed language. We now show that $L_{n}(a,-, c, d)$ meets this bound. Since $L_{n}(a,-, c, d)$ accepts $\varepsilon$, no new initial state is needed and it suffices to delete the empty state and add an $\varepsilon$-transition from each final state to the initial state to get an NFA $\mathcal{N}$ for $L_{n}^{*}$. In this NFA all $2^{n-2}$ subsets of $Q_{n-1}$ containing 0 are reachable and pairwise distinguishable. Any nonempty set $\left\{0, q_{2}, q_{3}, \ldots, q_{k}\right\}$ of size $k$ with $0<q_{2}<q_{3}<\cdots<q_{k} \leq n-2$ is reached from $\left\{0, q_{3}-q_{2}, \ldots, q_{k}-q_{2}\right\}$ of size $k-1$ by $a(a c)^{q_{2}-1}$. Moreover, the empty set is reached from $\{0\}$ by $d$, giving the required bound. Sets $\{0\} \cup S$ and $\{0\} \cup T$ with $q \in S \oplus T$ are distinguished by $a^{n-2-q} d^{n-2}$.
6. Product It was shown in [11] that the complexity of the product of prefixclosed languages is $(m+1) 2^{n-2}$. We now prove that our witness $L_{m}^{\prime}(a, b, c, d)$ with minimal DFA $\mathcal{D}_{m}^{\prime}(a, b, c, d)$ together with the dialect $L_{n}(a, d, b, c)$ with minimal DFA $\mathcal{D}_{n}(a, d, b, c)$ meets this bound. Construct the following NFA $\mathcal{N}$ for the product. Start with $\mathcal{D}_{m}^{\prime}(a, b, c, d)$, but make all of its states non-final. Delete the empty state from $\mathcal{D}_{n}(a, d, b, c)$ and all the transitions to the empty state, add an $\varepsilon$-transition from each state $p^{\prime} \in Q_{m-1}^{\prime}$ to the initial state 0 of $\mathcal{D}_{n}(a, d, b, c)$. We will show that $(m-1) 2^{n-2}$ states of the form $\left\{p^{\prime}, 0\right\} \cup S$, where $S \subseteq Q_{n-1} \backslash\{0\}$, and $2^{n-1}$ states of the form $\left\{(m-1)^{\prime}\right\} \cup S$, where $S \subseteq Q_{n-1}$ are reachable and pairwise distinguishable.
The initial state of the subset automaton of $\mathcal{N}$ is $\left\{0^{\prime}, 0\right\}$. State $\left\{1^{\prime}, 0\right\}$ is reachable by $b$ and $\left\{p^{\prime}, 0\right\}$ for $2 \leq p \leq m-2$ is reachable from $\left\{1^{\prime}, 0\right\}$ by $(a b)^{p-1}$. State $\left\{p^{\prime}, 0\right\} \cup S$ where $p^{\prime} \in Q_{m-1}^{\prime}$ and $S=\left\{q_{1}, \ldots, q_{k}\right\}$ is reachable from $\left\{r^{\prime}, 0, q_{2}-q_{1}, \ldots, q_{k}-q_{1}\right\}$ by $a(a b)^{q_{1}-1}$ for some $r^{\prime} \in Q_{m-1}^{\prime}$. By induction, all $(m-1) 2^{n-2}$ states $\left\{p^{\prime}, 0\right\} \cup S$ are reachable. From $\left\{0^{\prime}, 0\right\} \cup S$ by $d^{2}$ we reach $\left\{(m-1)^{\prime}, 0\right\} \cup S$. Further apply $c a$ to reach $\left\{(m-1)^{\prime}\right\} \cup S$. Hence all $2^{n-1}$ subsets of the form $\left\{(m-1)^{\prime}\right\} \cup S$ are reachable.
We check that the states are pairwise distinguishable in four cases.
a) $\left\{(m-1)^{\prime}\right\} \cup S$ and $\left\{(m-1)^{\prime}\right\} \cup T$ with $r \in S \oplus T$ are distinguished by $a^{n-2-r} c^{n-2}$.
b) $\left\{p^{\prime}\right\} \cup S$ and $\left\{p^{\prime}\right\} \cup T$ with $r \in S \oplus T$ reduces to Case (a) by $a^{n-2-r} d^{m}$.
c) $\left\{p^{\prime}\right\} \cup S$ and $\left\{(m-1)^{\prime}\right\} \cup T$ with $p^{\prime} \in Q_{m-1}^{\prime}$ are distinguished by $c^{n}$.
d) $\left\{p^{\prime}\right\} \cup S$ and $\left\{q^{\prime}\right\} \cup T$ with $p<q \leq m-2$ reduces to Case (c) by $d^{p+1}$.
7. Boolean Operations It is again convenient to consider the ideal languages defined by the complements of the prefix-closed languages of Figure 10 restricted to the alphabet $\{a, b, d\}$ and then use De Morgan's laws. Since every prefix-closed language has an empty quotient, it is sufficient to consider
boolean operations on languages over the same alphabet. The problems are the same as those in [9], except that there the transformation induced by $d$ is $d:(n-2 \rightarrow n-1)$.
Let $\mathcal{D}_{n}(a, b, c, d)$ denote the DFA for the complement of the prefix-closed language of Definition 3 of complexity $n$ and let $L_{n}$ be the language accepted by $\mathcal{D}_{n}$. We consider boolean operations on right ideals $L_{m}^{\prime}$ and $L_{n}$.


Figure 11: Partial illustration of the direct product for $L_{4}^{\prime}(a, b,-, d) \oplus L_{5}(b, a,-, d)$.
The direct product is illustrated in Figure 11. The states in $Q_{m-1}^{\prime} \times Q_{n-1}$ are reachable from the initial state $\left(0^{\prime}, 0\right)$ by $[2$, Theorem 1$]$ and computation in the case $m=n=4$. Then $\left((m-1)^{\prime}, 0\right)$ is reached from $\left(0^{\prime}, 1\right)$ by $d$ and states of the form $\left((m-1)^{\prime}, q\right), 0 \leq q \leq n-2$, are then reached by words in $b^{*}$. Similarly, $\left(0^{\prime}, n-1\right)$ is reached from $\left(1^{\prime}, 0\right)$ by $d$ and states of the form $\left(p^{\prime}, n-1\right), 0 \leq p \leq m-2$, are then reached by words in $a^{*}$. Finally, $\left((m-1)^{\prime}, n-1\right)$ is reached from $\left((m-1)^{\prime}, 0\right)$ by $d$. Hence all $m n$ states are reachable.
Let $S=Q_{m-1}^{\prime} \times Q_{n-1}, R=\left\{(m-1)^{\prime}\right\} \times Q_{n}$, and $C=Q_{m}^{\prime} \times\{n-1\}$. The final states of the direct product to recognize $L_{m}^{\prime}(a, b,-, d) \circ L_{n}(b, a,-, d)$ are $R \circ C$.
Consider the following DFAs: $D_{m-1}^{\prime}(a, b)=\left(Q_{m-1}^{\prime},\{a, b\}, \delta, 0^{\prime},\left\{0^{\prime}\right\}\right)$ and $D_{n-1}(b, a)=\left(Q_{n-1},\{a, b\}, \delta, 0,\{0\}\right)$. By [2, Theorem 1], the states of $S$ are pairwise distinguishable with respect to states $\left(\left\{0^{\prime}\right\} \times Q_{n-1}\right) \circ\left(Q_{m-1}^{\prime} \times\{0\}\right)$ for any $\circ \in\{\cup, \oplus, \backslash, \cap\}$. One can verify that if $w$ distinguished two states of $S$ with respect to $\left(\left\{0^{\prime}\right\} \times Q_{n-1}\right) \circ\left(Q_{m-1}^{\prime} \times\{0\}\right)$, then $w d$ distinguishes them with respect to $R \circ C$ for each $\circ=\{\cup, \oplus, \backslash, \cap\}$. The rest of the argument
depends on the operation $\circ \in\{\cup, \oplus, \backslash, \cap\}$.
$\cap, \oplus:$ All $m n$ states are pairwise distinguishable. The states of $R$ are distinguished by words in $d^{*}$. The states of $C$ are similarly distinguishable. The states of $R$ are distinguished from the states of $C$ by words in $\{a, d\}^{*}$. Every state of $S$ is sent to a state of $R$ by a word in $\{a, d\}^{*}$, and similarly to a state of $C$ by a word in $\{b, d\}^{*}$; thus the states of $S$ are distinguishable from the states of $R$ or $C$.
$\backslash$ : The states of $C$ are all empty, leaving $m(n-1)+1$ distinguishable states. The states of $R$ are distinguished by words in $d^{*}$.
$\cup$ : The states of $R$ and $C$ are equivalent final states accepting all words, leaving $(m-1)(n-1)+1$ distinguishable states.
By De Morgan's laws we have $\kappa\left(L_{m}^{\prime} \cup L_{n}\right)=\kappa\left(\overline{L_{m}^{\prime}} \cap \overline{L_{n}}\right), \kappa\left(L_{m}^{\prime} \oplus L_{n}\right)=$ $\kappa\left(\overline{L_{m}^{\prime}} \oplus \overline{L_{n}}\right), \kappa\left(L_{m}^{\prime} \backslash L_{n}\right)=\kappa\left(\overline{L_{n}} \backslash \overline{L_{m}^{\prime}}\right)$, and $\kappa\left(L_{m}^{\prime} \cap L_{n}\right)=\kappa\left(\overline{L_{m}^{\prime}} \cup \overline{L_{n}}\right)$. Thus the prefix-closed witness meets the bounds for boolean operations.

Since the semigroup of a prefix-closed language is the same as that of its complement, which is a right ideal, at least four letters are required to meet all the bounds.

## $7 \quad$ Prefix-Free Languages

The complexity of operations on prefix-free languages was studied in [19, 22, 23], but most complex prefix-free languages were not considered. As every prefix-free language has an empty quotient, the restricted and unrestricted complexities are the same for binary operations.

Definition 4. For $n \geq 4$, let $\Sigma_{n}=\left\{a, b, c, d, e_{0}, \ldots, e_{n-3}\right\}$ and define the DFA $\mathcal{D}_{n}\left(\Sigma_{n}\right)=\left(Q_{n}, \Sigma_{n}, \delta_{n}, 0,\{n-2\}\right)$, where $\delta_{n}$ is defined by the transformations $a:(n-2 \rightarrow n-1)(0, \ldots, n-3), b:(n-2 \rightarrow n-1)(0,1), c:(n-2 \rightarrow n-1)(1 \rightarrow 0)$, $d:(0 \rightarrow n-2)\left(Q_{n} \backslash\{0\} \rightarrow n-1\right), e_{q}:(n-2 \rightarrow n-1)(q \rightarrow n-2)$ for $q=0, \ldots, n-3$. The transformations induced by $a$ and $b$ coincide when $n=4$. Let $L_{n}\left(\Sigma_{n}\right)$ be the language accepted by $\mathcal{D}_{n}\left(\Sigma_{n}\right)$. The structure of $\mathcal{D}_{n}\left(\Sigma_{n}\right)$ is shown in Figure 12.

Theorem 4. For $n \geq 4$, the DFA of Definition 4 is minimal and $L_{n}(\Sigma)$ is a prefixfree language of complexity $n$. The stream $\left(L_{n}\left(a, b, c, d, e_{0}, \ldots, e_{n-3}\right) \mid n \geq 4\right)$ with dialect stream $\left(L_{n}\left(b, a,-,-, e_{0}, e_{n-3}\right) \mid n \geq 4\right)$ is most complex in the class of prefix-free languages. At least $n+2$ inputs are required to meet all the bounds below.

1. The syntactic semigroup of $L_{n}\left(a, b, c,-, e_{0}, \ldots, e_{n-3}\right)$ has cardinality $n^{n-2}$. There is only one maximal transition semigroup of minimal DFAs accepting prefix-free languages. Moreover, fewer than $n+1$ inputs do not suffice to meet this bound.


Figure 12: DFA of a most complex prefix-free language. Input $d$ not shown; other missing transitions are self-loops.
2. The quotients of $L_{n}(a,-,-, d)$ have complexity $n$, except for $\varepsilon$ and $\emptyset$, which have complexity 2 and 1, respectively.
3. The reverse of $L_{n}\left(a,-, c,-, e_{0}\right)$ has complexity $2^{n-2}+1$, and $L_{n}\left(a,-, c,-, e_{0}\right)$ has $2^{n-2}+1$ atoms.
4. Each atom $A_{S}$ of $L_{n}\left(a, b, c,-, e_{0}\right)$ has maximal complexity:

$$
\kappa\left(A_{S}\right)= \begin{cases}2, & \text { if } S=\{n-2\} \\ 2^{n-1}, & \text { if } S=\emptyset ; \\ 2^{n-2}+1, & \text { if } S=Q_{n-2} \\ 2+\sum_{x=1}^{|S|} \sum_{y=1}^{n-2-|S|}\binom{n-2}{x}\binom{n-2-x}{y}, & \text { if } \emptyset \subsetneq S \subsetneq Q_{n-2}\end{cases}
$$

5. The star of $L_{n}(a,-,-, d)$ has complexity $n$.
6. The product $L_{m}^{\prime}(a,-,-, d) L_{n}(a,-,-, d)$ has complexity $m+n-2$.
7. For $m, n \geq 4$ but $(m, n) \neq(4,4)$, and for any proper binary boolean function $\circ$, the complexity of $L_{m}\left(a, b,-,-, e_{0}, e_{m-3}\right) \circ L_{n}\left(b, a,-,-, e_{0}, e_{n-3}\right)$ is maximal. In particular, these languages meet the bounds $m n-2$ for union and symmetric difference, $m n-2(m+n-3)$ for intersection, and $m n-(m+2 n-4)$ for difference.

Proof. Since only state $q$ accepts $a^{n-2-q} d$ for $0 \leq q \leq n-3$, DFA $\mathcal{D}_{n}(a,-,-, d)$ is minimal. Since it has only one final state and that state accepts $\{\varepsilon\}, L_{n}(a,-,-, d)$ is prefix-free.

1. Semigroup The proof that the size of the semigroup is $n^{n-2}$ is very similar to that in [12]. Inputs $a, b$, and $c$ generate all transformations of $Q_{n-2}$. Moreover, any state $q \in Q_{n-2}$ can be sent to $n-2$ by $e_{q}$ and to $n-1$ by $e_{q} e_{q}$.

Hence we have all $n^{n-2}$ transformations of $Q_{n}$ that fix $n-1$ and send $n-2$ to $n-1$. The maximal transition semigroup is unique, since it must contain all these transformations.
To prove that at least $n+1$ inputs are necessary, we see that $e_{q}:(n-2 \rightarrow$ $n-1)(q \rightarrow n-2)$ is in the transition semigroup of $\mathcal{D}_{n}$. There are two types of states in $q \in Q_{n-2}$ : those of Type 1 , for which $e_{q}$ is a generator (that is, the transformation of $e_{q}$ is induced by a single letter), and those of Type 2, for which it is not. If $e_{q}$ and $e_{p}$ are generators, then clearly $e_{p} \neq e_{q}$.
If $e_{q}$ is not a generator, then it must be a composition, $e_{q}=u_{q} v_{q}$, where $u_{q}$ is in the semigroup and $v_{q}$ is a generator. No state can be mapped by $u_{q}$ to $n-2$ because then $v_{q}$ would map $n-2$ to $n-1$. Hence $u_{q}$ must be a permutation of $Q_{n-2}$. If $q \neq q^{\prime}$ and $e_{q}$ and $e_{q^{\prime}}$ are not generators, then there exist $u_{q}, v_{q}$ and $u_{q^{\prime}}, v_{q^{\prime}}$ as above, such that $e_{q}=u_{q} v_{q}$ and $e_{q^{\prime}}=u_{q^{\prime}} v_{q^{\prime}}$. Then we must have $q u_{q} \neq q^{\prime} u_{q^{\prime}}$; otherwise both $q$ and $q^{\prime}$ would be mapped to $n-2$. Hence $v_{q} \neq v_{q^{\prime}}$ and all the generators of this type are distinct.
Finally, if $e_{q}$ is a generator and $v_{q^{\prime}}$ is as above, then $e_{q} \neq v_{q^{\prime}}$, for otherwise $u_{q^{\prime}}$ would be the identity and $q^{\prime}$ would be of Type 1 . Therefore, $n-2$ generators are required in addition to those induced by $a, b$ and $c$.
2. Quotients This is clear from the definition.
3. Reversal This was proved in [12].
4. Atoms First we establish an upper bound on the complexity of atoms of prefix-free languages. Let $L$ be a prefix-convex language with $n$ quotients $K_{0}, \ldots, K_{n-1}$, in which $K_{n-2}$ is final and $K_{n-1}=\emptyset$. Consider the intersection $A_{S}=\bigcap_{i \in S} K_{i} \cap \bigcap_{i \in \bar{S}} \overline{K_{i}}$, where $S \subseteq Q_{n}$, and $\bar{S}=Q_{n} \backslash S$. Clearly $n-1$ must be in $\bar{S}$ if $A_{S}$ is an atom, for an atom must be non-empty. Since a prefix-free language has only one final state and that state accepts $\varepsilon$, if $n-2 \in S$, no other quotient is in $S$, for then $A_{S}$ would not be an atom. Hence if $S=\{n-2\}$ then $A_{S}=\{\varepsilon\}$, and $\kappa\left(A_{S}\right)=2$.
Now suppose $S=\emptyset$; then $A_{S}=\bigcap_{i \in \bar{S}} \overline{K_{i}}$. Since $K_{n-1}$ appears in every quotient of $A_{S}$, there are at most $2^{n-1}$ subsets of $Q_{n-1}$ that can be reached from $A_{S}$ together with $n-1$. Hence $\kappa\left(A_{S}\right) \leq 2^{n-1}$.
If $S=Q_{n-2}$, then $\bar{S}=\{n-2, n-1\}$ and $\bigcap_{i \in \bar{S}} \overline{K_{i}}=\Sigma^{+}$. If we reach $\overline{K_{n-1}}=\Sigma^{*}$, then any intersection which has $\{n-2, n-1\}$ in the complemented part is equivalent to one that has only $\{n-1\}$, since no quotient other than $K_{n-2}$ contains $\varepsilon$. Hence we can reach at most $2^{n-2}-1$ subsets of $Q_{n-2}$, along with the intersection $K_{n-2} \cap \overline{K_{n-1}}=\varepsilon$, and the empty quotient, for a total of $2^{n-2}+1$ states.
Finally, consider the case where $\emptyset \subsetneq S \subsetneq Q_{n-2}$. Then we have from 1 to $|S|$ uncomplemented quotients $K_{i}$ with $i \in Q_{n-2}$, and from 1 to $n-2-|S|$ quotients $K_{i}$ with $i \in Q_{n-2}$ in the complemented part; this leads to the formula given in the theorem.

It remains to be proved that the atoms of $L_{n}\left(a, b, c,-, e_{0}\right)$ meet these bounds. Atom $A_{\{n-2\}}$ is equal to $\{\varepsilon\}$ and thus has two quotients as required; assume now that $S \subseteq Q_{n-2}$. We are interested in the number of distinct quotients of $A_{S}=\bigcap_{i \in S} K_{i} \cap \bigcap_{i \in \bar{S}} \overline{K_{i}}$, where $S \subseteq Q_{n} \backslash\{n-1\}$. The quotients $w^{-1} A_{S}$ have the form $J_{X, Y}=\bigcap_{i \in X} K_{i} \cap \bigcap_{i \in Y} \overline{K_{i}}$ where $X=\{i \mid$ $K_{i}=w^{-1} K_{j}$ for some $\left.j \in S\right\}$ and $Y=\left\{i \mid K_{i}=w^{-1} K_{j}\right.$ for some $\left.j \in \bar{S}\right\}$. For brevity, we write $S \xrightarrow{w} X$ and $\bar{S} \xrightarrow{w} Y$; this notation is in agreement with the action of $w$ on the states of $\mathcal{D}_{n}$ corresponding to $S$ and $\bar{S}$.
Notice $J_{X, Y}=J_{X, Y \cup\{n-2\}}$ for all $X$ and $Y$, except for the case $X=\{n-2\}$ in which $J_{X, Y} \in\{\{\varepsilon\}, \emptyset\}$. Thus it is sufficient to assume $n-2 \notin Y$ from now on, as $\left\{J_{X, Y} \mid n-2 \notin Y, n-1 \in Y\right\}$ contains every quotient of $A_{S}$. We show that whenever $|X| \leq|S|,|Y| \leq|\bar{S}|, n-2 \notin Y$, and $n-1 \in Y$, there is a word $w \in\left\{a, b, c, e_{0}\right\}^{*}$ such that $S \xrightarrow{w} X$ and $\bar{S} \xrightarrow{w} Y$ and hence $J_{X, Y}$ is a quotient of $A_{S}$. When $S=Q_{n-2}$ we reach all quotients $J_{X,\{n-1\}}$ where $\emptyset \subsetneq X \subseteq Q_{n-2}$ by words in $\{a, b, c\}^{*}$, we reach $J_{\{n-2\},\{n-1\}}$ from $J_{\{0\},\{n-1\}}$ by $e_{0}$, and from there we reach the empty quotient by $e_{0}$. Similarly, when $\emptyset \subseteq S \subsetneq Q_{n-2}$, we reach $J_{X, Y}$ for $X \subseteq Q_{n-2}$ and $Y \cap Q_{n-2} \neq \emptyset$ by words in $\{a, b, c\}^{*}$, and the remaining quotients are easily reached using $e_{0}$.
It remains to show that non-empty quotients $J_{X, Y}$ and $J_{X^{\prime}, Y^{\prime}}$ are distinct whenever $X \neq X^{\prime}$ or $Y \neq Y^{\prime}$. Notice $J_{X, Y}=\emptyset$ if either $X \cap Y \neq \emptyset$ or $\{n-2\} \subsetneq X$, and $J_{X, Y}=\{\varepsilon\}$ if and only if $X=\{n-2\}$. Apart from these special cases, every $J_{X, Y}$ is non-empty and does not contain $\varepsilon$.
For any $X \subseteq Q_{n-2}$, let $w_{X}$ denote a word that maps $X \rightarrow\{n-2\}$ and $Q_{n} \backslash X \rightarrow\{n-1\}$; there is such a word in $\left\{a, b, c, e_{0}\right\}^{*}$ because $\{a, b, c\}^{*}$ contains $u:(n-2 \rightarrow n-1)(X \rightarrow n-3)\left(Q_{n-2} \backslash X \rightarrow 0\right)$, and then $w_{X}=u e_{0} a e_{0}$. Observe that $w_{X} \in K_{i}$ for all $i \in X$ and $w_{X} \notin K_{j}$ for all $j \notin X$. Hence, if $X \subseteq Q_{n-2}$ and $Y \subseteq Q_{n} \backslash X$, then $w_{X} \in J_{X, Y}$ and $w_{\bar{Y} \cap Q_{n-2}} \in J_{X, Y}$.
Let $X^{\prime}$ and $Y^{\prime}$ be any disjoint subsets of $Q_{n}$ where $n-1 \in Y^{\prime}$ and $J_{X^{\prime}, Y^{\prime}} \neq \emptyset$. If $X^{\prime} \neq X$ then either $w_{X} \notin J_{X^{\prime}, Y^{\prime}}$ or $w_{X^{\prime}} \notin J_{X, Y}$. Similarly, if $Y^{\prime} \neq Y$ (and $\left.Y \oplus Y^{\prime} \neq\{n-2\}\right)$ then either $w_{\bar{Y} \cap Q_{n-2}} \notin J_{X^{\prime}, Y^{\prime}}$ or $w_{\overline{Y^{\prime} \cap Q_{n-2}}} \notin J_{X, Y}$. Thus, any two quotients $J_{X, Y}$ and $J_{X^{\prime}, Y^{\prime}}$, where $(X, Y) \neq\left(X^{\prime}, Y^{\prime}\right)$, are distinct.
When we established the upper bound on $\kappa\left(A_{S}\right)$, we counted the number of reachable, potentially distinct quotients $J_{X, Y}$ of each $A_{S}$. We have now shown that every reachable $J_{X, Y}$ is a quotient of $A_{S}$ and determined all the cases when $J_{X, Y}=J_{X^{\prime}, Y^{\prime}}$. It follows that every bound is met by $L_{n}\left(a, b, c,-, e_{0}\right)$.
5. Star Proved in [19]. For the purpose of proving that $n+2$ inputs are required for a most complex prefix-free witness, an outline of the proof is repeated here.
Suppose that $L$ is a prefix-free language with $n$ quotients whose syntactic semigroup is maximal, and $L^{*}$ has maximal complexity. We show that $L$ requires an alphabet of size $n+2$. Towards a contradiction, let $\mathcal{D}=$ $\left(Q_{n}, \Sigma, \delta, 0,\{n-2\}\right)$ be a DFA for $L$ where $|\Sigma|=n+1$. Assume $0,1, \ldots, n-3$ are non-final, non-empty states, $n-2$ is the unique final state, and $n-1$ is
the empty state. By [19], $\mathcal{D}$ must have this structure and $\delta(n-2, w)=n-1$ for any $w \in \Sigma^{+}$.
Since the syntactic semigroup of $L$ is maximal, each letter of $\Sigma$ has a specific role in $\mathcal{D}$ as described in $\mathbf{1}$ of this theorem. Three letters $a^{\prime}, b^{\prime}$, and $c^{\prime}$ are required to induce the transformations on $Q_{n-2}$; these letters cannot map any state of $Q_{n-2}$ to $n-2$ or to $n-1$. An additional $n-2$ letters $v_{0}, v_{1}, \ldots, v_{n-3}$ are required to generate $e_{q}:(n-2 \rightarrow n-1)(q \rightarrow n-2)$ for each $q \in Q_{n-2}$, where the action of $e_{q}$ is induced by a word in $\left\{a^{\prime}, b^{\prime}, c^{\prime}\right\}^{*} v_{q}$. Notice $v_{q}$ cannot map any state of $Q_{n-2}$ to $n-1$, since $e_{q}$ does not. In summary, $\Sigma=\left\{a^{\prime}, b^{\prime}, c^{\prime}, v_{0}, \ldots, v_{n-3}\right\}$ and for all $\ell \in \Sigma$ and $q \in Q_{n-2}, \delta(q, \ell) \neq n-1$.
An NFA for $L^{*}$ is produced by adding to $\mathcal{D}$ a new initial state $0^{\prime}$, which is final, adding an $\varepsilon$-transition from $n-2$ to 0 , and deleting the empty state $n-1$. The transitions from $0^{\prime}$ are exactly the same as the transitions from 0 . Perform the subset construction on this NFA. The $n-1$ states $\left\{0^{\prime}\right\},\{0\},\{1\}, \ldots,\{n-3\}$ are all reachable and distinguishable by words in $\left\{a^{\prime}, b^{\prime}, c^{\prime}, v_{0}\right\}$. The only way to reach a set containing more than one state is by moving to $n-2$ and using the $\varepsilon$-transition. This leads to the state $\{0, n-2\}$, but applying any word $w \in \Sigma^{+}$deletes $n-2$; thus, $\{0, n-2\}$ is the only reachable set with two or more states. However, $\left\{0^{\prime}\right\}$ and $\{0, n-2\}$ are indistinguishable, since both are final and $\delta\left(\left\{0^{\prime}\right\}, w\right)=\delta(\{0\}, w)=\delta(\{0, n-2\}, w)$ for $w \in \Sigma^{+}$.
So far, there are only $n-1$ reachable, distinguishable states in the subset construction. The remaining state is $\emptyset$, which can only be reached if there is a letter $\ell$ that moves from $q \in Q_{n-2}$ to $n-1$ in $\mathcal{D}$; a transition from $n-2$ to $n-1$ is not sufficient to reach the empty state. We showed that in our witness no $\ell \in \Sigma$ has $\delta(q, \ell)=n-1$. Therefore, $\kappa\left(L^{*}\right) \leq n-1$, a contradiction. To achieve $\kappa\left(L^{*}\right)=n$, an additional letter is required. Therefore, any most complex prefix-free language stream requires $n+2$ inputs.
6. Product Proved in [19].
7. Boolean Operations Let $S=Q_{m-2}^{\prime} \times Q_{n-2}$. For $0 \leq p \leq m-1$, let $R_{p}=\left\{\left(p^{\prime}, q\right) \mid q \in Q_{n}\right\}$, and for $0 \leq q \leq n-1$ let $C_{q}=\left\{\left(p^{\prime}, q\right) \mid p^{\prime} \in Q_{m}^{\prime}\right\}$. These are the sets of states in the rows and columns of Figure 13. The states in $S$ are reachable from the initial state $\left(0^{\prime}, 0\right)$ by [2, Theorem 1]. Every other state in the direct product is reachable from some state in $S$, as illustrated in Figure 13.

For $\circ \in\{\cup, \oplus, \backslash, \cap\}$, the direct product recognizes $L_{m}^{\prime} \circ L_{n}$ if the final states are set to be $R_{m-2} \circ C_{n-2}$. Now we must determine which states are distinguishable with respect to $R_{m-2} \circ C_{n-2}$ for each value of o. Consider the DFAs $D_{m}^{\prime}=\left(Q_{m-2}^{\prime},\{a, b\}, \delta, 0^{\prime},\left\{(m-3)^{\prime}\right\}\right)$ and $D_{n}=\left(Q_{n-2},\{b, a\}, \delta, 0,\{n-3\}\right)$. By [2, Theorem 1], the states of $S$ are pairwise distinguishable with respect to $\left(R_{m-3} \circ C_{n-3}\right) \cap S$. For any pair of states in $S$, let $w$ be a word that distinguishes them in $\left(R_{m-3} \circ C_{n-3}\right) \cap S$; one verifies that further apply-


Figure 13: Partial illustration of the direct product for $L_{5}^{\prime}\left(a, b,-,-, e_{0}, e_{2}\right) \cup$ $L_{5}\left(b, a,-,-, e_{0}, e_{2}\right)$.
ing $e_{m-3}$ distinguishes them with respect to $R_{m-2} \circ C_{n-2}$. The rest of the distinguishability argument depends on $\circ \in\{\cup, \oplus, \backslash, \cap\}$.
$\cup$ : States $\left((m-1)^{\prime}, n-2\right),\left((m-2)^{\prime}, n-1\right)$, and $\left((m-2)^{\prime}, n-2\right)$ are equivalent, since all three are final and any letter sends them to $\left((m-1)^{\prime}, n-1\right)$.
States of $R_{m-1}$ are distinguished by words in $b^{*} e_{m-3}$. States of $C_{n-1}$ are distinguished by words in $a^{*} e_{m-3}$. Excluding $\left((m-1)^{\prime}, n-2\right)$ and $((m-$ $2)^{\prime}, n-1$ ), which are equivalent, states of $R_{m-1}$ are distinguished from states of $C_{n-1}$ by words in $a^{*} e_{m-3}$.

States of $R_{m-2} \cup C_{n-2}$ are moved to states of $R_{m-1} \cup C_{n-1}$ by applying $e_{m-3}$. Excluding $\left((m-1)^{\prime}, n-2\right),\left((m-2)^{\prime}, n-1\right)$, and $\left((m-2)^{\prime}, n-2\right)$, which are equivalent, every state is mapped by $e_{m-3}$ to a different state of $R_{m-1} \cup C_{n-1}$; hence they are distinguishable.
Finally, we must show that states of $S$ are distinguishable from the states of $R_{m-1} \cup C_{n-1}$. For any $\left(p^{\prime}, q\right) \in S$, there exists $w \in\{a, b\}^{*}$ such that $\left(p^{\prime}, q\right) \xrightarrow{w}\left(0^{\prime}, n-3\right)$, since both $\left(p^{\prime}, q\right)$ and $\left(0^{\prime}, n-3\right)$ are reached from $\left(0^{\prime}, 0\right)$ by words in $\{a, b\}^{*}$, and $a$ and $b$ permute $S$. Then $\left(0^{\prime}, n-3\right) \xrightarrow{e_{m-3}}\left(0^{\prime}, n-2\right)$ and we have already shown that $\left(0^{\prime}, n-2\right)$ is distinguishable from all states in $R_{m-1} \cup C_{n-1}$. Thus, the $m n-2$ remaining states are pairwise distinguishable. $\oplus$ : States $\left((m-1)^{\prime}, n-2\right)$ and $\left((m-2)^{\prime}, n-1\right)$ are equivalent, and states
$\left((m-2)^{\prime}, n-2\right)$ and $\left((m-1)^{\prime}, n-1\right)$ are equivalent. The rest of the states are distinguishable by an argument similar to that of union.
$\cap$ : State $\left((m-2)^{\prime}, n-2\right)$ is the only final state. The remaining non-final states of $R_{m-2} \cup R_{m-1} \cup C_{n-2} \cup C_{n-1}$ are all empty. Clearly the states of $S$ are non-empty, since $\left((m-3)^{\prime}, n-3\right) \xrightarrow{e_{m-3}}\left((m-2)^{\prime}, n-2\right)$. Thus, the remaining $m n-2(m+n-3)$ states are pairwise distinguishable.
$\backslash$ : The states of $R_{m-1}$ and $\left((m-2)^{\prime}, n-2\right)$ are all equivalent. States $((m-$ $\left.1)^{\prime}, q\right)$ and $\left((m-2)^{\prime}, q\right)$ are equivalent for $0 \leq q \leq m-3$. The final states $\left(R_{m-2} \backslash\left\{\left((m-2)^{\prime}, n-2\right)\right\}\right)$ are all equivalent.
The states of $C_{n-1}$ are distinguished by words in $a^{*} e_{m-3}$. It remains to show that states of $S$ are distinguishable from the states of $C_{n-1}$. Notice $\left((m-3)^{\prime}, n-3\right)$ is distinguished from $\left((m-3)^{\prime}, n-1\right)$ by $e_{m-3}$, and from every other state of $C_{n-1}$ by $b e_{m-3}$. For any state of $S$, there exists $w \in\{a, b\}^{*}$ that sends that state to $\left((m-3)^{\prime}, n-3\right)$, and notice $C_{n-1} w \subseteq C_{n-1}$. So all $m n-(m+2 n-4)$ remaining states are pairwise distinguishable.

Note that stream $L_{m}\left(a, b, c, d, e_{0}, e_{m-3}\right)$ with dialect $L_{n}\left(b, a, c, d, e_{0}, e_{m-3}\right)$ meets the bounds for quotients, reversal, atomic complexity, star, product and boolean operations.

Using some results from $[22,23]$ we define another prefix-free witness stream that meets all the bounds except those for syntactic complexity and atom complexity. Moreover, all the bounds are met by dialects over minimal alphabets.

Definition 5. For $n \geq 4$, let $\mathcal{D}_{n}(a, c, d, e, f, g)=\left(Q_{n}, \Sigma, \delta_{n}, 0,\{n-2\}\right)$, where $\Sigma=\{a, c, d, e, f, g\}$, and $\delta_{n}$ is defined by the transformations

- $a:(n-2 \rightarrow n-1)(0, \ldots, n-3)$,
- $c:(n-2 \rightarrow n-1)(1 \rightarrow 0)$.
- $d:(0 \rightarrow n-2)\left(Q_{n} \backslash\{0\} \rightarrow n-1\right)$,
- $e:(n-2 \rightarrow n-1)(n-3 \rightarrow n-2)$,
- $f:(n-2 \rightarrow n-1)\left({ }_{0}^{n-2} q \rightarrow q+1\right)$,
- $g:(n-2 \rightarrow n-1)$.

Note that $b$ is not used, $a, c, d$, and $e$ induce the same transformations as a, $c, d$, and $e_{n-3}$ in Definition 4. DFA $\mathcal{D}_{n}(\Sigma)$ is shown in Figure 14. Let $L_{n}(\Sigma)$ be the language accepted by $\mathcal{D}_{n}(\Sigma)$.

Proposition 1. For $n \geq 4$, the $D F A$ of Definition 5 is minimal and $L_{n}(\Sigma)$ is a prefix-free language of complexity $n$. Moreover, all the witnesses for individual operations have minimal alphabets.


Figure 14: DFA $\mathcal{D}_{n}(\Sigma)$ of Definition 5; missing transitions are self-loops.

1. The quotients of $L_{n}(a,-,-,-, f)$ have complexity $n$, except for the quotient $\varepsilon$ and the empty quotient, which have complexity 2 and 1 respectively.
2. The reverse of $L_{n}(a, c,-, e)$ has complexity $2^{n-2}+1$, and $L_{n}(a,-, c, d)$ has $2^{n-2}+1$ atoms.
3. The star of $L_{n}(a,-,-, d)$ has complexity $n$.
4. For $m, n \geq 4, \kappa\left(L_{m}(-,-,-,-, f) L_{n}(-,-,-,-, f)\right)=m+n-2$.
5. a) $\kappa\left(L_{m}(-,-,-,-, f, g) \cup L_{n}(-,-,-,-, g, f)\right)=\kappa\left(L_{m}(-,-,-,-, f, g) \oplus\right.$ $\left.L_{n}(-,-,-,-, g, f)\right)=m n-2$.
b) $\kappa\left(L_{m}(a,-,-, e,-,-) \backslash L_{n}(-,-,-,-, e, a)\right)=m n-(m+2 n-4)$.
c) $\kappa\left(L_{m}(a,-,-, e,-,-) \cap L_{n}(-,-,-,-, e, a)\right)=m n-2(m+n-3)$.

Proof. The first claim is obvious. The second and third claims were proved in Theorem 4. (A ternary witness was also used in [22] for the reverse, but it had more complicated transitions than our witness.) The fourth claim is from [22]. The results for union, symmetric difference and intersection were proved in [22], and that for difference in [23].

## 8 Conclusions

Our results are summarized in Table 1. The largest bounds are shown in boldface type, and they are reached in the classes of ideal and closed languages. Recall that for regular languages we have the following results: semigroup: $n^{n}$; reverse: $2^{n}$; star: $2^{n-1}+2^{n-2}$; restricted product: $(m-1) 2^{n}+2^{n-1}$; unrestricted product: $m 2^{n}+2^{n-1}$; restricted $\cup$ and $\oplus: m n$; unrestricted $\cup$ and $\oplus:(m+1)(n+1)$; restricted $\backslash: m n$; unrestricted $\backslash: m n+m$; restricted $\cap$ : $m n$; unrestricted $\cap: m n$.

Table 1: Complexities of special prefix-convex languages

|  | Right-Ideal | Prefix-Closed | Prefix-Free |
| :---: | :---: | :---: | :---: |
| Semigroup | $\mathbf{n}^{\mathbf{n - 1}}$ | $\mathbf{n}^{\mathbf{n - 1}}$ | $n^{n-2}$ |
| Reverse | $\mathbf{2}^{\mathbf{n - 1}}$ | $\mathbf{2}^{\mathbf{n - 1}}$ | $2^{n-2}+1$ |
| Star | $n+1$ | $\mathbf{2}^{\mathbf{n - 2}}+\mathbf{1}$ | $n$ |
| Product restricted | $m+2^{n-2}$ | $(\mathbf{m}+\mathbf{1}) \mathbf{2}^{\mathbf{n - 2}}$ | $m+n-2$ |
| Product unrestr. | $m+2^{n-1}+2^{n-2}+1$ | $(\mathbf{m}+\mathbf{1}) \mathbf{2}^{\mathbf{n - 2}}$ | $m+n-2$ |
| $\cup$ restricted | $m n-(m+n-2)$ | $\mathbf{m n}$ | $m n-2$ |
| $\cup$ unrestricted | $(\mathbf{m}+\mathbf{1})(\mathbf{n}+\mathbf{1})$ | $m n$ | $m n-2$ |
| $\oplus$ restricted | $\mathbf{m n}$ | $\mathbf{m n}$ | $m n-2$ |
| $\oplus$ unrestricted | $(\mathbf{m}+\mathbf{1})(\mathbf{n}+\mathbf{1})$ | $m n$ | $m n-2$ |
| $\backslash$ restricted | $\mathbf{m n}-(\mathbf{m}-\mathbf{1})$ | $\mathbf{m n}-(\mathbf{n}-\mathbf{1})$ | $m n-(m+2 n-4)$ |
| $\backslash$ unrestricted | $\mathbf{m n}+\mathbf{m}$ | $\mathbf{m n}-(\mathbf{n}-\mathbf{1})$ | $m n-(m+2 n-4)$ |
| $\cap$ restr. and unrestr. | $\mathbf{m n}$ | $m n-(m+n-2)$ | $m n-2(m+n-3)$ |
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# A Kleene Theorem for Weighted $\omega$-Pushdown Automata* 

Manfred Droste ${ }^{a}$ and Werner Kuich ${ }^{b}$


#### Abstract

Weighted $\omega$-pushdown automata were introduced as generalization of the classical pushdown automata accepting infinite words by Büchi acceptance. The main result in the proof of the Kleene Theorem is the construction of a weighted $\omega$-pushdown automaton for the $\omega$-algebraic closure of subsets of a continuous star-omega semiring.


## 1 Introduction

Weighted $\omega$-pushdown automata were introduced by Droste, Kuich [4] as generalization of the classical pushdown automata accepting infinite words by Büchi acceptance (see Cohen, Gold [2]). To achieve the Kleene Theorem, the following result is needed.

Let $S$ be a continuous star-omega semiring and let $(s, v), s, v \in S$, with $v=$ $\sum_{1 \leq k \leq m} s_{k} t_{k}^{\omega}$ be a pair, where $s, s_{k}, t_{k}, 1 \leq k \leq m$, are algebraic elements. Then an $\bar{\omega}$-pushdown automaton $\mathcal{P}$ can be constructed whose behavior $\|\mathcal{P}\|$ equals $(s, v)$. The construction is split into three lemmas for the construction of $t_{k}^{\omega}, s_{k} t_{k}^{\omega}$ and $v$.

This proves a Kleene Theorem that is in some aspects a generalization of Theorem 4.1.8 of Cohen, Gold [2].

The paper consists of this and three more sections. In Section 2 we refer the necessary preliminaries from the theories of semirings and semiring-semimodule pairs. In Section 3, we present some definitions and results from Droste, Kuich [4] that are needed in Section 4. In the last section, existing results in connection with the Kleene Theorem are quoted and the already mentioned constructions on $\omega$-pushdown automata are performed.

[^1]
## 2 Preliminaries

For the convenience of the reader, we quote definitions and results of Ésik, Kuich $[6,7,9]$ from Ésik, Kuich [10]. The reader should be familiar with Sections 5.1-5.6 of Ésik, Kuich [10].

A semiring $S$ is called complete if it is possible to define sums for all families $\left(a_{i} \mid i \in I\right)$ of elements of $S$, where $I$ is an arbitrary index set, such that the following conditions are satisfied (see Conway [3], Eilenberg [5], Kuich [11]):
(i) $\quad \sum_{i \in \emptyset} a_{i}=0, \quad \sum_{i \in\{j\}} a_{i}=a_{j}, \quad \sum_{i \in\{j, k\}} a_{i}=a_{j}+a_{k}$ for $j \neq k$,
(ii) $\sum_{j \in J}\left(\sum_{i \in I_{j}} a_{i}\right)=\sum_{i \in I} a_{i}$, if $\bigcup_{j \in J} I_{j}=I$ and $I_{j} \cap I_{j^{\prime}}=\emptyset$ for $j \neq j^{\prime}$,
(iii) $\quad \sum_{i \in I}\left(c \cdot a_{i}\right)=c \cdot\left(\sum_{i \in I} a_{i}\right), \quad \sum_{i \in I}\left(a_{i} \cdot c\right)=\left(\sum_{i \in I} a_{i}\right) \cdot c$.

This means that a semiring $S$ is complete if it is possible to define "infinite sums" (i) that are an extension of the finite sums, (ii) that are associative and commutative and (iii) that satisfy the distribution laws.

A semiring S equipped with an additional unary star operation ${ }^{*}: S \rightarrow S$ is called a starsemiring. In complete semirings for each element $a$, the star $a^{*}$ of $a$ is defined by

$$
a^{*}=\sum_{j \geq 0} a^{j} .
$$

Hence, each complete semiring is a starsemiring, called a complete starsemiring. A Conway semiring (see Conway [3], Bloom, Ésik [1]) is a starsemiring $S$ satisfying the sum star identity

$$
(a+b)^{*}=a^{*}\left(b a^{*}\right)^{*}
$$

and the product star identity

$$
(a b)^{*}=1+a(b a)^{*} b
$$

for all $a, b \in S$. Observe that by Ésik, Kuich [10], Theorem 1.2.24, each complete starsemiring is a Conway semiring.

Suppose that $S$ is a semiring and $V$ is a commutative monoid written additively. We call $V$ a (left) $S$-semimodule if $V$ is equipped with a (left) action

$$
\begin{aligned}
S \times V & \rightarrow V \\
(s, v) & \mapsto s v
\end{aligned}
$$

subject to the following rules:

$$
\begin{aligned}
& s\left(s^{\prime} v\right)=\left(s s^{\prime}\right) v, \quad\left(s+s^{\prime}\right) v=s v+s^{\prime} v, \quad s\left(v+v^{\prime}\right)=s v+s v^{\prime}, \\
& 1 v=v, \quad 0 v=0, \quad s 0=0,
\end{aligned}
$$

for all $s, s^{\prime} \in S$ and $v, v^{\prime} \in V$. When V is an $S$-semimodule, we call $(S, V)$ a semiring-semimodule pair.

Suppose that $(S, V)$ is a semiring-semimodule pair such that $S$ is a starsemiring and $S$ and $V$ are equipped with an omega operation ${ }^{\omega}: S \rightarrow V$. Then we call $(S, V)$ a starsemiring-omegasemimodule pair. Following Bloom, Ésik [1], we call a starsemiring-omegasemimodule pair $(S, V)$ a Conway semiring-semimodule pair if $S$ is a Conway semiring and if the omega operation satisfies the sum omega identity and the product omega identity:

$$
(a+b)^{\omega}=\left(a^{*} b\right)^{\omega}+\left(a^{*} b\right)^{*} a^{\omega} \quad \text { and } \quad(a b)^{\omega}=a(b a)^{\omega},
$$

for all $a, b \in S$. It then follows that the omega fixed-point equation holds, i.e.

$$
a a^{\omega}=a^{\omega},
$$

for all $a \in S$.
Ésik, Kuich [8] define a complete semiring-semimodule pair to be a semiringsemimodule pair $(S, V)$ such that $S$ is a complete semiring and V is a complete monoid with

$$
s\left(\sum_{i \in I} v_{i}\right)=\sum_{i \in I} s v_{i} \quad \text { and } \quad\left(\sum_{i \in I} s_{i}\right) v=\sum_{i \in I} s_{i} v,
$$

for all $s \in S, v \in V$, and for all families $\left(s_{i}\right)_{i \in I}$ over $S$ and $\left(v_{i}\right)_{i \in I}$ over $V$; moreover, it is required that an infinite product operation

$$
\left(s_{1}, s_{2}, \ldots\right) \mapsto \prod_{j \geq 1} s_{j}
$$

is given mapping infinite sequences over $S$ to $V$ subject to the following three conditions:

$$
\begin{aligned}
& \prod_{i \geq 1} s_{i}=\prod_{i \geq 1}\left(s_{n_{i-1}+1} \cdots s_{n_{i}}\right) \\
& s_{1} \cdot \prod_{i \geq 1} s_{i+1}=\prod_{i \geq 1} s_{i} \\
& \prod_{j \geq 1} \sum_{i_{j} \in I_{j}} s_{i_{j}}=\sum_{\left(i_{1}, i_{2}, \ldots\right.} \sum_{\in I_{1} \times I_{2} \times \ldots} \prod_{j \geq 1} s_{i_{j}},
\end{aligned}
$$

where in the first equation $0=n_{0} \leq n_{1} \leq n_{2} \leq \ldots$ and $I_{1}, I_{2}, \ldots$ are arbitrary index sets. Suppose that $(S, V)$ is complete. Then we define

$$
s^{*}=\sum_{i \geq 0} s^{i} \quad \text { and } \quad s^{\omega}=\prod_{i \geq 1} s
$$

for all $s \in S$. This turns $(S, V)$ into a starsemiring-omegasemimodule pair. By Ésik, Kuich [8], each complete semiring-semimodule pair is a Conway semiringsemimodule pair. Observe that, if $(S, V)$ is a complete semiring-semimodule pair, then $0^{\omega}=0$.

A star-omega semiring is a semiring $S$ equipped with unary operations * and ${ }^{\omega}: S \rightarrow S$. A star-omega semiring $S$ is called complete if $(S, S)$ is a complete semiring semimodule pair, i.e., if $S$ is complete and is equipped with an infinite product operation that satisfies the three conditions stated above.

A commutative monoid $(V,+, 0)$ is continuous (cf. Section 2.2 of $[10])$ if it is equipped with a a partial order $\leq$ such that the supremum of any chain exists and 0 is the least element. Moreover, the sum operation + is continuous:

$$
x+\sup Y=\sup (x+Y)
$$

for all nonempty chains, where $x+Y=\{x+y: y \in Y\}$. (Actually this also holds when the set is empty.) It follows that the sum operation is monotonic: if $x \leq y$ in $V$, then $x+z \leq y+z$ for all $z \in V$.

Suppose now that $S=(S,+, \cdot, 0,1)$ is a semiring. We say that $S$ is a continuous semiring (cf. Section 2.2 of $[10])$ if $(S,+, 0)$ is a continuous commutative monoid equipped with a partial order $\leq$ and the product operation is continuous (hence, also monotonic), i.e., it preserves the supremum of nonempty chains in either argument:

$$
\begin{aligned}
& (\sup X) y=\sup (X y) \\
& y(\sup X)=\sup (y X)
\end{aligned}
$$

for all nonempty chains $X \subseteq S$, where $X y=\{x y: x \in X\}$ and $y X$ is defined in the same way.

By Corollary 2.2.2 of Ésik, Kuich [10] any continuous semiring is complete.

## 3 Weighted $\omega$-pushdown automata

Weighted $\omega$-pushdown automata were introduced by Droste, Kuich [4] as generalization of the classical pushdown automata accepting infinite words by Büchi acceptance (see Cohen, Gold [2]). In this section we refer to definitions and results of Droste, Kuich [4] that are needed for this paper.

Following Kuich, Salomaa [12] and Kuich [11], we introduce pushdown transitions matrices. Let $\Gamma$ be an alphabet, called pushdown alphabet and let $n \geq 1$. A matrix $M \in\left(S^{n \times n}\right)^{\Gamma^{*} \times \Gamma^{*}}$ is termed a pushdown transition matrix (with pushdown alphabet $\Gamma$ and stateset $\{1, \ldots, n\}$ ) if
(i) for each $p \in \Gamma$ there exist only finitely many blocks $M_{p, \pi}, \pi \in \Gamma^{*}$, that are unequal to 0 ;
(ii) for all $\pi_{1}, \pi_{2} \in \Gamma^{*}$,

$$
M_{\pi_{1}, \pi_{2}}= \begin{cases}M_{p, \pi} & \text { if there exist } p \in \Gamma, \pi, \pi^{\prime} \in \Gamma^{*} \text { with } \pi_{1}=p \pi^{\prime}, \pi_{2}=\pi \pi^{\prime} \\ 0 & \text { otherwise }\end{cases}
$$

For the remaining of this paper, $M \in\left(S^{n \times n}\right)^{\Gamma^{*} \times \Gamma^{*}}$ will denote a pushdown transition matrix with pushdown alphabet $\Gamma$ and stateset $\{1, \ldots, n\}$.

When we say " $G$ is the graph with adjacency matrix $M \in\left(S^{n \times n}\right)^{\Gamma^{*} \times \Gamma^{*} \text { " then it }}$ means that $G$ is the graph with adjacency matrix $M^{\prime} \in S^{\left(\Gamma^{*} \times n\right) \times\left(\Gamma^{*} \times n\right)}$, where $M^{\prime}$ corresponds to $M$ with respect to the canonical isomorphism between $\left(\left(S^{n \times n}\right)^{\Gamma^{*} \times \Gamma^{*}}\right.$ and $S^{\left(\Gamma^{*} \times n\right)\left(\Gamma^{*} \times n\right)}$.

Let now $M$ be a pushdown transition matrix and $0 \leq k \leq n$. Then $M^{\omega, k}$ is the column vector in $\left(S^{n}\right)^{\Gamma^{*}}$ defined as follows: For $\pi \in \Gamma^{*}$ and $1 \leq i \leq n$, let $\left(\left(M^{\omega, k}\right)_{\pi}\right)_{i}$ be the sum of all weights of paths in the graph with adjacency matrix $M$ that have initial vertex $(\pi, i)$ and visit vertices $\left(\pi^{\prime}, i^{\prime}\right), \pi^{\prime} \in \Gamma^{*}, 1 \leq i^{\prime} \leq k$, infinitely often. Observe that $M^{\omega, 0}=0$ and $M^{\omega, n}=M^{\omega}$.

Let $P_{k}=\left\{\left(j_{1}, j_{2}, \ldots\right) \in\{1, \ldots, n\}^{\omega} \mid j_{t} \leq k\right.$ for infinitely many $\left.t \geq 1\right\}$.
Then for $\pi \in \Gamma^{+}, 1 \leq j \leq n$, we obtain

$$
\left(\left(M^{\omega, k}\right)_{\pi}\right)_{j}=\sum_{\pi_{1}, \pi_{2}, \cdots \in \Gamma^{+}} \sum_{\left(j_{1}, j_{2}, \ldots\right) \in P_{k}}\left(M_{\pi, \pi_{1}}\right)_{j, j_{1}}\left(M_{\pi_{1}, \pi_{2}}\right)_{j_{1}, j_{2}}\left(M_{\pi_{2}, \pi_{3}}\right)_{j_{2}, j_{3}} \ldots
$$

For the definition of an $S^{\prime}$-algebraic system over a quemiring $S \times V$ we refer the reader to [10], page 136, and for the definition of quemirings to [10], page 110. Here we note that a quemiring $T$ is isomorphic to a quemiring $S \times V$ determined by the semiring-semimodule pair $(S, V)$, cf. [10], page 110.

Let $S^{\prime} \subseteq S$, with $0,1 \in S^{\prime}$, and let $M \in\left(S^{\prime n \times n}\right)^{\Gamma^{*} \times \Gamma^{*}}$ be a pushdown matrix. Consider the $S^{\prime n \times n}$-algebraic system over the complete semiring-semimodule pair $\left(S^{n \times n}, S^{n}\right)$

$$
\begin{equation*}
y_{p}=\sum_{\pi \in \Gamma^{*}} M_{p, \pi} y_{\pi}, p \in \Gamma \tag{1}
\end{equation*}
$$

(See Section 5.6 of Ésik, Kuich [10].) The variables of this system (1) are $y_{p}, p \in \Gamma$, and $y_{\pi}, \pi \in \Gamma^{*}$, is defined by $y_{p \pi}=y_{p} y_{\pi}$ for $p \in \Gamma, \pi \in \Gamma^{*}$ and $y_{\varepsilon}=1$. Hence, for $\pi=p_{1} \ldots p_{k}, y_{\pi}=y_{p_{1}} \ldots y_{p_{k}}$. The variables $y_{p}$ are variables for $\left(S^{n \times n}, S^{n}\right)$.

Let $x=\left(x_{p}\right)_{p \in \Gamma}$, where $x_{p}, p \in \Gamma$, are variables for $S^{n \times n}$. Then, for $p \in \Gamma$, $\pi=p_{1} p_{2} \ldots p_{k},\left(M_{p, \pi} y_{\pi}\right)_{x}$ is defined to be

$$
\begin{aligned}
& \left(M_{p, \pi} y_{\pi}\right)_{x} \\
& =\left(M_{p, \pi} y_{p_{1}} \cdots y_{p_{k}}\right)_{x} \\
& =M_{p, \pi} z_{p_{1}}+M_{p, \pi} x_{p_{1}} z_{p_{2}}+\cdots+M_{p, \pi} x_{p_{1}} \ldots x_{p_{k-1}} z_{p_{k}}
\end{aligned}
$$

Here $z_{p}, p \in \Gamma$, are variables for $S^{n}$.
We obtain, for $p \in \Gamma, \pi=p_{1} \ldots p_{k}$,

$$
\begin{aligned}
\left(M_{p, \pi} y_{\pi}\right)_{x} & =\sum_{p^{\prime} \in \Gamma} \sum_{\substack{\pi=p_{1} \ldots p_{k} \in \Gamma^{+} \\
p_{j}=p^{\prime}}} M_{p, \pi} x_{p_{1}} \ldots x_{p_{j-1}} z_{p^{\prime}} \\
& =\sum_{\pi=p_{1} \ldots p_{k} \in \Gamma^{+}} M_{p, \pi} \sum_{1 \leq j \leq k} x_{p_{1}} \ldots x_{p_{j-1}} z_{p_{j}} .
\end{aligned}
$$

The system (1) induces the following mixed $\omega$-algebraic system:

$$
\begin{align*}
& x_{p}=\sum_{\pi \in \Gamma^{*}} M_{p \pi} x_{\pi}, p \in \Gamma,  \tag{2}\\
& z_{p}=\sum_{\pi \in \Gamma^{*}}\left(M_{p, \pi} y_{\pi}\right)_{\left(x_{p}\right)_{p \in \Gamma}}=\sum_{p^{\prime} \in \Gamma} \sum_{\substack{\pi=p_{1} \ldots p_{k} \in \Gamma^{+} \\
p_{j}=p^{\prime}}} M_{p, \pi} x_{p_{1}} \ldots x_{p_{j-1}} z_{p^{\prime}} . \tag{3}
\end{align*}
$$

Here (2) is an $S^{\prime n \times n}$-algebraic system over the semiring $S^{n \times n}$ (see Section 2.3 of Ésik, Kuich [10]) and (3) is an $S^{n \times n}$-linear system over the semimodule $S^{n}$ (see Section 5.5 of Esik, Kuich [10]).

By Theorem 5.6.1 of Ésik, Kuich [10], $(A, U) \in\left(\left(S^{n \times n}\right)^{\Gamma},\left(S^{n}\right)^{\Gamma}\right)$ is a solution of (1) iff $A$ is a solution of (2) and $(A, U)$ is a solution of (3).
Theorem 3.1. Let $S$ be a complete star-omega semiring and $M \in\left(S^{\prime n \times n}\right)^{\Gamma^{*} \times \Gamma^{*}}$ be a pushdown transition matrix. Then, for all $0 \leq k \leq n$,

$$
\left(\left(\left(M^{*}\right)_{p, \varepsilon}\right)_{p \in \Gamma},\left(\left(M^{\omega, k}\right)_{p}\right)_{p \in \Gamma}\right)
$$

is a solution of (1).
We now introduce pushdown automata and $\omega$-pushdown automata (see Kuich, Salomaa [12], Kuich [11], Cohen, Gold [2]).

Let $S$ be a complete semiring and $S^{\prime} \subseteq S$ with $0,1 \in S^{\prime}$. An $S^{\prime}$-pushdown automaton over $S$

$$
\mathcal{P}=\left(n, \Gamma, I, M, P, p_{0}\right)
$$

is given by
(i) a finite set of states $\{1, \ldots, n\}, n \geq 1$,
(ii) an alphabet $\Gamma$ of pushdown symbols,
(iii) a pushdown transition matrix $M \in\left(S^{\prime n \times n}\right)^{\Gamma^{*} \times \Gamma^{*}}$,
(iv) an initial state vector $I \in S^{1 \times n}$,
(v) a final state vector $P \in S^{\prime n \times 1}$,
(vi) an initial pushdown symbol $p_{0} \in \Gamma$,

The behavior $\|\mathcal{P}\|$ of $\mathcal{P}$ is an element of $S$ and is defined by $\|\mathcal{P}\|=I\left(M^{*}\right)_{p_{0}, \varepsilon} P$.
For a complete semiring-semimodule pair $(S, V)$, an $S^{\prime}-\omega$-pushdown automaton (over $(S, V)$ )

$$
\mathcal{P}=\left(n, \Gamma, I, M, P, p_{0}, k\right)
$$

is given by an $S^{\prime}$-pushdown automaton $\left(n, \Gamma, I, M, P, p_{0}\right)$ and an $k \in\{0, \ldots, n\}$ indicating that the states $1, \ldots, k$ are repeated states.

The behavior $\|\mathcal{P}\|$ of the $S^{\prime}-\omega$-pushdown automaton $\mathcal{P}$ is defined by

$$
\|\mathcal{P}\|=I\left(M^{*}\right)_{p_{0}, \varepsilon} P+I\left(M^{\omega, k}\right)_{p_{0}}
$$

Here $I\left(M^{*}\right)_{p_{0}, \varepsilon} P$ is the behavior of the $S^{\prime}-\omega$-pushdown automaton $\mathcal{P}_{1}=\left(n, \Gamma, I, M, P, p_{0}, 0\right)$ and $I\left(M^{\omega, k}\right)_{p_{0}}$ is the behavior of the $S^{\prime}-\omega$-pushdown automaton $\mathcal{P}_{2}=\left(n, \Gamma, I, M, 0, p_{0}, k\right)$. Observe that $\mathcal{P}_{2}$ is an automaton with the Büchi acceptance condition: if $G$ is the graph with adjacency matrix $M$, then only paths that visit the repeated states $1, \ldots, k$ infinitely often contribute to $\left\|\mathcal{P}_{2}\right\|$. Furthermore, $\mathcal{P}_{1}$ contains no repeated states and behaves like an ordinary $S^{\prime}$-pushdown automaton.

Theorem 3.2. Let $S$ be a complete star-omega semiring and let $\mathcal{P}=\left(n, \Gamma, I, M, P, p_{0}, k\right)$ be an $S^{\prime}-\omega$-pushdown automaton over $(S, S)$. Then $\left(\|\mathcal{P}\|,\left(\left(\left(M^{*}\right)_{p, \varepsilon}\right)_{p \in \Gamma},\left(\left(M^{\omega, k}\right)_{p}\right)_{p \in \Gamma}\right)\right), 0 \leq k \leq n$, is a solution of the $S^{\prime n \times n}-$ algebraic system

$$
y_{0}=I y_{p_{0}} P, y_{p}=\sum_{\pi \in \Gamma^{*}} M_{p, \pi} y_{\pi}, p \in \Gamma
$$

over the complete semiring-semimodule pair $\left(S^{n \times n}, S^{n}\right)$.
Let now $S$ be a continuous star-omega semiring and consider an $S^{\prime}$-algebraic system $y=p(y)$ over $(S, S)$. Then the least solution of the $S^{\prime}$-algebraic system $x=p(x)$ over $S$, say $\sigma$, exists, and the components of $\sigma$ are elements of $\mathfrak{A l g}\left(S^{\prime}\right)$. Moreover, write the $\mathfrak{A l g}\left(S^{\prime}\right)$-linear system $z=p_{0}(z)$ over $S$ in the form $z=M z$, where $M$ is an $n \times n$-matrix. Then, by Theorem 5.6 .1 of Ésik, Kuich [10], $\left(\sigma, M^{\omega, k}\right)$, $0 \leq k \leq n$, is a solution of $y=p(y)$. Given a $k \in\{0,1, \ldots, n\}$, we call this solution the solution of order $k$ of $y=p(y)$. By $\omega-\mathfrak{A l g}\left(S^{\prime}\right)$ we denote the collection of all components of solutions of all orders $k$ of $S^{\prime}$-algebraic systems over $(S, S)$. (For details see Section 5.6 of Ésik, Kuich [10].)

## 4 The Kleene Theorem

The main result of this section is the following Kleene Theorem.
Theorem 4.1. Let $S$ be a continuous star-omega semiring. Then the following statements are equivalent for $(s, v) \in S \times S$ :
(i) $(s, v)=\|\mathfrak{A}\|$, where $\mathfrak{A}$ is a finite $\mathfrak{A l g}\left(S^{\prime}\right)$-automaton over the quemiring $(S, S)$,
(ii) $(s, v) \in \omega-\mathfrak{A l g}\left(S^{\prime}\right)$,
(iii) $s \in \mathfrak{A l l g}\left(S^{\prime}\right)$ and $v=\sum_{1 \leq k \leq m} s_{k} t_{k}^{\omega}$, where $s_{k}, t_{k} \in \mathfrak{A l g}\left(S^{\prime}\right), 1 \leq k \leq m$,
(iv) $(s, v)=\|\mathcal{P}\|$, where $\mathcal{P}$ is an $S^{\prime}-\omega$-pushdown automaton.

The proof of this Kleene Theorem is performed as follows:

1. The equivalence of (i), (ii) and (iii) is proved in [10], Theorem 5.4.9.
2. The implication $(i v) \Rightarrow(i i)$ is a simple corollary of Theorem 13 of [4].
3. The proof of the implication $(i i i) \Rightarrow(i v)$ is performed by Lemmas 4.1, 4.2 and 4.3 proved in the following pages.

Lemma 4.1. Let $S$ be a complete star-omega semiring and $\mathcal{P}$ be an $S^{\prime}$-pushdown automaton. Then there exists an $S^{\prime}-\omega$-pushdown automaton $\mathcal{P}^{\prime}$ such that $\left\|\mathcal{P}^{\prime}\right\|=$ $\|\mathcal{P}\|^{\omega}$.

Proof. Let $\mathcal{P}=\left(n, \Gamma, M, I, P, p_{0}\right)$. Then we construct $\mathcal{P}^{\prime}=\left(2 n, \Gamma^{\prime}, M^{\prime}, I^{\prime}, 0, p_{0}^{\prime}, n\right)$, $\Gamma^{\prime}=\Gamma \cup\left\{p_{0}^{\prime}\right\}$ as follows.

The pushdown transition matrix $M^{\prime} \in\left(S^{2 n \times 2 n}\right)^{\Gamma^{\prime *} \times \Gamma^{\prime *}}$ has, for $\pi \in \Gamma^{*}$, $1 \leq j \leq n$, the entries

$$
\begin{aligned}
\left(M_{p_{0}^{\prime}, p_{0}^{\prime}}^{\prime}\right)_{n+i, j} & =(P I)_{i, j}, \\
\left(M_{p_{0}^{\prime}, \pi p_{0}^{\prime}}^{\prime}\right)_{i, n+j} & =\left(M_{p_{0}, \pi}\right)_{i, j} \\
\left(M_{p, \pi}^{\prime}\right)_{n+i, n+j} & =\left(M_{p, \pi}\right)_{i, j} ;
\end{aligned}
$$

all other entries of the matrices $M_{p, \pi}^{\prime}, p \in \Gamma^{\prime}, \pi \in \Gamma^{\prime *}$, are 0 .
The initial state vector $I^{\prime} \in S^{\prime 2 n \times 1}$ has, for $1 \leq i \leq n$, the entries

$$
I_{i}^{\prime}=I_{i}, I_{n+i}^{\prime}=0
$$

We have to prove that

$$
\left\|\mathcal{P}^{\prime}\right\|=I^{\prime}\left(M^{\prime \omega, n}\right)_{p_{0}^{\prime}}=\|\mathcal{P}\|^{\omega}=\left(I\left(M^{*}\right)_{p_{0}, \varepsilon} P\right)^{\omega}
$$

The proof of this claim is as follows.
By definition, for $1 \leq i \leq 2 n$,

$$
\left(\left(M^{\prime \omega, n}\right)_{p_{0}^{\prime}}\right)_{i}=\sum_{\pi_{1}, \pi_{2}, \ldots \in \Gamma^{\prime *}} \sum_{\substack{i_{1}, i_{2}, \ldots, \in P_{n} \\ 1 \leq i_{1}, i_{2}, \ldots \leq 2 n}}\left(M_{p_{0}^{\prime}, \pi_{1}}^{\prime}\right)_{i, i_{1}}\left(M_{\pi_{1}, \pi_{2}}^{\prime}\right)_{i_{1}, i_{2}} \ldots
$$

Inspection shows that a repeated state in the sequence $i_{1}, i_{2}, \ldots$ appears only if in the run $p_{0}^{\prime}, \pi_{1}, \pi_{2}, \ldots$ a transition from $p_{0}^{\prime}$ to $p_{0}^{\prime}$ appears.

Hence, we obtain, with $i_{0}^{1}=i, \pi_{0}^{t}=\varepsilon$ for $t \geq 1$,

$$
\begin{aligned}
& \left(\left(M^{\prime \omega, n}\right)_{p_{0}^{\prime}}\right)_{i} \\
& =\prod_{t \geq 1} \sum_{k_{t} \geq 1} \sum_{1 \leq i_{0}^{t}, \ldots, i_{k_{t}}^{t} \leq n} \sum_{\pi_{1}^{t}, \cdots, \pi_{k_{t}-1}^{t} \in \Gamma^{*}}\left(M_{p_{0}^{\prime}, \pi_{1}^{t} p_{0}^{\prime}}^{\prime}\right)_{i_{0}^{t}, n+i_{1}^{t}}\left(M_{\pi_{1}^{t} p_{0}^{\prime}, \pi_{2}^{t} p_{0}^{\prime}}^{\prime}\right)_{n+i_{1}^{t}, n+i_{2}^{t}} \ldots \\
& \left(M_{\pi_{k_{t}-1}^{t} p_{0}^{\prime}, p_{0}^{\prime}}^{\prime}\right)_{n+i_{k_{t}-1}^{t}, n+i_{k_{t}}^{t}}\left(M_{p_{0}^{\prime}, p_{0}^{\prime}}^{\prime}\right)_{n+i_{k_{t}}^{t}, i_{0}^{t+1}} \\
& =\prod_{t \geq 1} \sum_{k_{t} \geq 1} \sum_{1 \leq i_{0}^{t}, \ldots, i_{k_{t}}^{t} \leq n} \sum_{\pi_{1}^{t}, \ldots, \pi_{k_{t}-1}^{t} \in \Gamma^{*}}\left(M_{p_{0}, \pi_{1}^{t}}\right)_{i_{0}^{t}, i_{1}^{t}}\left(M_{\pi_{1}^{t}, \pi_{2}^{t}}\right)_{i_{1}^{t}, i_{2}^{t}} \ldots \\
& \left(M_{\pi_{k_{t}-1}^{t}, \varepsilon}\right)_{i_{k_{t}-1}^{t}, i_{k_{t}}^{t}}(P I)_{i_{k_{t}}^{t}, i_{0}^{t+1}} \\
& =\prod_{t \geq 1} \sum_{k_{t} \geq 1} \sum_{1 \leq i_{0}^{t} \leq n}\left(\left(M^{k_{t}}\right)_{p_{0}, \varepsilon} P I\right)_{i_{0}^{t}, i_{0}^{t+1}} \\
& =\prod_{t \geq 1} \sum_{1 \leq i_{0}^{t} \leq n}\left(\sum_{k_{t} \geq 1}\left(M^{k_{t}}\right)_{p_{0}, \varepsilon} P I\right)_{i_{0}^{t}, i_{0}^{t+1}} \\
& =\prod_{t \geq 1} \sum_{1 \leq i_{0}^{t} \leq n}\left(\left(M^{*}\right)_{p_{0}, \varepsilon} P I\right)_{i_{0}^{t}, i_{0}^{t+1}} \\
& =\left(\left(M^{*}\right)_{p_{0}, \varepsilon} P I\right)_{i}^{\omega} \text {. }
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\left\|\mathcal{P}^{\prime}\right\| & =\sum_{1 \leq i \leq 2 n} I_{i}\left(\left(M^{\prime \omega, n}\right)_{p_{0}^{\prime}}\right)_{i} \\
& =\sum_{1 \leq i \leq n} I_{i}\left(\left(M^{\prime \omega, n}\right)_{p_{0}^{\prime}}\right)_{i} \\
& =I\left(M^{\prime \omega, n}\right)_{p_{0}^{\prime}} \\
& =I\left(\left(M^{*}\right)_{p_{0}, \varepsilon} P I\right)^{\omega} \\
& =\left(I\left(M^{*}\right)_{p_{0}, \varepsilon} P\right)^{\omega} \\
& =\|\mathcal{P}\|^{\omega} .
\end{aligned}
$$

Lemma 4.2. Let $S$ be a complete star-omega semiring, $\mathcal{P}_{1}$ be an $S^{\prime}-\omega$-pushdown automaton and $\mathcal{P}_{2}$ be an $S^{\prime}$-pushdown automaton. Then there exists an $S^{\prime}-\omega$ pushdown automaton $\mathcal{P}$ such that $\|\mathcal{P}\|=\left\|\mathcal{P}_{2}\right\|\left\|\mathcal{P}_{1}\right\|$.

Proof. Let $\mathcal{P}_{1}=\left(n_{1}, \Gamma_{1}, I_{1}, M_{1}, P_{1}, p_{1}, k\right)$ and $\mathcal{P}_{2}=\left(n_{2}, \Gamma_{2}, I_{2}, M_{2}, P_{2}, p_{2}\right)$ with $\Gamma_{1} \cap \Gamma_{2}=\emptyset$. Then we construct $\mathcal{P}=\left(n_{1}+n_{2}, \Gamma_{1} \cup \Gamma_{2}, I, M, P, p_{2}, k\right)$ as follows.

Let $Q_{1}=\left\{1, \ldots, n_{1}\right\}$ and $Q_{2}=\left\{n_{1}+1, \ldots, n_{2}\right\}$. The pushdown transition matrix $M \in\left(S^{\prime\left(n_{1}+n_{2}\right) \times\left(n_{1}+n_{2}\right)}\right)^{\left(\Gamma_{1} \cup \Gamma_{2}\right)^{*} \times\left(\Gamma_{1} \cup \Gamma_{2}\right)^{*}}$ has entries

1. transitions from $Q_{2}$ to $Q_{2}$

$$
\begin{aligned}
\left(M_{p_{2}, \pi p_{1}}\right)_{i, j} & =\left(\left(M_{2}\right)_{p_{2}, \pi}\right)_{i, j}, \quad i, j \in Q_{2}, \pi \in \Gamma_{2}^{+} \\
\left(M_{p, \pi}\right)_{i, j} & =\left(\left(M_{2}\right)_{p, \pi}\right)_{i, j}, \quad i, j \in Q_{2}, p \in \Gamma_{2}, \pi \in \Gamma_{2}^{+} \\
\left(M_{p, \varepsilon}\right)_{i, j} & =\left(\left(M_{2}\right)_{p, \varepsilon}\right)_{i, j}, \quad i, j \in Q_{2}, p \in \Gamma_{2}
\end{aligned}
$$

2. transitions from $Q_{2}$ to $Q_{1}$

$$
\begin{aligned}
\left(M_{p_{2}, p_{1}}\right)_{i, j} & =\left(\left(M_{2}\right)_{p_{2}, \varepsilon} P_{2} I_{1}\right)_{i, j}, \quad i \in Q_{2}, j \in Q_{1} \\
\left(M_{p, \varepsilon}\right)_{i, j} & =\left(\left(M_{2}\right)_{p, \varepsilon} P_{2} I_{1}\right)_{i, j}, \quad i \in Q_{2}, j \in Q_{1}, p \in \Gamma_{2}
\end{aligned}
$$

3. transitions from $Q_{1}$ to $Q_{1}$

$$
\left(M_{p, \pi}\right)_{i, j}=\left(\left(M_{1}\right)_{p, \pi}\right)_{i, j}, \quad i, j \in Q_{1}, p \in \Gamma_{1}, \pi \in \Gamma_{1}^{*}
$$

All other entries of the matrices $M_{p, \pi}, p \in \Gamma_{1} \cup \Gamma_{2}, \pi \in\left(\Gamma_{1} \cup \Gamma_{2}\right)^{*}$, are 0 .
The initial state vector $I \in S^{\prime 1 \times\left(n_{1}+n_{2}\right)}$ and the final state vector $P \in S^{\prime\left(n_{1}+n_{2}\right) \times 1}$ have the entries

$$
\begin{array}{rr}
I_{i}=0, i \in Q_{1}, & I_{i}=\left(I_{2}\right)_{i}, i \in Q_{2} \\
P_{i}=\left(P_{1}\right)_{i}, i \in Q_{1}, & P_{i}=0, i \in Q_{2} .
\end{array}
$$

We have to prove that

$$
\begin{aligned}
\|\mathcal{P}\| & =I\left(M^{*}\right)_{p_{2}, \varepsilon} P+I\left(M^{\omega, k}\right)_{p_{2}} \\
& =I_{2}\left(M_{2}^{*}\right)_{p_{2}, \varepsilon} P_{2} I_{1}\left(M_{1}^{*}\right)_{p_{1}, \varepsilon} P_{1}+I_{2}\left(M_{2}^{*}\right)_{p_{2}, \varepsilon} P_{2} I_{1}\left(M_{1}^{\omega, k}\right)_{p_{1}} \\
& =\left\|\mathcal{P}_{2}\right\|\left\|\mathcal{P}_{1}\right\| .
\end{aligned}
$$

The proof of this claim is as follows.
By definition,

$$
\begin{aligned}
\left(\left(M^{\omega, k}\right)_{p_{2}}\right)_{i_{0}}= & \sum_{\pi_{1}, \pi_{2}, \ldots \in\left(\Gamma_{1} \cup \Gamma_{2}\right)^{*}} \sum_{\substack{i_{1}, i_{2}, \ldots \in P_{k} \\
1 \leq i_{1}, i_{2}, \ldots \leq n_{1}+n_{2}}} \\
& \left(M_{p_{2}, \pi_{1}}\right)_{i_{0}, i_{1}}\left(M_{\pi_{1}, \pi_{2}}\right)_{i_{1}, i_{2}} \ldots, \quad i_{0} \in Q_{2}, \\
\left(\left(M^{\omega, k}\right)_{p_{2}}\right)_{i_{0}}= & 0, \quad i_{0} \in Q_{1} .
\end{aligned}
$$

As long as $\mathcal{P}$ remains in a state of $Q_{2}$, the contents of the pushdown tape is $\pi p_{1}, \pi \in \Gamma_{2}^{*}$. The transition from a state of $Q_{2}$ to a state of $Q_{1}$ is possible only in the following three situations:
(a) In the first step, the contents $p_{2}$ of the pushdown tape is replaced by $p_{1}$.
(b) The contents of the pushdown tape is $p p_{1}, p \in \Gamma_{2}$, and $p$ is replaced by the empty word; so that after this replacement the contents is $p_{1}$.
(c) The contents of the pushdown tape is $p \pi p_{1}, p \in \Gamma_{2}, \pi \in \Gamma_{2}^{+}$, and $p$ is replaced by the empty word. In this situation, no continuation of the computation of $\mathcal{P}$ is possible.

Since all the repeated states are states in $Q_{1}$, there must be a transition from a state of $Q_{2}$ to a state of $Q_{1}$.

As long as $\mathcal{P}$ remains in a state of $Q_{2}$ with $\pi p_{1}, \pi \in \Gamma_{2}^{*}$, on the pushdown tape, it simulates $\mathcal{P}_{2}$ up to situations (a) or (b). Then $p_{1}$ is the contents of the pushdown tape of $\mathcal{P}, \mathcal{P}$ is in a state of $Q_{1}$ and simulates $\mathcal{P}_{1}$, since there is no transition from a state of $Q_{1}$ to a state of $Q_{2}$.

Hence, we obtain, for $i_{0} \in Q_{2}$,

$$
\begin{aligned}
& \left(\left(M^{\omega, k}\right)_{p_{2}}\right)_{i_{0}} \\
& =\sum_{\substack{\pi_{1}, \pi_{2}, \ldots \in \Gamma_{1}^{+}}} \sum_{\substack{j_{0}, j_{1}, \ldots \in Q_{1} \\
\left(j_{0}, j_{1}, \ldots\right) \in P_{k}}}\left(M_{p_{2}, p_{1}}\right)_{i_{0}, j_{0}}\left(M_{p_{1}, \pi_{1}}\right)_{j_{0}, j_{1}}\left(M_{\pi_{1}, \pi_{2}}\right)_{j_{1}, j_{2}} \cdots+ \\
& \sum_{t \geq 1} \sum_{\rho_{1}, \ldots, \rho_{t-1} \in \Gamma_{2}^{+}} \sum_{\rho_{t} \in \Gamma_{2}} \sum_{\pi_{1}, \pi_{2}, \ldots \in \Gamma_{1}^{+}} \sum_{i_{1}, \ldots, i_{t} \in Q_{2}} \sum_{\substack{j_{0}, j_{1}, \ldots \in Q_{1} \\
\left(j_{0}, j_{1}, \ldots\right) \in P_{k}}}\left(M_{p_{2}, \rho_{1} p_{1}}\right)_{i_{0}, i_{1}} \\
& \left(M_{\rho_{1} p_{1}, \rho_{2} p_{2}}\right)_{i_{1}, i_{2}} \ldots\left(M_{\rho_{t} p_{1}, p_{1}}\right)_{i_{t}, j_{0}}\left(M_{p_{1}, \pi_{1}}\right)_{j_{0}, j_{1}}\left(M_{\pi_{1}, \pi_{2}}\right)_{j_{1}, j_{2}} \ldots \\
& =\sum_{j_{0} \in Q_{1}}\left(\left(M_{2}\right)_{p_{2}, \varepsilon} P_{2} I_{1}\right)_{i_{0}, j_{0}}\left(\left(M_{1}^{\omega, k}\right)_{p_{1}}\right)_{j_{0}}+\sum_{t \geq 1} \sum_{\rho_{1}, \ldots, \rho_{t-1} \in \Gamma_{2}^{+}} \\
& \sum_{\rho_{t} \in \Gamma_{2}} \sum_{\pi_{1}, \pi_{2}, \ldots \in \Gamma_{1}^{+}} \sum_{i_{1}, \ldots, i_{t} \in Q_{2}} \sum_{\substack{j_{0}, j_{1}, \ldots \in Q_{1} \\
\left(j_{0}, j_{1}, \ldots .\right) \in P_{k}}}\left(\left(M_{2}\right)_{p_{2}, \rho_{1}}\right)_{i_{0}, i_{1}}\left(\left(M_{2}\right)_{\rho_{1}, \rho_{2}}\right)_{i_{1}, i_{2}} \ldots \\
& \left(\left(\left(M_{2}\right)_{\rho_{t}, \varepsilon}\right) P_{2} I_{1}\right)_{i_{t}, j_{0}}\left(\left(M_{1}\right)_{p_{1}, \pi_{1}}\right)_{j_{0}, j_{1}}\left(\left(M_{1}\right)_{\pi_{1}, \pi_{2}}\right)_{j_{1}, j_{2}} \ldots \\
& =\sum_{j_{0} \in Q_{1}} \sum_{t \geq 0}\left(\left(M_{2}^{t+1}\right)_{p_{2}, \varepsilon} P_{2} I_{1}\right)_{i_{0}, j_{0}}\left(\left(M_{1}^{\omega, k}\right)_{p_{1}}\right)_{j_{0}} \\
& =\left(\left(M_{2}^{*}\right)_{p_{2}, \varepsilon} P_{2} I_{1}\left(M_{1}^{\omega, k}\right)_{p_{1}}\right)_{i_{0}} .
\end{aligned}
$$

In the first equality, the first summand on the right side represents situation (a), while the second summand represents situation (b).

By definition,

$$
\begin{aligned}
\left(\left(M^{*}\right)_{p_{2}, \varepsilon}\right)_{i_{0}, j}= & \sum_{t \geq 1} \sum_{\pi_{1}, \ldots, \pi_{t} \in\left(\Gamma_{1} \cup \Gamma_{2}\right)^{*}} \sum_{1 \leq i_{1}, \ldots, i_{t} \leq n_{1}+n_{2}}\left(M_{p_{2}, \pi_{1}}\right)_{i_{0}, i_{1}} \\
& \left(M_{\pi_{1}, \pi_{2}}\right)_{i_{1}, i_{2}} \ldots\left(M_{\pi_{t}, \varepsilon}\right)_{i_{t}, j}, \quad i_{0} \in Q_{2}, j \in Q_{1} \cup Q_{2}, \\
\left(\left(M^{*}\right)_{p_{2}, \varepsilon}\right)_{i_{0}, j}= & 0, \quad i_{0} \in Q_{1}, j \in Q_{1} \cup Q_{2} .
\end{aligned}
$$

Observe that $\pi_{1}=\pi p_{1}, \pi \in \Gamma_{2}^{*}$. To obtain the empty tape, $\mathcal{P}$ has to replace eventually $p_{1}$ by some $\pi^{\prime} \in \Gamma_{1}^{*}$. But this is possible only in situations (a) or (b).

Hence, we obtain, for $i_{0} \in Q_{2}, j \in Q_{1}$,

$$
\begin{aligned}
\left(\left(M^{*}\right)_{p_{2}, \varepsilon}\right)_{i_{0}, j}= & \sum_{j_{0} \in Q_{1}}\left(M_{p_{2}, p_{1}}\right)_{i_{0}, j_{0}}\left(\left(M^{*}\right)_{p_{1}, \varepsilon}\right)_{j_{0}, j}+ \\
& \sum_{t \geq 1} \sum_{\rho_{1}, \ldots, \rho_{t-1} \in \Gamma_{2}^{+}} \sum_{\rho_{t} \in \Gamma_{2}} \sum_{i_{1}, \ldots, i_{t} \in Q_{2}} \sum_{j_{0} \in Q_{1}}\left(M_{p_{2}, \rho_{1} p_{1}}\right)_{i_{0}, i_{1}} \ldots \\
& \left(M_{\rho_{t} p_{1}, p_{1}}\right)_{i_{t}, j_{0}}\left(\left(M^{*}\right)_{p_{1}, \varepsilon}\right)_{j_{0}, j} \\
= & \sum_{j_{0} \in Q_{1}}\left(\left(M_{2}\right)_{p_{2}, \varepsilon} P_{2} I_{1}\right)_{i_{0}, j_{0}}\left(\left(M_{1}^{*}\right)_{p_{1}, \varepsilon}\right)_{j_{0}, j}+ \\
& \sum_{t \geq 1} \sum_{\rho_{1}, \ldots, \rho_{t-1} \in \Gamma_{2}^{+}} \sum_{\rho_{l} \in \Sigma_{2}} \sum_{i_{1}, \ldots, i_{t} \in Q_{2}} \sum_{j_{0} \in Q_{1}}\left(\left(M_{2}\right)_{p_{2}, \rho_{1}}\right)_{i_{0}, i_{1}} \ldots \\
= & \left(\left(M_{2}\right)_{\rho_{t-1}, \rho_{t}}\right)_{i_{t-1}, i_{t}}\left(\left(M_{2}\right)_{\rho_{t}, \varepsilon} P_{2} I_{1}\right)_{i_{t}, j_{0}}\left(\left(M_{1}^{*}\right)_{p_{1}, \varepsilon}\right)_{j_{0}, j} \\
= & \sum_{t \geq 0}\left(\left(M_{2}\right)_{p_{2}, \varepsilon} P_{2} I_{1}\left(M_{1}^{*}\right)_{p_{1}, \varepsilon}\right)_{j_{0}, j}+ \\
= & \left(\left(M_{2}^{*}\right)_{p_{2}, \varepsilon} P_{p_{2}, \varepsilon} I_{1}\left(M_{1}^{*}\right)_{p_{1}, \varepsilon} I_{i_{1}\left(\left(M_{1}^{*}, j\right.\right.},\right.
\end{aligned}
$$

and, for $i_{0} \in Q_{2}, j \in Q_{2}$,

$$
\left(\left(M^{*}\right)_{p_{2}, \varepsilon}\right)_{i_{0}, j}=0
$$

In the first equality, the first summand on the right side represents situation (a), while the second summand represents situation (b).

We obtain

$$
\begin{aligned}
I\left(M^{*}\right)_{p_{2}, \varepsilon} P & =\sum_{i \in Q_{2}} \sum_{j \in Q_{1}}\left(I_{2}\right)_{i}\left(\left(M_{2}^{*}\right)_{p_{2}, \varepsilon} P_{2} I_{1}\left(M_{1}^{*}\right)_{p_{1}, \varepsilon}\right)_{i, j}\left(P_{1}\right)_{j} \\
& =I_{2}\left(M_{2}^{*}\right)_{p_{2}, \varepsilon} P_{2} I_{1}\left(M_{1}^{*}\right)_{p_{1}, \varepsilon} P_{1}
\end{aligned}
$$

and

$$
\begin{aligned}
I\left(M^{\omega, k}\right)_{p_{2}} & =\sum_{i \in Q_{2}}\left(I_{2}\right)_{i}\left(\left(M_{2}^{*}\right)_{p_{2}, \varepsilon} P_{2} I_{1}\left(M_{1}^{\omega, k}\right)_{p_{1}}\right)_{i} \\
& =I_{2}\left(M_{2}^{*}\right)_{p_{2}, \varepsilon} P_{2} I_{1}\left(M_{1}^{\omega, k}\right)_{p_{1}} .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\|\mathcal{P}\| & =I\left(M^{*}\right)_{p_{2}, \varepsilon} P+I\left(M^{\omega, k}\right)_{p_{2}} \\
& =I_{2}\left(M_{2}^{*}\right)_{p_{2}, \varepsilon} P_{2}\left(I_{1}\left(M_{1}^{*}\right)_{p_{1}, \varepsilon} P_{1}+I_{1}\left(M_{1}^{\omega, k}\right)_{p_{1}}\right) \\
& =\left\|\mathcal{P}_{2}\right\|\left\|\mathcal{P}_{1}\right\| .
\end{aligned}
$$

Lemma 4.3. Let $S$ be a complete star-omega semiring and $\mathcal{P}_{1}, \mathcal{P}_{2} S^{\prime}$ - $\omega$-pushdown automata. Then there exists an $S^{\prime}-\omega$-pushdown automaton $\mathcal{P}$ such that $\|\mathcal{P}\|=$ $\left\|\mathcal{P}_{1}\right\|+\left\|\mathcal{P}_{2}\right\|$.

Proof. Let $\mathcal{P}_{i}=\left(n_{i}, \Gamma_{i}, I_{i}, M_{i}, P_{i}, p_{i}, k_{i}\right), i=1,2$, with $\Gamma_{1} \cap \Gamma_{2}=\emptyset$. Then we construct $\mathcal{P}=\left(n_{1}+n_{2}, \Gamma, I, M, P, p_{0}, k_{1}+k_{2}\right), \Gamma=\Gamma_{1} \cup \Gamma_{2} \cup\left\{p_{0}\right\}$.

The matrix $M \in\left(S^{\prime\left(n_{1}+n_{2}\right) \times\left(n_{1}+n_{2}\right)}\right)^{\Gamma^{*} \times \Gamma^{*}}$ is defined as follows. Let, for $\pi_{1}, \pi_{2} \in$ $\Gamma_{1}^{*},\left(\pi_{1}, \pi_{2}\right) \neq(\varepsilon, \varepsilon)$,

$$
\left(M_{1}\right)_{\pi_{1}, \pi_{2}}=\left(\begin{array}{ll}
a_{\pi_{1}, \pi_{2}} & b_{\pi_{1}, \pi_{2}} \\
c_{\pi_{1}, \pi_{2}} & d_{\pi_{1}, \pi_{2}}
\end{array}\right)
$$

where the blocks are indexed by $\left\{1, \ldots, k_{1}\right\},\left\{k_{1}+1, \ldots, n_{1}\right\}$, and, for $\pi_{1}, \pi_{2} \in \Gamma_{2}^{*}$, $\left(\pi_{1}, \pi_{2}\right) \neq(\varepsilon, \varepsilon)$,

$$
\left(M_{2}\right)_{\pi_{1}, \pi_{2}}=\left(\begin{array}{ll}
a_{\pi_{1}, \pi_{2}} & b_{\pi_{1}, \pi_{2}} \\
c_{\pi_{1}, \pi_{2}} & d_{\pi_{1}, \pi_{2}}
\end{array}\right)
$$

where the blocks are indexed by $\left\{1, \ldots, k_{2}\right\},\left\{k_{2}+1, \ldots, n_{2}\right\}$.
Then, we define, for $\pi \in \Gamma_{1}^{*}$,

$$
M_{p_{0}, \pi}=\left(\begin{array}{cccc}
a_{p_{1}, \pi} & 0 & b_{p_{1}, \pi} & 0 \\
0 & 0 & 0 & 0 \\
c_{p_{1}, \pi} & 0 & d_{p_{1}, \pi} & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

for $\pi \in \Gamma_{2}^{*}$,

$$
M_{p_{0}, \pi}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & a_{p_{1}, \pi} & 0 & b_{p_{1}, \pi} \\
0 & 0 & 0 & 0 \\
0 & c_{p_{1}, \pi} & 0 & d_{p_{1}, \pi}
\end{array}\right) ;
$$

for $p \in \Gamma_{1}, \pi \in \Gamma_{1}^{*}$,

$$
M_{p, \pi}=\left(\begin{array}{cccc}
a_{p, \pi} & 0 & b_{p, \pi} & 0 \\
0 & 0 & 0 & 0 \\
c_{p, \pi} & 0 & d_{p, \pi} & 0 \\
0 & 0 & 0 & 0
\end{array}\right) ;
$$

and for $p \in \Gamma_{2}, \pi \in \Gamma_{2}^{*}$,

$$
M_{p, \pi}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & a_{p, \pi} & 0 & b_{p, \pi} \\
0 & 0 & 0 & 0 \\
0 & c_{p, \pi} & 0 & d_{p, \pi}
\end{array}\right) .
$$

Here the blocks are indexed by $\left\{1, \ldots, k_{1}\right\},\left\{k_{1}+1, \ldots, k_{1}+k_{2}\right\},\left\{k_{1}+k_{2}+\right.$ $\left.1, \ldots, k_{2}+n_{1}\right\},\left\{k_{2}+n_{1}+1, \ldots, n_{1}+n_{2}\right\}$.

The initial state vector $I \in S^{\prime 1 \times\left(n_{1}+n_{2}\right)}$ and the final state vector $P \in S^{\prime\left(n_{1}+n_{2}\right) \times 1}$ are defined by

$$
I=\left(\left(\left(I_{1}\right)_{i}\right)_{1 \leq i \leq k_{1}},\left(\left(I_{2}\right)_{i}\right)_{1 \leq i \leq k_{2}},\left(\left(I_{1}\right)_{i}\right)_{k_{1}+1 \leq i \leq n_{1}},\left(\left(I_{2}\right)_{i}\right)_{k_{2}+1 \leq i \leq n_{2}}\right)
$$

and

$$
P=\left(\left(\left(P_{1}\right)_{i}\right)_{1 \leq i \leq k_{1}},\left(\left(P_{2}\right)_{i}\right)_{1 \leq i \leq k_{2}},\left(\left(P_{1}\right)_{i}\right)_{k_{1}+1 \leq i \leq n_{1}},\left(\left(P_{2}\right)_{i}\right)_{k_{2}+1 \leq i \leq n_{2}}\right)^{\top}
$$

with the same block indexing as before.
We have to prove that

$$
\|\mathcal{P}\|=\left\|\mathcal{P}_{1}\right\|+\left\|\mathcal{P}_{2}\right\|=\left(I_{1} M_{1}^{*} P_{1}+I_{2} M_{2}^{*} P_{2}\right)+\left(I_{1} M_{1}^{\omega, k_{1}}+I_{2} M_{2}^{\omega, k_{2}}\right)
$$

The proof of this claim is as follows.
We obtain, for $1 \leq i \leq n_{1}+n_{2}$,

$$
\left(\left(M^{\omega, k_{1}+k_{2}}\right)_{p_{0}}\right)_{i}=\sum_{\pi_{1}, \pi_{2}, \ldots \in \Gamma^{+}} \sum_{\substack{\left(i_{1}, i_{2}, \ldots\right) \in R_{k_{1}+k_{2}} \\ 1 \leq i_{1}, i_{2}, \ldots \leq n_{1}+n_{2}}}\left(M_{p_{0}, \pi_{1}}\right)_{i, i_{1}}\left(M_{\pi_{1}, \pi_{2}}\right)_{i_{1}, i_{2}} \ldots
$$

For $1 \leq i \leq k_{1}$ and $k_{1}+k_{2}+1 \leq i \leq n_{1}+k_{2}$, and by deleting the 0 -block rows
and the corresponding 0 -block columns, we obtain

$$
\begin{aligned}
& \left(\left(M^{\omega, k_{1}+k_{2}}\right)_{p_{0}}\right)_{i} \\
& =\sum_{\pi_{1}, \pi_{2}, \ldots \in \Gamma_{1}^{+}} \sum_{\substack{\left(i_{1}, i_{2}, \ldots\right) \in P_{k_{1}} \\
1 \leq i_{1}, i_{2}, \ldots \leq n_{1}}}\left(\begin{array}{ll}
a_{p_{1}, \pi_{1}} & b_{p_{1}, \pi_{1}} \\
c_{p_{1}, \pi_{1}} & d_{p_{1}, \pi_{1}}
\end{array}\right)_{i, i_{1}}\left(\begin{array}{ll}
a_{\pi_{1}, \pi_{2}} & b_{\pi_{1}, \pi_{2}} \\
c_{\pi_{1}, \pi_{2}} & d_{\pi_{1}, \pi_{2}}
\end{array}\right)_{i_{1}, i_{2}} \ldots \\
& =\sum_{\pi_{1}, \pi_{2}, \ldots \in \Gamma_{1}^{+}} \sum_{\substack{\left(i_{1}, i_{2}, \ldots\right) \in P_{k_{1}} \\
1 \leq i_{1}, i_{2}, \ldots \leq n_{1}}}\left(\left(M_{1}\right)_{p_{1}, \pi_{1}}\right)_{i, i_{1}}\left(\left(M_{1}\right)_{\pi_{1}, \pi_{2}}\right)_{i_{1}, i_{2}} \ldots \\
& =\left(\left(M_{1}^{\omega, k_{1}}\right)_{p_{1}}\right)_{i^{\prime}},
\end{aligned}
$$

where $i^{\prime}=i$ if $1 \leq i \leq k_{1}$ and $i^{\prime}=i-k_{2}$ if $k_{1}+k_{2}+1 \leq i \leq n_{1}+k_{2}$.
A similar proof yields, for $k_{1}+1 \leq i \leq k_{1}+k_{2}$ and $n_{1}+k_{2}+1 \leq i \leq n_{1}+n_{2}$, and by deleting the 0 -block rows and the corresponding 0 -block columns,

$$
\left(\left(M^{\omega, k_{1}+k_{2}}\right)_{p_{0}}\right)_{i}=\left(\left(M_{2}^{\omega, k_{2}}\right)_{p_{2}}\right)_{i^{\prime}}
$$

where $i^{\prime}=i-k_{1}$ if $k_{1}+1 \leq i \leq k_{1}+k_{2}$ and $i^{\prime}=i-n_{1}$ if $n_{1}+k_{2}+1 \leq i \leq n_{1}+n_{2}$.
By similar arguments, we obtain, for $1 \leq i, j \leq k_{1}$ and $k_{1}+k_{2}+1 \leq i, j \leq n_{1}+k_{2}$,

$$
\left(\left(M^{*}\right)_{p_{0}, \varepsilon}\right)_{i, j}=\left(\left(M_{1}\right)_{p_{1}, \varepsilon}^{*}\right)_{i^{\prime}, j^{\prime}},
$$

where $i^{\prime}=i$ if $1 \leq i \leq k_{1}, i^{\prime}=i-k_{2}$ if $k_{1}+k_{2}+1 \leq i \leq n_{1}+k_{2}, j^{\prime}=j$ if $1 \leq j \leq k_{1}$, and $j^{\prime}=j-k_{2}$ if $k_{1}+k_{2}+1 \leq j \leq n_{1}+k_{2}$,
and for $k_{1}+1 \leq i, j \leq k_{1}+k_{2}$ and $n_{1}+k_{2}+1 \leq i, j \leq n_{1}+n_{2}$,

$$
\left(\left(M^{*}\right)_{p_{0}, \varepsilon}\right)_{i, j}=\left(\left(M_{2}\right)_{p_{2}, \varepsilon}^{*}\right)_{i^{\prime}, j^{\prime}}
$$

where $i^{\prime}=i-k_{1}$ if $k_{1}+1 \leq i \leq k_{1}+k_{2}, i^{\prime}=i-n_{1}$ if $n_{1}+k_{2}+1 \leq i \leq n_{1}+n_{2}$, $j^{\prime}=j-k_{1}$ if $k_{1}+1 \leq j \leq k_{1}+k_{2}$, and $j^{\prime}=j-n_{1}$ if $n_{1}+k_{2}+1 \leq j \leq n_{1}+n_{2}$.

Hence, we obtain

$$
\begin{aligned}
& I M^{*} P=\sum_{\substack{1 \leq i \leq k_{1} \\
k_{1}+k_{2}+1 \leq i \leq k_{2}+n_{2}}} \sum_{\substack{k_{1}+j \leq k_{1} \\
k_{1}+1 \leq i \leq k_{1}+k_{2} \\
k_{2}+n_{1}+1 \leq i \leq n_{2}+n_{2}+1 \leq j \leq k_{2}+n_{1}}} I_{i} M_{i, j}^{*} P_{j}+ \\
&=\sum_{\substack{k_{1}+1 \leq j \leq k_{1}+k_{2} \\
k_{2}+n_{1}+1 \leq j \leq n_{1}+n_{2}}} I_{i} M_{i, j}^{*} P_{j} \\
& \sum_{1 \leq i \leq n_{1}}\left(I_{1}\right)_{i}\left(M_{1}^{*}\right)_{i, j}\left(P_{1}\right)_{j}+ \\
& \sum_{1 \leq j \leq n_{1}} \sum_{1 \leq j \leq n_{2}}\left(I_{2}\right)_{i}\left(M_{2}^{*}\right)_{i, j}\left(P_{2}\right)_{j} \\
&=I_{1} M_{1}^{*} P_{1}+I_{2} M_{2}^{*} P_{2},
\end{aligned}
$$

$$
\begin{aligned}
& I M^{\omega, k_{1}+k_{2}} \\
&= \sum_{\substack{1 \leq i \leq k_{1} \\
k_{1}+k_{2}+1 \leq i \leq k_{2}+n_{1}}} I_{1}\left(\left(M^{\omega, k_{1}+k_{2}}\right)_{p_{0}}\right)_{i}+\sum_{\substack{k_{1}+1 \leq i \leq k_{1}+k_{2} \\
k_{2}+n_{1}+1 \leq i \leq n_{1}+n_{2}}}\left(I_{1}\left(M^{\omega, k_{1}+k_{2}}\right)_{p_{0}}\right)_{i} \\
&=\sum_{1 \leq i \leq n_{1}}\left(I_{1}\right)_{i}\left(\left(M_{1}^{\omega, k_{1}}\right)_{p_{1}}\right)_{i}+\sum_{1 \leq i \leq n_{2}}\left(I_{2}\right)_{i}\left(\left(M_{2}^{\omega, k_{2}}\right)_{p_{2}}\right)_{i} \\
&= I_{1}\left(M_{1}^{\omega, k_{1}}\right)_{p_{1}}+I_{2}\left(M_{2}^{\omega, k_{2}}\right)_{p_{2}},
\end{aligned}
$$

and

$$
\begin{aligned}
\|\mathcal{P}\| & =I M^{*} P+I M^{\omega, k_{1}+k_{2}} \\
& =\left(I_{1} M_{1}^{*} P_{1}+I_{1}\left(M_{1}^{\omega, k_{1}}\right)_{p_{1}}\right)+\left(I_{2} M_{2}^{*} P_{2}+I_{2}\left(M_{2}^{\omega, k_{2}}\right)_{p_{2}}\right) \\
& =\left\|\mathcal{P}_{1}\right\|+\left\|\mathcal{P}_{2}\right\|
\end{aligned}
$$

Proof of Theorem 4.1. We have only to prove implication $(i i i) \Rightarrow(i v)$. Since $s, s_{k}, t_{k}, 1 \leq k \leq m$, are in $\mathfrak{A l g}\left(S^{\prime}\right)$, there exist, by Theorem 6.8 of Kuich [11], $S^{\prime}$ pushdown automata $\mathcal{P}_{s}, \mathcal{P}_{s_{k}}, \mathcal{P}_{t_{k}}$ with behaviors $\left\|\mathcal{P}_{s}\right\|=s,\left\|\mathcal{P}_{s_{k}}\right\|=s_{k},\left\|\mathcal{P}_{t_{k}}\right\|=t_{k}$.

By Lemma 4.1, we can construct $S^{\prime}-\omega$-pushdown automata $\mathcal{P}_{k}^{\prime}$ with behaviors $\left\|\mathcal{P}_{k}^{\prime}\right\|=t_{k}^{\omega}, 1 \leq k \leq m$; by Lemma $4.2 S^{\prime}-\omega$-pushdown automata $\mathcal{P}_{k}$ with behaviors $\left\|\mathcal{P}_{k}\right\|=s_{k} t_{k}^{\omega}$, and by Lemma 4.3 an $S^{\prime}$ - $\omega$-pushdown automaton $\mathcal{P}^{\prime}$ with behavior $\left\|\mathcal{P}^{\prime}\right\|=\sum_{1 \leq k \leq m} s_{k} t_{k}^{\omega}$. Again by Lemma 4.3, we can construct an $S^{\prime}-\omega$-pushdown automaton $\mathcal{P}$ with behavior $\|\mathcal{P}\|=\left(s, \sum_{1 \leq k \leq m} s_{k} t_{k}^{\omega}\right)$.

Algebraic expressions denoting formal power series in $S^{a l g}\left\langle\left\langle\Sigma^{*}\right\rangle\right\rangle, S$ a continuous commutative semiring and $\Sigma$ an alphabet, are defined in Section 3.5 of Ésik, Kuich [10]. By help of Theorem 4.1 (iii) $\omega$-algebraic expressions denoting pairs $(s, v) \in$ $\omega-\mathfrak{A l g}\left(S^{\prime}\right), S^{\prime}=S\langle\Sigma \cup\{\varepsilon\}\rangle, S$ a continuous star-omega semiring and $\Sigma$ an alphabet, can easily be defined.
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# Continuous Semiring-Semimodule Pairs and Mixed Algebraic Systems* 

Zoltán Ésik ${ }^{a}$ and Werner Kuich ${ }^{b}$


#### Abstract

We associate with every commutative continuous semiring $S$ and alphabet $\Sigma$ a category whose objects are all sets and a morphism $X \rightarrow Y$ is determined by a function from $X$ into the semiring of formal series $S\left\langle\left\langle(Y \biguplus \Sigma)^{*}\right\rangle\right.$ of finite words over $Y \biguplus \Sigma$, an $X \times Y$-matrix over $S\left\langle(Y \biguplus \Sigma)^{*}\right\rangle$, and a function from $X$ into the continuous $S\left\langle(Y \biguplus \Sigma)^{*}\right\rangle$-semimodule $S\left\langle(Y \biguplus \Sigma)^{\omega}\right\rangle$ of series of $\omega$ words over $Y \biguplus \Sigma$. When $S$ is also an $\omega$-semiring (equipped with an infinite product operation), then we define a fixed point operation over our category and show that it satisfies all identities of iteration categories. We then use this fixed point operation to give semantics to recursion schemes defining series of finite and infinite words. In the particular case when the semiring is the Boolean semiring, we obtain the context-free languages of finite and $\omega$-words.


## 1 Introduction

Suppose that $S$ is a continuous semiring and $\Sigma$ and $X$ are sets. Let $X^{*}$ and $X^{\omega}$ respectively denote the sets of all finite and $\omega$-words over $X$. We can form the continuous semiring $S\left\langle\left\langle X^{*}\right\rangle\right.$ of series over $X^{*}$ with coefficients in $S$ and the continuous $S\left\langle\left\langle X^{*}\right\rangle\right.$-semimodule $S\left\langle\left\langle X^{\omega}\right\rangle\right.$ of series over $X^{\omega}$ with coefficients in $S$. If $S$ is equipped with an infinite product operation $S^{\omega} \rightarrow S, s_{1} s_{2} \cdots \mapsto \prod_{n \geq 1} s_{n}$, satisfying certain axioms including a sort of continuity described in the sequel, then we can also define an infinite product operation $\left(S\left\langle\left\langle X^{*}\right\rangle\right)^{\omega} \rightarrow S\left\langle\left\langle X^{\omega}\right\rangle\right\rangle\right.$. In our first result, we show that the construction of the 'continuous $\omega$-semiring-semimodule pair' $\left(S\left\langle\left\langle X^{*}\right\rangle\right\rangle, S\left\langle\left\langle X^{\omega}\right\rangle\right\rangle\right)$ enjoys a universal property, cf. Theorem 5.1.

In the second part of the paper we use the above universality result to give an algebraic treatment of recursion schemes defining series of finite and infinite words over $\Sigma$. To this end, we will restrict ourselves to commutative continuous

[^2]$\omega$-semirings $S$. Suppose that
$$
x_{i}=p_{i} i \in I(R)
$$
is a finite or infinite recursion scheme (or system of fixed point equations), where each $p_{i}$ is a series in $S\left\langle\left\langle(X \uplus \Sigma)^{*}\right\rangle\right.$. Then we associate with $R$ in a natural way a function
$$
F_{R}: S\left\langle\left\langle\Sigma^{*}\right\rangle\right\rangle \times S\left\langle\left\langle S^{\omega}\right\rangle>S\left\langle\left\langle\Sigma^{*}\right\rangle \times S\left\langle\left\langle S^{\omega}\right\rangle\right.\right.\right.
$$
and define the semantics of $R$ as a 'canonical' fixed point of $F_{R}$.
In order to facilitate the construction of the canonical fixed point, we introduce a category whose objects are sets (of recursion variables) and a morphism $f: X \rightarrow Y$ has three components:

- a function $f_{0}: X \rightarrow S\left\langle(Y \uplus \Sigma)^{*}\right\rangle$,
- a matrix $f_{M} \in\left(S\left\langle\left\langle(Y \uplus \Sigma)^{*}\right\rangle\right)^{X \times Y}\right.$,
- a function $f_{\omega}: X \rightarrow S\left\langle\left\langle(Y \uplus \Sigma)^{\omega}\right\rangle\right.$.

We define composition and the identity morphisms in a natural way to obtain a category $\operatorname{Ser}_{S, \Sigma}^{\omega}$. By taking the first components of morphisms, this category can be projected onto the category $\mathbf{S e r}_{S, \Sigma}$ having sets as objects and functions $X \rightarrow S\left\langle\left\langle(Y \uplus \Sigma)^{*}\right\rangle\right.$ as morphisms $X \rightarrow Y$. It will be clear from the definition that the coproduct $X_{1} \oplus \cdots \oplus X_{n}$ of any finite sequence $X_{1}, \ldots, X_{n}$ of objects exists in $\operatorname{Ser}_{S, \Sigma}^{\omega}$, in fact it will be given by disjoint union. (Actually all coproducts will exist, but this fact is not important for the paper.)

Next we define a dagger operation mapping a morphism $f: X \rightarrow X \oplus Y$ to a morphism $f^{\dagger}: X \rightarrow Y$. We prove that for any $f: X \rightarrow X \oplus Y$, the morphism $f^{\dagger}: X \rightarrow Y$ is a solution of the fixed point equation

$$
\xi=f \circ\left\langle\xi, \mathbf{i d}_{Y}\right\rangle .
$$

(Here, $\langle-,-\rangle$ denotes the source pairing operation determined by the coproduct structure.) Intuitively, $f$ represents a system of fixed point equations (recursion scheme) in the variables $X$ and parameters $Y$, and $f^{\dagger}$ is its canonical solution. In particular, the function $F_{R}$ associated with a system of fixed point equations $(R)$ can be seen as a morphism $f: X \rightarrow X$ in $\mathbf{S e r}_{S, \Sigma}^{\omega}$, and the canonical fixed point of $F_{R}$ can be derived from $f^{\dagger}: X \rightarrow \varnothing$. Indeed the three components of $f^{\dagger}$ are a function $X \rightarrow S\left\langle\left\langle\Sigma^{*}\right\rangle\right\rangle$, the empty $X \times \varnothing$-matrix over $S\left\langle\left\langle\Sigma^{*}\right\rangle\right.$, and a function $X \rightarrow S\left\langle\left\langle\Sigma^{\omega}\right\rangle\right\rangle$. The first and third components form the canonical fixed point of $F_{R}$. Our approach generalizes the construction of context-free languages of finite and $\omega$-words [10].

Categories with finite coproducts (or dually, products) equipped with a parametric fixed point operation have been studied since the late 1960's. A class of structures, called iteration theories, or iteration categories, have been identified. It has been shown that most (if not all) of the major fixed point structures used in computer science give rise to iteration categories. As a main technical contribution,
we prove that for each commutative continuous semiring $S$ and alphabet $\Sigma, \mathbf{S e r}_{S, \Sigma}^{\omega}$ is also an iteration category, cf. Theorem 7.1. A few consequences of this fact are discussed in the conclusion.

## 2 Continuous semirings

Recall that a commutative monoid $(V,+, 0)$ is continuous (cf. Section 2.2 of [6]) if it is equipped with a a partial order $\leq$ such that the supremum of any chain (or equivalently, directed set [12]) exists and 0 is the least element. Moreover, the sum operation + is continuous:

$$
x+\sup Y=\sup (x+Y)
$$

for all nonempty chains or nonempty directed sets $Y \subseteq V$, where $x+Y=\{x+y$ : $y \in Y\}$. (Actually this also holds when the set is empty.) It follows that the sum operation is monotonic: if $x \leq y$ in $V$, then $x+z \leq y+z$ for all $z \in V$.

Suppose that $V$ is a continuous commutative monoid and $x_{i} \in V$ for all $i \in I$. We define $\sum_{i \in I} x_{i}$ as the supremum of all finite sums $x_{i_{1}}+\ldots+x_{i_{n}}$ where $i_{1}, \ldots, i_{n}$ are pairwise different elements of $I$. It is well-known that this summation operation is completely associative and commutative:

$$
\sum_{i \in I} x_{i}=\sum_{j \in J} \sum_{i \in I_{j}} x_{i},
$$

whenever $I$ is the disjoint union of the sets $I_{j}, j \in J$ and $x_{i} \in V$ for all $i \in I$. Moreover,

$$
\sum_{i \in I} x_{i}=\sum_{i \in I} x_{\pi(i)}
$$

whenever $\pi$ is a permutation $I \rightarrow I$ and $x_{i} \in V$ for all $i \in I$.
Continuous commutative monoids are closed under several constructions including direct product. Suppose that $V_{i}$ is a continuous commutative monoid for all $i \in I$. Then $V=\prod_{i \in I} V_{i}$, equipped with the pointwise sum operation and pointwise ordering, is also a continuous commutative monoid. It follows that the summation operation in the product $V$ is the pointwise summation. In particular, if $V$ is a continuous commutative monoid, then so is $V^{I}$ for any set $I$.

Suppose now that $S=(S,+, \cdot, 0,1)$ is a semiring [8, 11]. We say that $S$ is a continuous semiring (cf. Section 2.2 of $[6]$ ) if $(S,+, 0)$ is a continuous commutative monoid equipped with a partial order $\leq^{1}$ and the product operation is continuous (hence, also monotonic), i.e., it preserves the supremum of nonempty chains (or nonempty directed subsets) in either argument:

$$
\begin{aligned}
& (\sup X) y=\sup (X y) \\
& y(\sup X)=\sup (y X),
\end{aligned}
$$

[^3]for all nonempty chains (or directed sets) $X \subseteq S$, where $X y=\{x y: x \in X\}$ and $y X$ is defined in the same way. It follows that product distributes over all sums:
\[

$$
\begin{aligned}
& \left(\sum_{i \in I} x_{i}\right) y=\sum_{i \in I} x_{i} y \\
& y\left(\sum_{i \in I} x_{i}\right)=\sum_{i \in I} y x_{i},
\end{aligned}
$$
\]

whenever $x_{i} \in S$ for all $i \in I$.
Suppose that $S$ is a continuous semiring and $I$ is a set. Then the matrix semiring $S^{I \times I}$, equipped with the pointwise sum operation, the usual matrix product operation and the pointwise ordering is also a continuous semiring. The matrix product is meaningful since the sum of any $I$-indexed family of elements of $S$ exists.

Continuous semirings are also closed under the formation of power series semirings. Suppose that $S$ is a continuous semiring and $X$ is a set. As usual, let $S\left\langle\left\langle X^{*}\right\rangle\right.$ denote the semiring of all power series $s=\sum_{u \in X^{*}}\langle s, u\rangle u$ over $X$ with coefficients in $S$. Each series $s$ may be viewed as a function $X^{*} \rightarrow S$ mapping a word $u \in X^{*}$ to $\langle s, u\rangle$. Equipped with the pointwise order relation $s \leq s^{\prime}$ iff $\langle s, u\rangle \leq\left\langle s^{\prime}, u\right\rangle$ for all $u \in X^{*}, S\left\langle\left\langle X^{*}\right\rangle\right\rangle$ is a continuous semiring. The sum of any family of series is the pointwise sum.

Theorem 2.1. Suppose that $S$ is a continuous semiring. Then for each set $X$, the continuous semiring $S\left\langle\left\langle X^{*}\right\rangle\right.$ has the following universal property. Given a continuous semiring $S^{\prime}$, a continuous semiring morphism $h_{S}: S \rightarrow S^{\prime}$ and any function $h_{X}: X \rightarrow S^{\prime}$ such that the elements of $h_{S}(S)$ commute with the elements of $S^{\prime}$, there is a unique continuous semiring morphism $h^{\sharp}: S\left\langle 《 X^{*}\right\rangle \rightarrow S^{\prime}$ extending $h_{S}$ and $h_{X}$.

Proof. We provide an outline of the proof. For details, see [7].
First we extend $h_{X}$ to a monoid morphism $X^{*} \rightarrow S^{\prime}$, denoted just $h$. Then, for a series $s \in S\left\langle\left\langle X^{*}\right\rangle\right\rangle$, we define $h^{\sharp}(s)=\sum_{u \in X^{*}} h_{S}(\langle s, u\rangle) h(u)$. It is clear that $h^{\sharp}$ extends $h_{S}$ and $h_{X}$ and preserves the constants 0 and 1 . Then we prove that $h^{\sharp}$ is continuous and preserves the binary sum operation. It then follows that $h^{\sharp}$ preserves all finite and infinite sums. Last, we prove that $h^{\sharp}$ preserves the product operation. Since the definition of $h^{\sharp}$ was forced, it is unique.

## 3 Continuous semiring-semimodule pairs

Suppose now that $S$ is a semiring and $V$ is a commutative monoid as above. We call $V$ a (left) $S$-semimodule [9] if there is an action $S \times V \rightarrow S$ subject to the usual
associativity, distributivity and unitary conditions:

$$
\begin{aligned}
\left(s_{1} s_{2}\right) v & =s_{1}\left(s_{2} v\right) \\
\left(s_{1}+s_{2}\right) v & =s_{1} v+s_{2} v \\
s\left(v_{1}+v_{2}\right) & =s v_{1}+s v_{2} \\
1 v & =v \\
0 v & =0 \\
s 0 & =0
\end{aligned}
$$

for all $s, s_{1}, s_{2} \in S$ and $v, v_{1}, v_{2} \in V$. When $V$ is an $S$-semimodule, we also say that ( $S, V$ ) is a semiring-semimodule pair.

We call a semiring-semimodule pair $(S, V)$ continuous if $S$ is a continuous semiring and $V$ is a continuous commutative monoid such that the action is continuous in either argument:

$$
\begin{aligned}
& (\sup X) v=\sup (X v) \\
& x(\sup Y)=\sup (x Y)
\end{aligned}
$$

for all $x \in S, y \in V$ and nonempty chains (or nonempty directed sets) $X \subseteq S$ and $Y \subseteq V$. Of course, $X v=\{s v: s \in X\}$ and $x Y=\{x w: w \in Y\}$. It follows that action distributes over summation on either side:

$$
\begin{aligned}
& \left(\sum_{i \in I} x_{i}\right) v=\sum_{i \in I} x_{i} v \\
& x\left(\sum_{i \in I} v_{i}\right)=\sum_{i \in I} x v_{i}
\end{aligned}
$$

for all $x, x_{i} \in S, v, v_{i} \in V, i \in I$, where $I$ is any index set.
Moreover, we call a continuous semiring-semimodule pair ( $S, V$ ) a continuous $\omega$-semiring-semimodule pair if it is equipped with an infinite product operation $\prod_{n>1} x_{n}$ mapping an $\omega$-sequence (or $\omega$-word) $x_{1} x_{2} \cdots \in S^{\omega}$ to $\prod_{n \geq 1} x_{n} \in V$. The infinite product is subject to the following axioms:

Ax1

$$
x \prod_{n \geq 1} x_{n}=\prod_{n \geq 1} y_{n}
$$

where $y_{1}=x$ and $y_{n+1}=x_{n}$ for all $n \geq 1$.
Ax2

$$
\prod_{n \geq 1} x_{n}=\prod_{n \geq 1} x_{i_{n}} \cdots x_{i_{n+1}-1}
$$

where the sequence $i_{1}=1 \leq i_{2} \leq \cdots$ increases without a bound and the product of an empty family is 1 .

Ax3

$$
\prod_{n \geq 1}\left(x_{n}+y_{n}\right)=\sum_{z_{n}=x_{n} \text { or } z_{n}=y_{n}} \prod_{n \geq 1} z_{n}
$$

Ax4

$$
\prod_{n \geq 1} \sup X_{n}=\sup _{x_{n} \in X_{n}} \prod_{n \geq 1} x_{n}
$$

where for each $n, X_{n} \subseteq S$ is a nonempty chain (or a nonempty directed set).
It follows that

$$
\begin{equation*}
\prod_{n \geq 1} \sum_{i_{n} \in I_{n}} x_{i_{n}}=\sum_{i_{1} \in I_{1}, i_{2} \in I_{2}, \ldots .} \prod_{n \geq 1} x_{i_{n}} \tag{1}
\end{equation*}
$$

where $\left\{x_{i_{n}}: i_{n} \in I_{n}\right\}$ is a family of elements of $S$ for all $n \geq 1$. Indeed,

$$
\begin{aligned}
\prod_{n \geq 1} \sum_{i_{n} \in I_{n}} x_{i_{n}} & =\prod_{n \geq 1} \sup _{F_{n} \subseteq I_{n}}\left\{\sum_{i_{n} \in F_{n}} x_{i_{n}}\right\} \\
& =\sup _{F_{n} \subseteq I_{n}} \prod_{n \geq 1}\left\{\sum_{i_{n} \in F_{n}} x_{i_{n}}\right\} \\
& =\sup _{F_{n} \subseteq I_{n}} \sum_{i_{n} \in F_{n}} \prod_{n \geq 1} x_{i_{n}} \\
& =\sup _{F \subseteq I_{1} \times I_{2} \times \ldots} \sum_{\left(i_{1}, i_{2}, \ldots\right) \in F} \prod_{n \geq 1} x_{i_{n}} \\
& =\sum_{\left(i_{1}, i_{2}, \ldots\right) \in I_{1} \times I_{2} \times \ldots} \prod_{n \geq 1} x_{i_{n}} .
\end{aligned}
$$

In particular, note that $\prod_{n \geq 1} x_{n}=0$ whenever there is some $m$ such that $x_{m}$ is 0 . (This also follows from Ax1.) Moreover, infinite product is monotonic: if $x_{n} \leq y_{n}$ in $S$ for all $n \geq 1$, then $\prod_{n \geq 1} x_{n} \leq \prod_{n \geq 1} y_{n}$.

Suppose that $S$ is a continuous semiring. Then we define a star operation $S \rightarrow S$ as usual: $s^{*}=\sum_{n \geq 0} s^{n}$ for all $s \in S$. It is known that $s^{*}$ is the least solution of the fixed point equation $x=s x+1$ (and also of $x=x s+1$ ) over $S$. And if $(S, V)$ is a continuous $\omega$-semiring-semimodule pair, we define an omega operation $S^{\omega} \rightarrow V$ by $s^{\omega}=\prod_{n \geq 1} s$ for all $s \in S$. It is known that for each $s \in S, s^{\omega}$ is a solution of the equation $v=s v$ over $V$.

Complete equational and quasi-equational axiomatization of the equational properties of the star operation in continuous semirings has been given in [2]. Among the identities satisfied by continuous semirings are the sum star and product star identities $[3,1]$ :

$$
\begin{aligned}
(x+y)^{*} & =\left(x^{*} y\right)^{*} x^{*} \\
(x y)^{*} & =1+x(y x)^{*} y
\end{aligned}
$$

Also $0^{*}=1$ and $1^{*}=1^{* *}$ hold.
When $(S, V)$ is a continuous $\omega$-semiring-semimodule pair, the omega operation satisfies the sum omega and product omega identities [1]:

$$
\begin{aligned}
(x+y)^{\omega} & =\left(x^{*} y\right)^{\omega}+\left(x^{*} y\right)^{*} x^{\omega} \\
(x y)^{\omega} & =x(y x)^{\omega}
\end{aligned}
$$

for all $x, y \in S$. Also $0^{\omega}=0$.

## 4 Matrices and series

### 4.1 Matrices

Suppose that $(S, V)$ is a continuous $\omega$-semiring-semimodule pair and $I$ is a set. Then, as mentioned above, $S^{I \times I}$ is a continuous semiring, and $V^{I}$ is a continuous commutative monoid. There is a natural left action of $S^{I \times I}$ on $V^{I}$ defined similarly to matrix multiplication:

$$
(M N)_{i}=\sum_{j \in I} M_{i, j} N_{j}, i \in I,
$$

for all $M \in S^{I \times I}$ and $N \in S^{I}$. Moreover, we may define an infinite product operation by

$$
\left(\prod_{n \geq 1} M_{n}\right)_{i}=\sum_{i=i_{1}, i_{2}, \ldots} \prod_{n \geq 1}\left(M_{n}\right)_{i_{n}, i_{n+1}}, i \in I .
$$

Proposition 4.1. Suppose that $(S, V)$ is a continuous $\omega$-semiring-semimodule pair and $I$ is a set. Then, equipped with the pointwise orderings, $\left(S^{I \times I}, V^{I}\right)$ is also a continuous $\omega$-semiring-semimodule pair.

Proof. The fact that $S^{I \times I}$ is a continuous semiring is proved in [7]. It is clear that $V^{I}$ is a continuous commutative monoid and that equipped with the action, $\left(S^{I \times I}, V^{I}\right)$ is a semiring-semimodule pair. The action is continuous in either argument, so that ( $S^{I \times I}, V^{I}$ ) is also a continuous semiring-semimodule pair. This can be proved by an argument similar to that used in [7] to establish that product in $S^{I \times I}$ is continuous in either argument.

In order to conclude, we still need to prove that the infinite product over matrices satisfies the axioms Ax1-Ax4. Let $M_{n} \in S^{I \times I}$ for all $n \geq 1$, and define $M^{\prime}=M_{1}$ and $M_{n}^{\prime}=M_{n+1}$ for all $n \geq 1$. Then for every $i \in I$, the $i$ th component of $\prod_{n \geq 1} M_{n}^{\prime}$ is

$$
\sum_{j \in I}\left(M_{1}\right)_{i, j} \sum_{j=j_{1}, j_{2}, \ldots \in I}\left(\prod_{n \geq 1}\left(M_{n+1}\right)_{j_{n}, j_{n+1}}\right)=\sum_{i=i_{1}, i_{2}, \ldots \in I} \prod_{n \geq 1}\left(M_{n}\right)_{i_{n}, i_{n+1}}
$$

which is the $i$ th component of $\prod_{n \geq 1} M_{n}$. Hence, Ax1 holds.
Suppose now that the sequence $1=k_{1} \leq k_{2} \leq \cdots$ increases without a bound and define $M_{n}^{\prime}=M_{i_{n}} \cdots M_{i_{n+1}-1}$ for all $n \geq 1$. Then for each $i \in I$, the $j$ th component of $\prod_{n \geq 1} M_{n}^{\prime}$ is

$$
\begin{aligned}
& \sum_{j=j_{1}, j_{2}, \ldots \in I} \prod_{n \geq 1}\left(M^{\prime}\right)_{j_{n}, j_{n+1}} \\
= & \sum_{j=j_{1}, j_{2}, \ldots \in I} \prod_{n \geq 1}\left(M _ { j _ { n } = \ell _ { 1 } , \ell _ { 2 } , \ldots , \ell _ { i _ { n + 1 } - i _ { n } } = j _ { n + 1 } } \left(M_{i_{n}, \ell_{2} \cdots} \cdots\left(M_{i_{n+1}-1}\right)_{\ell_{i_{n+1}-i_{n-1}-\ell_{i n+1}-i_{n}}}\right.\right. \\
= & \sum_{j=j_{1}, j_{2}, \ldots \ldots n \geq 1} \prod_{j}\left(M_{j_{n}, j_{n+1}},\right.
\end{aligned}
$$

proving Ax2.

In order to prove that Ax3 holds, let $M_{n}, M_{n}^{\prime} \in S^{I \times I}$ for all $n \geq 1$. Then for every $i \in I$, the $i$ th component of $\prod_{n \geq 1}\left(M_{n}+M_{n}^{\prime}\right)$ is

$$
\begin{aligned}
\sum_{i=i_{1}, i_{2}, \ldots} \prod_{n \geq 1}\left(M_{n}+M_{n}^{\prime}\right)_{i_{n}, i_{n+1}} & =\sum_{P_{n}=M_{n} \text { or } P_{n}=M_{n}^{\prime}} \sum_{i=i_{1}, i_{2}, \ldots .} \prod_{n \geq 1} P_{i_{n}, i_{n+1}} \\
& =\left(\sum_{P_{n}=M_{n}} \sum_{P_{n}=M_{n}^{\prime}} \prod_{n \geq 1} P_{n}\right)_{i},
\end{aligned}
$$

i.e., the $i$ th component $\sum_{P_{n}=M_{n}}$ or $P_{n}=M_{n}^{\prime} \prod_{n \geq 1} P_{n}$. This proves Ax3.

Suppose now that for each $n \geq 1, \mathcal{M}_{n}^{n}$ is a nonempty chain w.r.t. the pointwise ordering of matrices in $S^{I \times I}$. We want to prove that

$$
\begin{equation*}
\prod_{n \geq 1} \sup \mathcal{M}_{n}=\sup _{M_{n} \in \mathcal{M}_{n}} \prod_{n \geq 1} M_{n} \tag{2}
\end{equation*}
$$

Let $i \in I$ be fixed. Then the $i$ th component of $\prod_{n \geq 1} \sup \mathcal{M}_{n}$ is

$$
\begin{aligned}
\sum_{i=i_{1}, i_{2}, \ldots} \prod_{n \geq 1}(\sup \mathcal{M})_{i_{n}, i_{n+1}} & =\sum_{i=i_{1}, i_{2}, \ldots} \sup _{M_{n} \in \mathcal{M}_{n}} \prod_{n \geq 1}\left(M_{n}\right)_{i_{n}, i_{n+1}} \\
& =\sup _{M_{n} \in \mathcal{M}_{n}} \sum_{i=i_{1}, i_{2}, \ldots} \prod_{n \geq 1}\left(M_{n}\right)_{i_{n}, i_{n+1}} \\
& =\sup _{M_{n} \in \mathcal{M}_{n}}\left(\prod_{n \geq 1} M_{n}\right)_{i} .
\end{aligned}
$$

Here, we used the fact, proved in [7], that summation is continuous. It follows that (2) holds.

Hence, if $(S, V)$ is a continuous $\omega$-semiring-semimodule pair, then $\left(S^{I \times I}, V^{I}\right)$ comes with a star operation and an omega operation.

### 4.2 Series

We may also construct continuous $\omega$-semiring-semimodule pairs of power series. To this end, we assume that $S$ is a continuous $\omega$-semiring equipped with an infinite product $S^{\omega} \rightarrow S$ subject to axioms similar to those defining continuous $\omega$-semiringsemimodule pairs. This amounts to requiring that, equipped with left multiplication as the action and the infinite product, $(S, S)$ is a continuous $\omega$-semiring-semimodule pair.

Let $X$ be any set. We already know that $S\left\langle\left\langle X^{*}\right\rangle\right.$ is a continuous semiring. In a similar way, $S\left\langle\left\langle X^{\omega}\right\rangle\right.$, equipped with the pointwise sum operation and pointwise ordering, is a continuous commutative monoid, and the action of $S\left\langle\left\langle X^{*}\right\rangle\right.$ on $S\left\langle\left\langle X^{\omega}\right\rangle\right.$ defined by

$$
s r=\sum_{w \in A^{\omega}} \sum_{w=u v}\langle s, u\rangle\langle r, v\rangle u v
$$

turns $S\left\langle\left\langle X^{\omega}\right\rangle\right.$ into an $S\left\langle\left\langle X^{*}\right\rangle\right.$-semimodule. Moreover, the action is continuous in either argument and it is easy to check that Ax1-Ax4 hold.

Let $s_{n} \in S\left\langle\left\langle X^{*}\right\rangle\right.$ for all $n \geq 1$. We define $r=\prod_{n \geq 1} s_{n} \in S\left\langle\left\langle X^{\omega}\right\rangle\right.$ as follows. Given $v \in X^{\omega}$, we define

$$
\langle r, v\rangle=\sum_{v=v_{1} v_{2} \ldots} \prod_{n \geq 1}\left\langle s_{n}, v_{n}\right\rangle
$$

Proposition 4.2. Let $S$ be a continuous $\omega$-semiring and $X$ be a set. Then $\left(S\left\langle\left\langle X^{*}\right\rangle, S\left\langle\left\langle X^{\omega}\right\rangle\right)\right.\right.$ is a continuous $\omega$-semiring-semimodule pair.

Proof. First we establish Ax1. Let $s \in S\left\langle\left\langle X^{*}\right\rangle\right.$ and $s_{n} \in S\left\langle\left\langle X^{*}\right\rangle\right.$ for all $n \geq 1$. Then, for all $w \in X^{\omega}$,

$$
\begin{aligned}
\left\langle s \prod_{n \geq 1} s_{n}, w\right\rangle & =\sum_{w=u v}\langle s, u\rangle\left\langle\prod_{n \geq 1} s_{n}, v\right\rangle \\
& =\sum_{w=u v}\langle s, u\rangle \sum_{v=v_{1} v_{2} \ldots} \prod_{n \geq 1}\left\langle s_{n}, v_{n}\right\rangle \\
& =\sum_{w=u v_{1} v_{2} \ldots}\langle s, u\rangle \prod_{n \geq 1}\left\langle s_{n}, v_{n}\right\rangle \\
& =\sum_{w=v_{1} v_{2} \ldots}\left\langle s_{n}^{\prime}, v_{n}\right\rangle \\
& =\left\langle\prod_{n \geq 1} s_{n}^{\prime}, w\right\rangle,
\end{aligned}
$$

where $s_{1}^{\prime}=s$ and $s_{n+1}^{\prime}=s_{n}$ for all $n \geq 1$.
Let again $s_{n} \in S\left\langle\left\langle X^{*}\right\rangle\right.$ for all $n \geq 1$. Suppose that the sequence $i_{1}=1 \leq i_{2} \leq \cdots$ increases without a bound. For each $n \geq 1$, define $s_{n}^{\prime}=s_{i_{n}} \cdots s_{i_{n+1}-1}$. Then for all $w \in X^{\omega}$,

$$
\begin{aligned}
\left\langle\prod_{n \geq 1} s_{n}, w\right\rangle & =\sum_{w=v_{1} v_{2} \ldots} \prod_{n \geq 1}\left\langle s_{n}, v_{n}\right\rangle \\
& =\sum_{w=v_{1} v_{2} \ldots} \prod_{n \geq 1}\left\langle s_{i_{n}}, v_{i_{n}}\right\rangle \cdots\left\langle s_{i_{n+1}-1}, v_{i_{n+1}-1}\right\rangle \\
& =\sum_{w=u_{1} u_{2} \cdots} \prod_{n \geq 1}\left\langle s_{n}^{\prime}, u_{n}\right\rangle \\
& =\left\langle\prod_{n \geq 1} s_{n}^{\prime}, w\right\rangle,
\end{aligned}
$$

proving Ax2.
Next, suppose that $s_{n}, s_{n}^{\prime} \in S\left\langle\left\langle X^{*}\right\rangle\right.$ for all $n \geq 1$. Then for all $w \in X^{\omega}$,

$$
\begin{aligned}
\left\langle\prod_{n \geq 1}\left(s_{n}+s_{n}^{\prime}\right), w\right\rangle & =\sum_{w=v_{1} v_{2} \ldots} \prod_{n \geq 1}\left\langle s_{n}+s_{n}^{\prime}, v_{n}\right\rangle \\
& =\sum_{w=v_{1} v_{2} \cdots r_{n}=s_{n}} \sum_{\text {or } r_{n}=s_{n}^{\prime}} \prod_{n \geq 1}\left\langle r_{n}, v_{n}\right\rangle \\
& =\sum_{r_{n}=s_{n}} \sum_{\text {or } r_{n}=s_{n}^{\prime}}\left\langle\prod_{n \geq 1} r_{n}, w\right\rangle,
\end{aligned}
$$

proving Ax3.

Finally, suppose that $\left(I_{n}, \leq\right)$ is a nonempty directed partially ordered set for each $n \geq 1$ and $s_{i} \in S\left\langle\left\langle X^{*}\right\rangle\right.$ for all $i \in I_{n}, n \geq 1$ such that $s_{i} \leq s_{j}$ whenever $i \leq j$ in $I_{n}$. We want to prove that

$$
\prod_{n \geq 1} \sup _{i \in I_{n}} s_{i}=\sup _{i_{1} \in I_{1}, i_{2} \in I_{2}, \ldots} \prod_{n \geq 1} s_{i_{n}} .
$$

Let $w \in X^{\omega}$. Then

$$
\begin{aligned}
\left\langle\prod_{n \geq 1} \sup s_{i \in I_{n}}, w\right\rangle & =\sum_{w=v_{1} v_{2} \ldots} \prod_{n \geq 1}\left\langle\sup _{i \in I_{n}} s_{i}, v_{n}\right\rangle \\
& =\sum_{w=v_{1} v_{2} \ldots} \prod_{n \geq 1} \sup _{i \in I_{n}}\left\langle s_{i}, v_{n}\right\rangle \\
& =\sum_{w=v_{1} v_{2} \ldots} \sup _{i_{1} \in I_{1}, i_{2} \in I_{2}, \ldots} \prod_{n \geq 1}\left\langle s_{i_{n}}, v_{n}\right\rangle \\
& =\sup _{i_{1} \in I_{1}, i_{2} \in I_{2}, \ldots} \sum_{w=v_{1} v_{2} \ldots} \prod_{n \geq 1}\left\langle s_{i_{n}}, v_{n}\right\rangle \\
& =\sup _{i_{1} \in I_{1}, i_{2} \in I_{2}, \ldots}\left\langle\prod_{n \geq 1} s_{i_{n}}, w\right\rangle \\
& =\left\langle\sup _{i_{1} \in I_{1}, i_{2} \in I_{2}, \ldots} \prod_{n \geq 1} s_{i_{n}}, w\right\rangle,
\end{aligned}
$$

proving Ax4.
Hence, if $S$ is a continuous semiring, then for any set $X,\left(S\left\langle\left\langle X^{*}\right\rangle, S\left\langle\left\langle X^{\omega}\right\rangle\right\rangle\right)\right.$ has a star and an omega operation.

## 5 Freeness

Suppose now that $(S, V)$ and $\left(S^{\prime}, V^{\prime}\right)$ are continuous $\omega$-semiring-semimodule pairs. We say that a pair of functions $h=\left(h_{S}, h_{V}\right)$ with $h_{S}: S \rightarrow S^{\prime}$ and $h_{V}: V \rightarrow V^{\prime}$ is a continuous $\omega$-semiring-semimodule pair morphism if $h_{S}$ is a continuous semiring homomorphism, $h_{V}$ is a continuous monoid homomorphism, $h_{S}$ and $h_{V}$ jointly preserve the action, moreover, infinite product is preserved:

$$
h_{V}\left(\prod_{n \geq 1} x_{n}\right)=\prod_{n \geq 1} h_{S}\left(x_{n}\right)
$$

for all $x_{n} \in S, n \geq 1$. In this section we prove:
Theorem 5.1. Suppose that $S$ is a continuous $\omega$-semiring. Then for each set $X$, the continuous $\omega$-semiring-semimodule pair ( $S\left\langle\left\langle X^{*}\right\rangle, S\left\langle\left\langle X^{\omega}\right\rangle\right)\right.$ has the following universal property. Let $\left(S^{\prime}, V^{\prime}\right)$ be a continuous $\omega$-semiring-semimodule pair, $h_{S}$ : $S \rightarrow S^{\prime}$ a continuous semiring morphism and $h_{X}: X \rightarrow S^{\prime}$ a function. Suppose that the elements of $h_{S}(S)$ commute with the elements of $S^{\prime}$ and the following infinite commutativity holds:

$$
\prod_{n \geq 1} s_{n} s_{n}^{\prime}=\left(\prod_{n \geq 1} s_{n}\right)\left(\prod_{n \geq 1} s_{n}^{\prime}\right)
$$

for all $s_{n} \in h_{S}(S)$ and $s_{n}^{\prime} \in S^{\prime}$. Then there is a unique continuous semiringsemimodule morphism $h^{\sharp}=\left(h_{S}^{\sharp}\right.$, $\left.h_{V}^{\sharp}\right)$ extending $h_{S}$ and $h_{X}$.

Proof. We have already shown that $\left(S\left\langle\left\langle X^{*}\right\rangle, S\left\langle\left\langle X^{\omega}\right\rangle\right\rangle\right)\right.$ is a continuous semiringsemimodule pair. Let us first extend $h$ to a function $X^{*} \rightarrow S$, denoted just $h$, so that it becomes a (multiplicative) monoid homomorphism. Then let $h_{S}^{\sharp}: S\left\langle\left\langle X^{*}\right\rangle \rightarrow S^{\prime}\right.$ be defined by

$$
h_{S}^{\sharp}(s)=\sum_{u \in X^{*}} h_{S}(\langle s, u\rangle) h(u) .
$$

It is known that $h_{S}^{\sharp}$ is a continuous semiring homomorphism.
Next we extend $h$ to a function $X^{\omega} \rightarrow V^{\prime}$ by defining $h(v)=\prod_{i \geq 1} h_{X}\left(x_{i}\right)$ for each $v=x_{1} x_{2} \ldots$ in $X^{\omega}$. Finally, when $s \in S\left\langle\left\langle X^{\omega}\right\rangle\right.$, let $h_{V}^{\sharp}(s)=\sum_{v \in X^{\omega}} h_{S}(\langle s, v\rangle) h(v)$.

Suppose that $s_{i} \in S\left\langle\left\langle X^{\omega}\right\rangle\right.$ for all $i \in I$, where $I$ is nonempty directed partially ordered set, ordered by the relation $\leq$. Moreover, suppose that $s_{i} \leq s_{j}$ whenever $i \leq j$ in $I$ and let $s=\sup _{i \in I} s_{i}$. Then

$$
\begin{aligned}
h_{V}^{\sharp}(s) & =\sum_{v \in X^{\omega}} h_{S}(\langle s, v\rangle) h(v) \\
& =\sum_{v \in X^{\omega}} \sup _{i \in I} h_{S}\left(\left\langle s_{i}, v\right\rangle\right) h(v) \\
& =\sup _{i \in I} \sum_{v \in X^{\omega}} h_{S}\left(\left\langle s_{i}, v\right\rangle\right) h(v) \\
& =\sup _{i \in I} h_{V}^{\sharp}\left(s_{i}\right),
\end{aligned}
$$

proving that $h_{V}^{\sharp}$ is continuous. To prove that $h_{V}^{\sharp}$ preserves the sum operation, let $s_{1}, s_{2} \in S\left\langle\left\langle X^{\omega}\right\rangle\right.$. Then

$$
\begin{aligned}
h_{V}^{\sharp}\left(s_{1}+s_{2}\right) & =\sum_{v \in X^{\omega}} h_{S}\left(\left\langle s_{1}+s_{2}, v\right\rangle\right) h(v) \\
& =\sum_{v \in X^{\omega}} h_{S}\left(\left\langle s_{1}, v\right\rangle\right) h(v)+h_{S}\left(\left\langle s_{2}, v\right\rangle\right) h(v) \\
& =\sum_{v \in X^{\omega}} h_{S}\left(\left\langle s_{1}, v\right\rangle\right) h(v)+\sum_{v \in X^{\omega}} h_{S}\left(\left\langle s_{2}, v\right\rangle\right) h(v) \\
& =h_{V}^{\sharp}\left(s_{1}\right)+h_{V}^{\sharp}\left(s_{2}\right) .
\end{aligned}
$$

It is clear that $h_{V}^{\sharp}$ preserves 0 . In order to prove that $h_{S}^{\sharp}$ and $h_{V}^{\sharp}$ jointly preserve the action, let $s \in S\left\langle\left\langle X^{*}\right\rangle\right.$ and $r \in S\left\langle\left\langle X^{\omega}\right\rangle\right.$. Then

$$
\begin{aligned}
h_{V}^{\sharp}(s r) & =\sum_{v \in X^{\omega}} h_{S}(\langle s r, v\rangle) h(v) \\
& =\sum_{v \in X^{\omega}} \sum_{v=u w} h_{S}(\langle s, u\rangle) h_{S}(\langle s, w\rangle) h(u) h(w) \\
& =\sum_{v \in X^{\omega}} \sum_{v=u w} h_{S}(\langle s, u\rangle) h(u) h_{S}(\langle r, w\rangle) h(w) \\
& =\sum_{u \in X^{*}} h_{S}(\langle s, u\rangle) h(u) \sum_{w \in X^{\omega}} h_{S}(\langle r, w\rangle) h(w) \\
& =h_{S}^{\sharp}(s) h_{V}^{\sharp}(r) .
\end{aligned}
$$

Finally, we prove that $h_{V}^{\sharp}$ preserves the infinite product. To this end, let $s_{n} \in$ $S\left\langle\left\langle X^{*}\right\rangle\right.$ for all $n \geq 1$. We want to prove that $h_{V}^{\sharp}\left(\Pi_{n \geq 1} s_{n}\right)=\prod_{n \geq 1} h_{S}^{\sharp}\left(s_{n}\right)$.

$$
\begin{aligned}
h_{V}^{\sharp}\left(\prod_{n \geq 1} s_{n}\right) & =\sum_{v \in X^{\omega}} h_{S}\left(\left\langle\prod_{n \geq 1} s_{n}, v\right\rangle\right) h(v) \\
& =\sum_{v \in X^{\omega}} \sum_{v=v_{1} v_{2} \ldots} \prod_{n \geq 1} h_{S}\left(\left\langle s_{n}, v_{n}\right\rangle\right) h\left(v_{n}\right) \\
& =\sum_{v \in X^{\omega}} \sum_{v=v_{1} v_{2} \ldots} \prod_{n \geq 1} h_{S}\left(\left\langle s_{n}, v_{n}\right\rangle\right) \prod_{n \geq 1} h\left(v_{n}\right) \\
& =\prod_{n \geq 1}\left(\sum_{v_{n} \in X^{*}} h_{S}\left(\left\langle s_{n}, v_{n}\right\rangle\right) h\left(v_{n}\right)\right) \\
& =\prod_{n \geq 1} h_{S}\left(s_{n}\right) .
\end{aligned}
$$

It is clear that $h_{S}$ extends $h$. Since the definitions of $h_{S}$ and $h_{V}$ were forced, they are unique.

## 6 The category $\operatorname{Matr}_{(S, V)}$

All categories $\mathcal{C}$ in the paper will have sets as objects. The composition of morphisms $f: X \rightarrow Y$ and $g: Y \rightarrow Z$ will be denoted $f \circ g$. We usually let id $X_{X}$ denote the identity morphism $X \rightarrow X$.

Our categories will have finite coproducts. For a sequence $X_{1}, \ldots, X_{n}$ of objects, the coproduct $X_{1} \oplus \cdots \oplus X_{n}$ will be given by disjoint union $X_{1} \uplus \cdots \uplus X_{n}$. In particular, the empty set $\varnothing$ will serve as initial object.

Let $X_{1}, \ldots, X_{n}$ be objects. For each $i=1, \ldots, n$, the $i$ th coproduct injection $\operatorname{in}_{X_{i}}: X_{i} \rightarrow X_{1} \oplus \cdots \oplus X_{n}$ will always be determined by the embedding of $X_{i}$ into $X_{1} \uplus \cdots \uplus X_{n}$. We will let $!_{X}$ denote the unique morphism $\varnothing \rightarrow X$. Moreover, if $f_{i}: X_{i} \rightarrow X$ for $i=1, \ldots, n$, then we will let $\left\langle f_{1}, \ldots, f_{n}\right\rangle$ denote the unique morphism $f: X_{1} \oplus \cdots \oplus X_{n} \rightarrow X$ with $\operatorname{in}_{X_{i}} \circ f=f_{i}$ for all $i$. And when $f_{i}: X_{i} \rightarrow Y_{i}$, where $i \in\{1, \ldots, n\}$, then we let $f_{1} \oplus \cdots \oplus f_{n}$ denote the unique morphism $f: X_{1} \oplus \cdots \oplus X_{n} \rightarrow$ $Y_{1} \oplus \cdots \oplus Y_{n}$ with $\mathbf{i n}_{X_{i}} \circ f=f_{i} \circ \mathbf{i n}_{Y_{i}}$ for all $i$.

For any $X, Y$, the hom-set $\mathcal{C}(X, Y)$ of morphisms $X \rightarrow Y$ will be both a complete partial order $(\mathcal{C}, \leq)$ and a commutative monoid $\left(\mathcal{C}(X, Y),+, 0_{X, Y}\right)$ such that the zero morphism $0_{X, Y}$ is also least w.r.t. $\leq$ and the operation + is continuous in both of its arguments. Also, the operation of composition will be continuous in both arguments. Moreover, the partial order will be related to the coproduct structure so that for any $f, g: X_{1} \oplus \cdots \oplus X_{n} \rightarrow Y, f \leq g$ iff $\mathbf{i n}_{X_{i}} \circ f \leq \mathbf{n}_{X_{i}} \circ g$. It follows that when $f_{i}: X_{i} \rightarrow Y_{i}$, where $i \in\{1, \ldots, n\}$, then $f_{1} \oplus \cdots \oplus f_{n} \leq g_{1} \oplus \cdots \oplus g_{n}$ iff $f_{i} \leq g_{i}$ for all $i$.

The following identities will hold for all $f, g: X \rightarrow Y$ and $h: Y \rightarrow Z$ :

$$
\begin{aligned}
(f+g) & \circ h
\end{aligned}=f \circ h+g \circ h z=\left(\begin{array}{l}
0, Z
\end{array}\right.
$$

Finally, our categories will be equipped with a dagger operation mapping a morphism $f: X \rightarrow X \oplus Y$ to a morphism $f^{\dagger}: X \rightarrow Y$. This operation will always be a fixed point operation, so that the following fixed point identity will hold:

$$
f^{\dagger}=f \circ\left\langle f^{\dagger}, \mathbf{i d}_{Y}\right\rangle
$$

for all $f: X \rightarrow X \oplus Y$.
Iteration categories are categories with finite coproducts and a dagger operation satisfying certain identities including the above fixed point identity, the parameter identity

$$
\left(f \circ\left(\mathbf{i d}_{X} \oplus g\right)\right)^{\dagger}=f^{\dagger} \circ g
$$

where $f: X \rightarrow X \oplus Y$ and $g: Y \rightarrow Z$, the double dagger identity

$$
f^{\dagger \dagger}=\left(f \circ\left(\left\langle\mathbf{i d}_{X}, \mathbf{i d}_{X}\right\rangle \oplus \mathbf{i d}_{Y}\right)\right)^{\dagger}
$$

where $f: X \rightarrow X \oplus X \oplus Y$, to name a few, and some other identities including the group identities that we will described later. All of our categories will be iteration categories.

Suppose now that $(S, V)$ is a continuous $\omega$-semiring-semimodule pair. Then $(S, V)$ determines a category $\operatorname{Matr}_{(S, V)}$ whose objects are all sets and a morphism $I \rightarrow J$ is an ordered pair $(A, u)$, where $A \in S^{I \times J}$ and $u \in V^{I}$. Hence a morphism $I \rightarrow I$ is an element of the semiring-semimodule pair $\left(S^{I \times I}, V^{I}\right)$.

Composition is defined as follows. Suppose that $(A, u): I \rightarrow J$ and $(B, v): J \rightarrow$ $K$. Then we define $(A, u) \circ(B, v)=(A B, u+A v): I \rightarrow K$. It is easy to check that composition is associative with the morphisms $\left(E^{I \times I}, 0^{I}\right): I \rightarrow I$ serving as identities, where $E^{I \times I}$ is the unit matrix in $S^{I \times I}$ and $0^{I}$ denotes the zero element of $V^{I}$. (For finite sets, this category is defined in [1].)

The partial order $\leq$ on a hom-set of $\operatorname{Matr}_{(S, V)}$ is defined pointwise, so that when $(A, u),(B, v): I \rightarrow J$, then $(A, u) \leq(B, v)$ iff $A_{i, j} \leq B_{i, j}$ and $u_{i} \leq v_{i}$ for all $i \in I$ and $j \in J$. Clearly, each hom-set forms a complete partial order, and it is not difficult to verify that composition is continuous.

We can also impose a commutative monoid structure on the hom-sets defining $(A, u)+(B, v)$ pointwise, for all $(A, u),(B, v): I \rightarrow J$. Hence $(A, u)+(B, v)=(C, w)$ with $C_{i, j}=A_{i, j}+B_{i, j}$ and $w_{i}=u_{i}+v_{i}$ for all $i \in I$ and $j \in J$. The zero morphism $I \rightarrow J$ is the morphism $\left(0^{I \times J}, 0^{I}\right)$ consisting of two zero matrices. We denote it by $0_{I, J}$, or just 0 . We have

$$
\begin{aligned}
((A, u)+(B, v)) \circ(C, w) & =(A, u) \circ(C, w)+(B, v) \circ(C, w) \\
0_{I, j} \circ(C, w) & =0_{I, K}
\end{aligned}
$$

for all $(C, w): J \rightarrow K$. It is not difficult to prove that composition is continuous.
Coproduct is given by disjoint union on objects. When $X_{1}, \ldots, X_{n}$ is a sequence of sets and $i \in\{1, \ldots, n\}$, then $i$ th coproduct embedding $\mathbf{i n}_{i}$ consists of an $X_{i} \times\left(X_{1} \uplus\right.$ $\cdots \uplus X_{n}$ ) matrix whose $x_{i} \times X_{i}$ submatrix is an identity matrix and whose $X_{i} \times X_{j}$ matrices are all zero matrices for $j \neq i$, together with the column matrix $0^{X_{i}} \in V^{X_{i}}$.

We have already noted that for each set $I,\left(S^{I \times I}, V^{I}\right)$ is a continuous $\omega$-semiringsemimodule pair. Hence it comes with a star and an omega operation: For each $A \in S^{I \times I}, A^{*}=\sum_{n \geq 0} A^{n} \in S^{I \times I}$ and $A^{\omega}=\prod_{n \geq 1} A$ in $V^{I}$. These operations satisfy the identities mentioned above. And in fact,

$$
\begin{aligned}
(A+B)^{*} & =\left(A^{*} B\right)^{*} A^{*}, \quad A, B \in S^{I \times I} \\
(A B)^{*} & =E_{I}+A(B A)^{*} B, \quad A \in S^{I \times J}, B \in S^{J \times I}
\end{aligned}
$$

and

$$
\begin{aligned}
(A+B)^{\omega} & =\left(A^{*} B\right)^{*} A^{\omega}+\left(A^{*} B\right)^{\omega}, \quad A, B \in S^{I \times I} \\
(A B)^{\omega} & =A(B A)^{\omega}, \quad A \in S^{I \times J}, B \in S^{J \times I}
\end{aligned}
$$

Suppose now that $I=J \uplus K$ and $M \in S^{I \times I}$ is partitioned as

$$
M=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)
$$

Then

$$
M^{*}=\left(\begin{array}{ll}
\left(a+b d^{*} c\right)^{*} & \left(a+b d^{*} c\right)^{*} b d^{*} \\
\left(d+c a^{*} b\right)^{*} c a^{*} & \left(d+c a^{*} b\right)^{*}
\end{array}\right)
$$

and

$$
M^{\omega}=\binom{\left(a+b d^{*} c\right)^{\omega}+\left(a+b d^{*} c\right)^{*} b d^{\omega}}{\left(d+c a^{*} b\right)^{\omega}+\left(d+c a^{*} b\right)^{*} c a^{\omega}}
$$

The star and omega operations together give rise to a dagger operation over $\operatorname{Matr}_{(S, V)}$ that map a morphism $X \rightarrow X \oplus Y$ to a morphism $X \rightarrow Y$. To define it, let $(A, u): X \rightarrow I \oplus J$, and partition $A$ as $(a, b)$ with $a \in S^{I \times I}$ and $b \in S^{I \times J}$. Then we define $(A, u)^{\dagger}=\left(a^{*} b, a^{\omega}+a^{*} v\right): I \rightarrow J$. Clearly, $(A, u)^{\dagger}$ is a solution of the equation

$$
(X, x)=(A, u)\binom{(X, x)}{\left(E_{J}, 0\right)}=(a X+b, a x+u)
$$

where ( $X, x$ ) ranges over the morphisms $I \rightarrow J$. It is known that equipped with dagger, $\operatorname{Matr}_{(S, V)}$ is an iteration category.

## 7 Categories of Series

### 7.1 The category $\operatorname{Ser}_{S, \Sigma}$

Suppose that $S$ is a commutative continuous semiring and $\Sigma$ is a set. We define the category $\operatorname{Ser}_{S, \Sigma}$ whose objects are all sets and a morphism $X \rightarrow Y$ is a function $f: X \rightarrow S\left\langle(Y \uplus \Sigma)^{*}\right\rangle$, or alternatively, a tuple $\left(f_{x}\right)_{x \in X}$ of series $f_{x} \in S\left\langle(Y \uplus \Sigma)^{*}\right\rangle$. Suppose that $f: X \rightarrow Y$ and $g: Y \rightarrow Z$. Then we define $f \circ g$ as the function composition of $f$ and $g^{\sharp}$, the extension of the function $Y \uplus \Sigma$ to $S\left\langle\left\langle(Z \uplus \Sigma)^{*}\right\rangle\right.$ which
agrees with $g$ on $Y$ and is the identity function on $\Sigma$ to a continuous semiring homomorphism $S\left\langle\left\langle(Y \uplus \Sigma)^{*}\right\rangle \rightarrow S\left\langle\left\langle(Z \uplus \Sigma)^{*}\right\rangle\right\rangle\right.$. For each $X$, the identity morphism $\mathbf{i d}_{X}$ is the embedding of $X$ into $X \uplus \Sigma$.

Each hom-set of morphisms $X \rightarrow Y$ of the category $\operatorname{Ser}_{S, \Sigma}$ has the structure of a complete partial order and commutative monoid. For any $f, g: X \rightarrow Y$, we define $f \leq g$ iff $f_{x} \leq g_{x}$ for all $x$, and similarly, $(f+g)_{x}=f_{x}+g_{x}$ for all $x$. The neutral element is the series $0_{X, Y}$ whose components are all 0 . This is also the least morphism $X \rightarrow Y$. Composition of morphisms is continuous as is the sum operation.

Also, $\mathbf{S e r}_{S}$ has finite coproducts are given by disjoint sum on objects. The coproduct $X_{1} \oplus \cdots \oplus X_{n}$ of a sequence $X_{1}, \ldots, X_{n}$ of sets is given by disjoint union, and for each $i \in\{1, \ldots, n\}, \operatorname{in}_{X_{i}}: X_{i} \rightarrow X_{1} \oplus \cdots \oplus X_{n}$ is the embedding of $X_{i}$ into $S\left\langle\left\langle\left(X_{1} \uplus \cdots \uplus X_{n} \uplus \Sigma\right)^{*}\right\rangle\right\rangle$.

We define a dagger operation on $\operatorname{Ser}_{S, \Sigma}$ which maps a morphism $f: X \rightarrow X \oplus Y$ to $f^{\dagger}: X \rightarrow Y$. The morphism $f^{\dagger}$ is given as the least solution of the fixed point equation

$$
\xi=f \circ\left\langle\xi, \mathbf{i d}_{Y}\right\rangle .
$$

In more detail, $f^{\dagger}=\sup _{n \geq 0} f^{(n)}$, where $f^{(0)}=0$ and $f^{(n+1)}=f \circ\left\langle f^{(n)}, \mathbf{i d}_{Y}\right\rangle$. It is known that equipped with this dagger operation, $\mathbf{S e r}_{S, \Sigma}$ is an iteration category.

### 7.2 The category $\operatorname{Ser}_{S, \Sigma}^{\omega}$.

Suppose now that $S$ is a commutative continuous $\omega$-semiring satisfying the infinite commutativity identity. Then we define another category $\operatorname{Ser}_{S, \Sigma}^{\omega}$ with sets as objects as above. However, a morphism $f: X \rightarrow Y$ is now a triplet $\left(f_{0}, f_{M}, f_{\omega}\right)$ with $f_{0}: X \rightarrow Y$ in $\operatorname{Ser}_{S, \Sigma}$ and $\left(f_{M}, f_{\omega}\right): X \rightarrow Y$ in $\operatorname{Matr}_{\left(S\left\langle\left\langle(Y \uplus \Sigma)^{*}\right\rangle, S\left\langle\left\langle(Y \uplus \Sigma)^{\omega}\right\rangle\right)\right.\right.}$. Hence, $f_{0}: X \rightarrow S\left\langle\left\langle(Y \uplus \Sigma)^{*}\right\rangle, f_{M} \in S\left\langle\left\langle(Y \uplus \Sigma)^{*}\right\rangle\right\rangle^{X \times Y}\right.$ and $f_{\omega}: X \rightarrow S\left\langle\left\langle(Y \uplus \Sigma)^{\omega}\right\rangle\right\rangle$.

Composition is defined as follows. Let $f: X \rightarrow Y$ and $g: Y \rightarrow Z$. Then the components of $h=f \circ g: X \rightarrow Z$ are given by

- $h_{0}=f_{0} \circ g_{0}$, where the composition is taken from $\operatorname{Ser}_{S, \Sigma}$, and
- $\left(h_{M}, h_{\omega}\right)=g_{0}^{\sharp}\left(\left(f_{M}, f_{\omega}\right)\right) \circ\left(g_{M}, g_{\omega}\right)=\left(g_{0}^{\sharp}\left(f_{M}\right), g_{0}^{\sharp}\left(f_{\omega}\right)\right) \circ\left(g_{M}, g_{\omega}\right)$ where the composition is taken from the category $\operatorname{Matr}_{\left.\left(S 《(Z \uplus \Sigma)^{*}\right\rangle, S\left\langle(Z \uplus \Sigma)^{\omega}\right\rangle\right) \text {. }}$

Note that the definition is legitimate, since $\left(S\left\langle\left\langle(Z \uplus \Sigma)^{*}\right\rangle, S\left\langle\left\langle(Z \uplus \Sigma)^{\omega}\right\rangle\right)\right.\right.$ is a continuous $\omega$-semiring-semimodule pair and $g_{0}^{\sharp}\left(\left(f_{M}, f_{\omega}\right)\right)=\left(g_{0}^{\sharp}\left(f_{M}\right), g_{0}^{\sharp}\left(f_{\omega}\right)\right)$ is a morphism $X \rightarrow Y$ and $\left(g_{M}, g_{\omega}\right)$ is a morphism $Y \rightarrow Z$ in $\operatorname{Matr}_{\left.\left(S\left\langle(Z \uplus \Sigma)^{*}\right\rangle, S\left\langle(Z \uplus \Sigma)^{\omega}\right\rangle\right\rangle\right) \text {. Of }}$ course, $g_{0}^{\sharp}$ is the extension of $g_{0}$ to a continuous $\omega$-semiring-semimodule morphism and $g_{0}^{\sharp}\left(f_{M}\right)$ and $g_{0}^{\sharp}\left(f_{\omega}\right)$ are formed component-wise. It is a routine matter to verify that composition is associative. The identity morphism $X \rightarrow X$ is determined by the corresponding identity morphisms in $\operatorname{Ser}_{S, \Sigma}$ and $\operatorname{Matr}_{(S\langle(X \uplus \Sigma) *\rangle, S\langle(X \uplus \Sigma) \omega\rangle)}$.

Each hom-set of morphisms $X \rightarrow Y$ is partially ordered by the component-wise order inherited from $\operatorname{Ser}_{(S, \Sigma)}$ and $\operatorname{Matr}_{\left(S 《(Y \uplus \Sigma)^{*}\right\rangle, S\left\langle\left(Y(Y \Sigma)^{\omega}\right\rangle\right)}$. Also, each hom-set
has the structure of a commutative monoid. For any morphisms $f=\left(f_{0}, f_{M}, f_{\omega}\right)$ and $g=\left(g_{0}, g_{M}, g_{\omega}\right): X \rightarrow Y$, we define

$$
f+g=\left(f_{0}+g_{0}, f_{M}+g_{M}, f_{\omega}+g_{\omega}\right)
$$

The components of the morphism $0_{X, Y}$ are the respective zero morphisms.
The category Ser $_{S, \Sigma}^{\omega}$ has finite coproducts. On objects, coproduct is again given by disjoint sum.

We now define a dagger operation. Let $f: X \rightarrow X \oplus Y, f=\left(f_{0}, f_{M}, f_{\omega}\right)$. Then we define the components of $f^{\dagger}: X \rightarrow Y$ as $f_{0}^{\dagger}: X \rightarrow Y$ in $\mathbf{S e r}_{S, \Sigma}$ and

$$
\left(\left(f^{\dagger}\right)_{M},\left(f^{\dagger}\right)_{\omega}\right)=\left\langle f_{0}^{\dagger}, \mathbf{i d}_{Y}\right\rangle^{\sharp}\left(\left(f_{M}, f_{\omega}\right)^{\dagger}\right)=\left(\left\langle f_{0}, \mathbf{i d}_{Y}\right\rangle^{\sharp}\left(f_{M}, f_{\omega}\right)^{\dagger}\right): X \rightarrow Y
$$

in $\operatorname{Matr}_{\left(S\left\langle(Y \uplus \Sigma)^{*}\right\rangle, S\left\langle\left\langle(Y \uplus \Sigma)^{\omega}\right\rangle\right)\right.}$.
We prove that the fixed point identity holds. To this end, let $f: X \rightarrow X \oplus Y$ as above. Then

$$
f \circ\left\langle f^{\dagger}, \mathbf{i d}_{Y}\right\rangle=\left(\left\langlef_{0} \circ\left\langle f_{0}^{\dagger}, \mathbf{i d}_{Y}\right\rangle,\left\langle f_{0}^{\dagger}, \mathbf{i d}_{Y}\right\rangle^{\sharp}\left(\left(f_{M}, f_{\omega}\right)\right) \circ\left\langle\left\langle f_{0}^{\dagger}, \mathbf{i d}_{Y}\right\rangle^{\sharp}\left(\left(f_{M}, f_{\omega}\right)^{\dagger}\right), \mathbf{i d}_{Y}\right\rangle .\right.\right.
$$

Hence, the first component of $f^{\dagger}$ is $f_{0}^{\dagger}$. The second and third are given by

$$
\begin{aligned}
\left\langle f_{0}^{\dagger}, \mathbf{i d}_{Y}\right\rangle^{\sharp} & \left.\left(\left(f_{M}, f_{\omega}\right)\right) \circ\left\langle\left\langle f_{0}^{\dagger}, \mathbf{i d}_{Y}\right\rangle^{\sharp}\left(\left(f_{M}, f_{\omega}\right)^{\dagger}\right)\right), \mathbf{i d}_{Y}\right\rangle \\
& \left.=\left\langle f_{0}^{\dagger}, \mathbf{i d}_{Y}\right\rangle^{\sharp}\left(\left(f_{M}, f_{\omega}\right) \circ\left\langle\left(f_{M}, f_{\omega}\right)^{\dagger}\right), \mathbf{i d}_{Y}\right\rangle\right) \\
& =\left\langle f_{0}^{\dagger}, \mathbf{i d}_{Y}\right\rangle^{\sharp}\left(\left(f_{M}, f_{\omega}\right)^{\dagger}\right) .
\end{aligned}
$$

Hence $f \circ\left\langle f^{\dagger}, \mathbf{i d}_{Y}\right\rangle=f^{\dagger}$.
Theorem 7.1. $\operatorname{Ser}_{(S, \Sigma)}^{\omega}$ is an iteration category.
Proof. We have already proved that the fixed point identity holds. In order to complete the proof, we establish the parameter, double dagger and group identities.

First we consider the parameter identity. Let $f=\left(f_{0}, f_{M}, f_{\omega}\right): X \rightarrow X \oplus Y$ and $g=\left(g_{0}, g_{M}, g_{\omega}\right): Y \rightarrow Z$. We want to prove that $\left(f \circ\left(\operatorname{id}_{X} \oplus g\right)\right)^{\dagger}=f^{\dagger} \circ g$.

It is clear that the first components of $\left(f \circ\left(\mathbf{i d}_{X} \oplus g\right)\right)^{\dagger}$ and $f^{\dagger} \circ g$ are $\left(f_{0} \circ\right.$ $\left.\left(\mathbf{i d}_{X} \oplus g_{0}\right)\right)^{\dagger}$ and $f_{0}^{\dagger} \circ g$, respectively. Since the parameter identity holds in $\mathbf{S e r}_{S, \Sigma}$, we conclude that the first components are equal.

The second and third components of $f \circ\left(\mathbf{i d}_{X} \oplus g\right)$ are given by

$$
\left(\mathbf{i d}_{X} \oplus g_{0}\right)^{\sharp}\left(\left(f_{M}, f_{\omega}\right)\right) \circ\left(\mathbf{i d}_{X} \oplus\left(g_{M}, g_{\omega}\right)\right),
$$

hence the corresponding components of $\left(f \circ\left(\mathbf{i d}_{X} \oplus g\right)\right)^{\dagger}$ are given by

$$
\left\langle\left(f_{0} \circ\left(\mathbf{i d}_{X} \oplus g_{0}\right)\right)^{\dagger}, \mathbf{i d}_{Z}\right\rangle^{\sharp}\left(\left(\left(\mathbf{i d}_{X} \oplus g_{0}\right)^{\sharp}\left(\left(f_{M}, f_{\omega}\right)\right) \circ\left(\mathbf{i d}_{X} \oplus\left(g_{M}, g_{\omega}\right)\right)\right)^{\dagger}\right)
$$

which is

$$
\begin{aligned}
& \left\langle f_{0}^{\dagger} \circ g_{0}, \mathbf{i d}_{Z}\right\rangle^{\sharp}\left(\left(\left(\mathbf{i d}_{X} \oplus g_{0}\right)^{\sharp}\left(\left(f_{M}, f_{\omega}\right)\right)\right)^{\dagger} \circ\left(g_{M}, g_{\omega}\right)\right) \\
& =\left(\left(\mathbf{i d}_{X} \oplus g_{0}\right) \circ\left\langle f_{0}^{\dagger} \circ g_{0}, \mathbf{i d}_{Z}\right\rangle\right)^{\sharp}\left(\left(f_{M}, f_{\omega}\right)^{\dagger}\right) \circ\left\langle f_{0}^{\dagger} \circ\left\langle g_{0}, \mathbf{i d}_{Z}\right\rangle^{\sharp}\left(g_{M}, g_{\omega}\right)\right. \\
& =\left(\left(\mathbf{i d}_{X} \oplus g_{0}\right) \circ\left\langle f_{0}^{\dagger} \circ g_{0}, \mathbf{i d}_{Z}\right\rangle\right)^{\sharp}\left(\left(f_{M}, f_{\omega}\right)^{\dagger}\right) \circ\left(g_{M}, g_{\omega}\right) .
\end{aligned}
$$

On the other hand, the second and third components of $f^{\dagger}$ and $f^{\dagger} \circ g$ are respectively given by $\left\langle f_{0}^{\dagger}, \mathbf{i d}_{Y}\right\rangle^{\sharp}\left(\left(f_{M}, f_{\omega}\right)^{\dagger}\right)$ and

$$
g_{0}^{\sharp}\left(\left\langle f_{0}^{\dagger}, \mathbf{i d}_{Y}\right\rangle^{\sharp}\left(\left(f_{M}, f_{\omega}\right)^{\dagger}\right)\right) \circ\left(g_{M}, g_{\omega}\right)=\left(\left\langle f_{0}^{\dagger}, \mathbf{i d}_{Y}\right\rangle \circ g_{0}\right)^{\sharp}\left(\left(f_{M}, f_{\omega}\right)^{\dagger}\right) \circ\left(g_{M}, g_{\omega}\right) .
$$

But $\left(\mathbf{i d}_{X} \oplus g_{0}\right) \circ\left\langle f_{0}^{\dagger} \circ g_{0}, \mathbf{i d}_{Z}\right\rangle=\left\langle f_{0}^{\dagger} \circ g_{0}, g_{0}\right\rangle=\left\langle f_{0}^{\dagger}, \mathbf{i d}_{Y}\right\rangle \circ g_{0}$, so that the second and third components are also equal.

We prove that the double dagger identity holds. To this end, let $f=\left(f_{0}, f_{M}, f_{\omega}\right)$ : $X \rightarrow X \oplus X \oplus Y$ and $\tau=\left\langle\mathbf{i d}_{X}, \mathbf{i d}_{X}\right\rangle \oplus \mathbf{i d}_{Y}$. Then the first component of $f^{\dagger \dagger}$ is $f_{0}^{\dagger \dagger}$, and the first component of $(f \circ \tau)^{\dagger}$ is $\left(f_{0} \circ \tau\right)^{\dagger}$. These are equal since the double dagger identity holds in $\mathbf{S e r}_{S, \Sigma}$.

The second and third components of $f^{\dagger}$ and $f^{\dagger \dagger}$ are

$$
\left\langle f_{0}^{\dagger}, \mathbf{i d}_{X \oplus Y}\right\rangle^{\sharp}\left(\left(f_{M}, f_{\omega}\right)^{\dagger}\right)
$$

and

$$
\begin{aligned}
& \left.\left\langle f_{0}^{\dagger \dagger}, \mathbf{i d}_{Y}\right\rangle^{\sharp}\left(\left\langle f_{0}^{\dagger}, \mathbf{i d}_{X \oplus Y}\right\rangle^{\sharp}\left(\left(f_{M}, f_{\omega}\right)^{\dagger}\right)\right)\right\rangle \\
& =\left(\left\langle f_{0}^{\dagger}, \mathbf{i d}_{X \oplus Y}\right\rangle \circ\left\langle f_{0}^{\dagger \dagger}, \mathbf{i d}_{Y}\right\rangle\right)^{\sharp}\left(\left(f_{M}, f_{\omega}\right)^{\dagger \dagger}\right) \\
& =\left(\left\langle f_{0}^{\dagger} \circ\left\langle f_{0}^{\dagger \dagger}, \mathbf{i d}_{Y}\right\rangle, f_{0}^{\dagger \dagger}, \mathbf{i d}_{Y}\right)^{\sharp}\left(\left(f_{M}, f_{\omega}\right)^{\dagger \dagger}\right)\right. \\
& =\left\langle f_{0}^{\dagger \dagger}, f_{0}^{\dagger \dagger}, \mathbf{i d}_{Y}\right\rangle^{\sharp}\left(\left(f_{M}, f_{\omega}\right)^{\dagger \dagger}\right) \\
& =\left(\tau \circ\left\langle f^{\dagger \dagger}, \mathbf{i d}_{Y}\right\rangle\right)^{\sharp}\left(\left(f_{M}, f_{\omega}\right)^{\dagger \dagger}\right),
\end{aligned}
$$

respectively. Now the second and third components of $f \circ \tau$ are given by $\tau^{\sharp}\left(\left(f_{M}, f_{\omega}\right)\right) \circ$ $\tau$ and thus the second and third components of $(f \circ \tau)^{\dagger}$ are given by

$$
\begin{aligned}
& \left\langle(f \circ \tau)^{\dagger}, \mathbf{i d}_{Y}\right\rangle^{\sharp}\left(\left(\tau^{\sharp}\left(\left(f_{M}, f_{\omega}\right)\right) \circ \tau\right)^{\dagger}\right) \\
& =\left\langle f^{\dagger \dagger}, \mathbf{i d}_{Y}\right\rangle^{\sharp}\left(\left(\tau^{\sharp}\left(\left(f_{M}, f_{\omega}\right)\right) \circ \tau\right)^{\dagger}\right) \\
& =\left(\left\langle f^{\dagger \dagger}, \mathbf{i d}_{Y}\right\rangle\right)^{\sharp}\left(\left(\tau^{\sharp}\left(\left(f_{M}, f_{\omega}\right)\right)\right)^{\dagger \dagger}\right) \\
& =\left(\left\langle f^{\dagger \dagger}, \mathbf{i d}_{Y}\right\rangle\right)^{\sharp}\left(\tau^{\sharp}\left(\left(\left(f_{M}, f_{\omega}\right)\right)^{\dagger \dagger}\right)\right) \\
& =\left(\tau \circ\left\langle f^{\dagger \dagger}, \mathbf{i d}_{Y}\right\rangle\right)^{\sharp}\left(\left(f_{M}, f_{\omega}\right)^{\dagger \dagger}\right) .
\end{aligned}
$$

Hence the double dagger identity holds.
Our next task is to prove that the (simplified) composition identity holds:

$$
(f \circ g)^{\dagger}=f \circ\left(g \circ\left(f \oplus \mathbf{i d}_{Z}\right)\right)^{\dagger}
$$

where $f: X \rightarrow Y$ and $g: Y \rightarrow X \oplus Z$. We will establish this identity only in the case when $Z$ is the initial object $\varnothing$. In this case, the identity takes the following form:

$$
(f \circ g)^{\dagger}=f \circ(g \circ f)^{\dagger},
$$

where $f: X \rightarrow Y$ and $g: Y \rightarrow X$.

It is again clear that the first components of the two sides are equal, since the identity holds in $\mathbf{S e r}_{S, \Sigma}$.

Now the second and third components of $(f \circ g)^{\dagger}$ are

$$
\begin{aligned}
& \left(\left(f_{0} \circ g_{0}\right)^{\dagger}\right)^{\sharp}\left(\left(g_{0}^{\sharp}\left(\left(f_{M}, f_{\omega}\right)\right) \circ\left(g_{M}, g_{\omega}\right)\right)^{\dagger}\right) \\
& \left.=\left(\left(g_{0} \circ\left(f_{0} \circ g_{0}\right)^{\dagger}\right)^{\sharp}\left(\left(f_{M}, f_{\omega}\right)\right) \circ\left(f_{0} \circ g_{0}\right)^{\dagger}\right)^{\sharp}\left(\left(g_{M}, g_{\omega}\right)\right)\right)^{\dagger} \\
& =\left(\left(\left(g_{0} \circ f_{0}\right)^{\dagger}\right)^{\sharp}\left(\left(f_{M}, f_{\omega}\right)\right) \circ\left(\left(f_{0} \circ g_{0}\right)^{\dagger}\right)^{\sharp}\left(\left(g_{M}, g_{\omega}\right)\right)\right)^{\dagger} .
\end{aligned}
$$

The corresponding components of $f \circ(g \circ f)^{\dagger}$ are

$$
\begin{aligned}
& \left(\left(g_{0} \circ f_{0}\right)^{\dagger}\right)^{\sharp}\left(\left(f_{M}, f_{\omega}\right)\right) \circ\left(\left(g_{0} \circ f_{0}\right)^{\dagger}\right)^{\sharp}\left(\left(f_{0}^{\sharp}\left(\left(g_{M}, g_{\omega}\right)\right) \circ\left(f_{M}, f_{\omega}\right)\right)^{\dagger}\right) \\
& =\left(\left(g_{0} \circ f_{0}\right)^{\dagger}\right)^{\sharp}\left(\left(f_{M}, f_{\omega}\right)\right) \circ\left(\left(\left(f_{0} \circ g_{0}\right)^{\dagger}\right)^{\sharp}\left(\left(g_{M}, g_{\omega}\right)\right) \circ\left(\left(g_{0} \circ f_{0}\right)^{\dagger}\right)^{\sharp}\left(\left(f_{M}, f_{\omega}\right)\right)\right)^{\dagger} \\
& =\left(\left(\left(g_{0} \circ f_{0}\right)^{\dagger}\right)^{\sharp}\left(\left(f_{M}, f_{\omega}\right)\right) \circ\left(\left(f_{0} \circ g_{0}\right)^{\dagger}\right)^{\sharp}\left(\left(g_{M}, g_{\omega}\right)\right)\right)^{\dagger} .
\end{aligned}
$$

Hence, the second and third components are also equal.
Our last task is to prove that the group identities hold. Suppose that $G$ is a finite group of order $n$ whose elements are the integers $\{1, \ldots, n\}$, say. Let $g$ : $X \rightarrow X \oplus \cdots \oplus X \oplus Y$, where there are $n$ occurrences of $X$ in the target. For each $i \in\{1, \ldots, n\}$, let

$$
\rho_{i}=\left\langle\mathbf{i n}_{i \cdot 1}, \ldots, \mathbf{i n}_{i \cdot n}\right\rangle \oplus \mathbf{i d}_{Y}: X \oplus \cdots \oplus X \oplus Y \rightarrow X \oplus \cdots \oplus X \oplus Y
$$

Moreover, let

$$
\tau=\left\langle\mathbf{i d}_{X}, \ldots, \mathbf{i d}_{X}\right\rangle: X \oplus \cdots \oplus X \rightarrow X
$$

The group identity associated with $G$ is

$$
\left\langle g \circ \rho_{1}, \ldots, g \circ \rho_{n}\right\rangle^{\dagger}=\tau \circ\left(g \circ\left(\tau \oplus \mathbf{i d}_{Y}\right)\right)^{\dagger}
$$

We will prove this only in the case when $Y=\varnothing$. The first components of the two sides are again equal. The second and third components of the morphism on the left hand side are given by

$$
\begin{aligned}
& \left(\left\langle g_{0} \circ \rho_{1}, \ldots, g_{0} \circ \rho_{n}\right\rangle^{\dagger}\right)^{\sharp}\left(\left\langle\left(g_{M}, g_{\omega}\right) \circ \rho_{1}, \ldots,\left(g_{M}, g_{\omega}\right) \circ \rho_{n}\right\rangle^{\dagger}\right) \\
& =\left(\tau \circ\left(g_{0} \circ \tau\right)^{\dagger}\right)^{\sharp}\left(\left\langle\left(g_{M}, g_{\omega}\right) \circ \rho_{1}, \ldots,\left(g_{M}, g_{\omega}\right) \circ \rho_{n}\right\rangle^{\dagger}\right) \\
& =\left\langle\left(\tau \circ\left(g_{0} \circ \tau\right)^{\dagger}\right)^{\sharp}\left(\left(g_{M}, g_{\omega}\right)\right) \circ \rho_{1}, \ldots,\left(\tau \circ\left(g_{0} \circ \tau\right)^{\dagger}\right)^{\sharp}\left(\left(g_{M}, g_{\omega}\right)\right) \circ \rho_{n}\right\rangle^{\dagger} \\
& =\tau \circ\left(\left(\tau \circ\left(g_{0} \circ \tau\right)^{\dagger}\right)^{\sharp}\left(\left(g_{M}, g_{\omega}\right)\right) \circ \tau\right)^{\dagger} .
\end{aligned}
$$

But this is exactly the morphism determined by the second and third components of the morphism on the right hand side of the group identity associated with $G$. This completes the proof of the theorem.

## Remark of the second author.

From May 17 to May 20, 2016, Zoltan stayed and worked in my home and almost finished his presumably final paper as coauthor. He wrote this paper in his typical style of working: After extensive discussions he typed the tex file directly into the computer without using a concept or notes. This paper is complete except for the announced "Conclusion". His planned content of the "Conclusion" is unknown to me and I have not tried to reconstruct it. Therefore, this paper appears according to Zoltan's conceptions.
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# Trace Simulation Semantics is not Finitely Based over BCCSP* 
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#### Abstract

This note shows that the trace simulation preorder does not have a finite inequational basis over the language BCCSP. Indeed, no collection of sound inequations of bounded depth is ground-complete with respect to the trace simulation preorder over BCCSP even over a singleton set of actions.
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## 1 Introduction

The study of the equational theory of several algebraic structures has been one of the main research interests of the late Zoltán Ésik - see, for instance, the references $[2,3,8,9,10,13,14,16]$ for a small sample of his work in this area.

In the setting of process algebras, the study of complete axiomatizations of behavioural equivalences can be traced back to the early contributions of Hennessy and Milner [18], and Bergstra and Klop [7]. Since then, the investigation of the equational theory of various process algebras has been a major topic of research and Zoltán Ésik has contributed to this field in many ways - see, for instance, [1, 11, 15]

A complete axiomatization of a behavioural congruence yields a purely syntactic characterization, independent of the actual details of the chosen semantic model for processes and of the definition of the behavioural equivalence, of the semantics of a process algebra. This bridge between syntax and semantics plays an important role in both the practice and the theory of process algebras. From the point of view of practice, these proof systems can be used to perform system verifications in a purely syntactic way using general purpose theorem provers or proof checkers, and form the basis of purpose built axiomatic verification tools. From the theoretical point of view, complete axiomatizations of behavioural equivalences capture the essence of

[^4]different notions of semantics for processes in terms of a basic collection of identities, and this often allows one to compare semantics which may have been defined in very different styles and frameworks. A review of existing complete equational axiomatizations for many of the behavioural semantics in van Glabbeek's spectrum is offered in [26]. The equational axiomatizations offered in that reference are over the language BCCSP, a common fragment of Milner's CCS [21, 22] and Hoare's CSP [19] suitable for describing finite synchronization trees, and characterize the differences between behavioural semantics in terms of a few revealing axioms.

In this paper, we contribute to the study of the equational theory of semantic equivalences over BCCSP by showing that the trace simulation preorder does not have a finite inequational basis over the language BCCSP (Theorem 1). Indeed, no collection of sound inequations of bounded depth is ground-complete with respect to the trace simulation preorder over BCCSP even over a singleton set of actions (Theorem 2). The proof of our main result is proof theoretic. We are sure that Zoltán Ésik would have preferred to see a model-theoretic argument, like those he used with two of the authors of this paper in joint work on the max-plus algebra of the natural numbers and on the equational theory of tropical semirings [2, 3], but we hope that he would have found our result and its proof appealing nonetheless.

The paper is organized as follows. Section 2 presents preliminaries on the syntax and semantics of BCCSP, the behavioural equivalences and preorders we study and inequational logic. Section 3 introduces our main result, whose proof is given in Section 3.1.

## 2 Preliminaries

Syntax of BCCSP We work with BCCSP [26, 19, 22] over the action set $A$. This language is a basic process algebra for expressing finite process behaviour. Its syntax consists of closed (process) terms $p, q$ that are constructed from a constant $\mathbf{0}$, a binary operator _+_ called alternative composition, and the unary prefix operators $a_{-}$with $a \in A$. Open terms $t, u$ can, moreover, contain occurrences of variables from a countably infinite set $V$ (with typical elements $x, y, z$ ).

In what follows, for each $n \geq 0$, we use $a^{n} \mathbf{0}$ to stand for the term $\mathbf{0}$ if $n=0$, and for $a\left(a^{n-1} \mathbf{0}\right)$ if $n>0$.

A (closed) substitution maps variables in $V$ to (closed) terms. For every term $t$ and substitution $\sigma$, the term $\sigma(t)$ is obtained by replacing every occurrence of a variable $x$ in $t$ by $\sigma(x)$. Note that $\sigma(t)$ is closed if $\sigma$ is a closed substitution.

Transition rules Closed BCCSP terms denote finite process behaviours, where $\mathbf{0}$ does not exhibit any behaviour, $p+q$ is the nondeterministic choice between the behaviours of $p$ and $q$, and $a p$ executes action $a$ to transform into $p$. This intuition is captured, in the style of Plotkin [25], by the transition rules below, which give rise to $a$-labelled transitions, with $a \in A$, between closed terms.

$$
\stackrel{x \xrightarrow{a} x^{\prime}}{a x \xrightarrow[\longrightarrow]{a}} \quad \frac{y \xrightarrow{a} y^{\prime}}{x+y \xrightarrow{a} x^{\prime}} \quad \frac{x+3}{x+y} y^{\prime}
$$

The operational semantics is extended to open terms by assuming that variables do not exhibit any behaviour. We write $t \rightarrow$ if there are no action $a$ and term $t^{\prime}$ such that $t \xrightarrow{a} t^{\prime}$ holds.

For each $s \in A^{*}$, the transition relation $\xrightarrow{s}$ is defined thus, where $\varepsilon$ denotes the empty string:

- $t \xrightarrow{\varepsilon} t^{\prime}$ if, and only if, $t=t^{\prime}$;
- $t \xrightarrow{a s} t^{\prime}$ if, and only if, there is some $t^{\prime \prime}$ such that $t \xrightarrow{a} t^{\prime \prime} \xrightarrow{s} t^{\prime}$.

If $t \xrightarrow{s} t^{\prime}$, then we say that $s$ is a trace of $t$. Such a trace is complete if $t^{\prime} \leftrightarrow$.
For each BCCSP term $t$, we define

$$
T(t)=\left\{s \mid t \xrightarrow{s} t^{\prime} \text { for some } t^{\prime}\right\} .
$$

The depth of a term $t$, written depth $(t)$, is the length of a longest trace $s \in T(t)$. The norm of a term $t$, written $\operatorname{norm}(t)$, is the length of a shortest complete trace $s \in T(t)$. (The notion of norm stems from [6].) For example, the closed term $a^{2}+a^{3}$ has norm two and depth three.

Simulation, bisimulation and trace simulation We define the following three variations on the notion of simulation over closed BCCSP terms.

Definition 1 (Simulations). A binary relation $\mathcal{R}$ over closed BCCSP terms is:

- a simulation [20, 24] if $p \mathcal{R} q$ and $p \xrightarrow{a} p^{\prime}$ imply $q \xrightarrow{a} q^{\prime}$ for some $q^{\prime}$ with $p^{\prime} \mathcal{R} q^{\prime}$;
- $a$ bisimulation [22, 24] if it is a simulation whose inverse is also a simulation;
- $a$ trace simulation if it is a simulation that satisfies the following condition:

$$
p \mathcal{R} q \text { implies } T(q)=T(p) .
$$

We write $p \precsim_{T S} q$ if there is a trace simulation $\mathcal{R}$ with $p \mathcal{R} q$, and $p \leftrightarrow q$ if there is a bisimulation $\mathcal{R}$ with $p \mathcal{R} q$. We will refer to $\precsim_{\text {TS }}$ as the trace simulation preorder, and to $\leftrightarrows$ as bisimilarity.

Let $\precsim \in\left\{\precsim_{T S}, \overleftrightarrow{ }\right.$ \} . We define $t \precsim u$ if $\sigma(t) \precsim \sigma(u)$ for each closed substitution $\sigma$.

It is well known that $\precsim_{T S}$ is a preorder and $\leftrightarrows$ is an equivalence relation. Moreover, both relations are preserved by the operators of the language BCCSP.

Inequational logic An inequation (respectively, an equation) over the language BCCSP is a formula of the form $t \leq u$ (respectively, $t=u$ ), where $t$ and $u$ are BCCSP terms. An (in)equational axiom system is a collection of (in)equations over the language BCCSP. An equation $t=u$ is derivable from an equational axiom system $E$ if it can be proven from the axioms in $E$ using the rules of equational
logic (viz. reflexivity, symmetry, transitivity, substitution and closure under BCCSP contexts).

$$
t=t \quad \frac{t=u}{u=t} \quad \frac{t=u \quad u=v}{t=v} \quad \frac{t=u}{\sigma(t)=\sigma(u)} \quad \frac{t=u}{a t=a u} \quad \frac{t=u \quad t^{\prime}=u^{\prime}}{t+t^{\prime}=u+u^{\prime}}
$$

For the derivation of an inequation $t \leq u$ from an inequational axiom system $E$, the rule for symmetry is omitted.

It is well known that, without loss of generality, one may assume that substitutions happen first in (in)equational proofs, i.e., that the fourth rule may only be used when its premise is one of the (in)equations in $E$. Moreover, by postulating that for each equation in $E$ also its symmetric counterpart is present in $E$, one may assume that applications of symmetry happen first in equational proofs, i.e., that the second rule is never used in equational proofs. (See, e.g., [12, page 497] for a thorough discussion of this 'normalized equational proofs'.) In the remainder of this paper, we shall always tacitly assume that equational axiom systems are closed with respect to symmetry. Note that, with this assumption, there is no difference between the rules of inference of equational and inequational logic. In what follows, we shall consider an equation $t=u$ as a shorthand for the pair of inequations $t \leq u$ and $u \leq t$.

The depth of $t \leq u$ and $t=u$ is the maximum of the depths of $t$ and $u$. The depth of a collection of (in)equations is the supremum of the depths of its elements.

An inequation $t \leq u$ is sound with respect to $\precsim_{T S}$ if $t \precsim_{T S} u$ holds. For example, as our readers can readily check, the inequation

$$
\begin{equation*}
a x \leq a x+x \tag{1}
\end{equation*}
$$

is sound with respect to $\precsim_{T S}$ if $A=\{a\}$ and is unsound otherwise.
An (in)equational axiom system $E$ is sound with respect to $\precsim T S$ if so is each (in)equation in $E$. It is complete if each valid inequation $t \precsim T S u$ can be derived from $E$, and it is ground complete if each valid inequation $t \precsim T S u$ relating closed terms can be derived from $E$. A set of complete and sound (in)equations is sometimes referred to as an (in)equational basis.

The core axioms A1-A4 for BCCSP given below are classic and stem from [18]. They are complete [23], and sound and ground complete [18, 22], over BCCSP (over any nonempty set of actions) modulo bisimulation equivalence [22, 24], which is the finest semantics in van Glabbeek's spectrum [26].

$$
\begin{array}{lr}
\text { A1 } & x+y \approx y+x \\
\text { A2 } & (x+y)+z \approx x+(y+z) \\
\text { A3 } & x+x \approx x \\
\text { A4 } & x+\mathbf{0} \approx x
\end{array}
$$

In what follows, for notational convenience, we consider terms up to the least congruence generated by axioms A1-A4, that is, up to bisimulation equivalence.

## 3 The negative result

Our aim in what follows is to show the following theorem.
Theorem 1. The (in)equational theory of $\precsim_{T S}$ over BCCSP does not have a finite inequational basis. In particular, no finite set of sound inequations over BCCSP modulo $\precsim_{T S}$ can prove all of the sound inequations in the family

$$
a^{2 m} \leq a^{2 m}+a^{m} \quad(m \geq 0)
$$

In what follows, we shall present a proof of the above result, which has proof has a 'proof-theoretic' flavour.

Remark 1. The family of inequations in the statement of Theorem 1 was used in $[5,4]$ to prove that the 2-nested simulation preorder from [17] does not afford a finite ground-complete inequational axiomatization over BCCSP.

### 3.1 A proof-theoretic argument for Theorem 1

Our proof of Theorem 1 is based on obtaining that result as a corollary of the following one.

Theorem 2. Let $E$ be a collection of inequations whose elements are sound modulo $\precsim_{T S}$ and have depth smaller than $m$. Suppose furthermore that the closed inequation $p \leq q$ is derivable from $E$, that $q \precsim_{T S} a^{2 m}+a^{m}$ and $\operatorname{norm}(p)=2 m$. Then $\operatorname{norm}(q)=2 m$.

Having shown the above result, Theorem 1 can be proved as follows. Let $E$ be a finite inequational axiom system that is sound modulo $\precsim_{T S}$. Pick $m$ larger than the depth of $E$. (Such an $m$ exists since $E$ is finite.) Then, by Theorem $2, E$ cannot prove the valid inequation

$$
a^{2 m} \leq a^{2 m}+a^{m},
$$

and is therefore incomplete. Indeed, $a^{2 m}$ has norm $2 m$, but $a^{2 m}+a^{m}$ has norm $m$.
In the remainder of this section, we shall present a proof of Theorem 2. In order to show that result, we shall first prove that the property mentioned in that statement holds true for instantiations of sound inequations whose depth is smaller than $m$. Next we use this fact to argue that the stated property is preserved by arbitrary inequational derivations from a collection of inequations whose elements have depth smaller than $m$ and are sound modulo $\precsim T S$.

Definition 2. We say that a term $t$ has an occurrence of variable $x$ reachable via a sequence of actions $s$ if there is some term $t^{\prime}$ such that $t \xrightarrow{s} x+t^{\prime}$.

For example, $a x+a \mathbf{0}$ has an occurrence of $x$ reachable via $a$ because $a x+a \mathbf{0} \xrightarrow{a}$ $x$ and $x=x+\mathbf{0}$.

Lemma 1. Assume that $t \underset{\nwarrow S}{ } u$ and that $u$ has an occurrence of variable $x$ reachable via a sequence of actions $s$. Then $t$ also has an occurrence of variable $x$ reachable via some sequence of actions $s^{\prime}$.

Proof. Assume that $t \precsim T S u$ and that $u$ has an occurrence of variable $x$ reachable via a sequence of actions $s$. Let $m$ be larger than the depth of $t$. Consider the closed substitution $\sigma$ mapping $x$ to $a^{m}$ and every other variable to $\mathbf{0}$. Since $u$ has an occurrence of variable $x$ reachable via $s$, it is easy to see that $\sigma(u) \xrightarrow{s a^{m}} \mathbf{0}$. As $\sigma(t) \precsim_{T S} \sigma(u)$ because $t \precsim_{T S} u$ by assumption, it must be the case that $\sigma(t) \xrightarrow{s a^{m}} p$ for some $p$. As the depth of $t$ is smaller than $m$, the substitution $\sigma$ maps all variables different from $x$ to $\mathbf{0}$ and $\sigma(u) \xrightarrow{s a^{m}} p$, it follows that $t \xrightarrow{s^{\prime}} x+t^{\prime}$ for some $t^{\prime}$, which was to be shown.

Remark 2. Note that, in general, the traces $s$ and $s^{\prime}$ mentioned in the statement of the above lemma need not be equal. For instance, as we observed previously, the inequation

$$
a x \leq a x+x
$$

is sound with respect to $\precsim_{T S}$ if $A=\{a\}$ and the term $a x+x$ has an occurrence of variable $x$ reachable via the sequence of actions $\varepsilon$. However, the only occurrence of $x$ in the term $a x$ is reachable via the sequence of actions $a$.

The following lemma is the first stepping stone towards the proof of Theorem 2. It establishes that the property mentioned in that statement holds true for instantiations of sound inequations whose depth is smaller than $m$.

Lemma 2. Suppose that $t \precsim_{T S} u$ and that $m$ is larger than the depth of $u$. Let $\sigma$ be a closed substitution. Suppose, furthermore, that $\sigma(u) \precsim T S a^{2 m}+a^{m}$ and $\operatorname{norm}(\sigma(t))=2 m$. Then $\operatorname{norm}(\sigma(u))=2 m$.

Proof. The assumption that $\sigma(u) \precsim T S a^{2 m}+a^{m}$ yields that $\operatorname{norm}(\sigma(u))=2 m$ or $\operatorname{norm}(\sigma(u))=m$. Assume, towards a contradiction, that $\operatorname{norm}(\sigma(u))=m$. Then, since depth $(u)<m$, there are some $i<m$ and some variable $x$ such that $u$ has an occurrence of variable $x$ reachable via $a^{i}$ and $\sigma(x) \xrightarrow{a^{m-i}} \mathbf{0}$. Since $t \precsim_{T S} u$ and $\operatorname{depth}(t)<m$ too (because $t \precsim{ }_{T S} u$ clearly implies that depth $(t)=\operatorname{depth}(u)$ and $\operatorname{depth}(u)<m$ by our assumption), there is some $j<m$ such that $t$ has an occurrence of variable $x$ reachable via $a^{j}$. But then $\sigma(t)$ has a trace of length $j+(m-i)<2 m$ leading to $\mathbf{0}$. This contradicts the assumption that norm $(\sigma(t))=$ $2 m$. Therefore $\operatorname{norm}(\sigma(u))=2 m$, as claimed.

We will now argue that the property stated in Theorem 2 is preserved by arbitrary inequational derivations from a collection of inequations whose elements are sound modulo $\lesssim_{T S}$ and have depth smaller than $m$. The following lemma will allow us to handle closure under action prefixing in that proof.

Lemma 3. Assume that $a q \precsim_{T S} a^{2 m}+a^{m}$. Then $\operatorname{norm}(a q)=2 m$.

Proof. By our assumptions, it follows that $m \geq 1$, $\operatorname{depth}(a q)=2 m$ and that $\operatorname{norm}(a q)=2 m$ or $\operatorname{norm}(a q)=m$.

Assume, towards a contradiction, that norm $(a q)=m$. Then $q$ has depth $2 m-1$ and norm $m-1$. Since $a q \precsim T S a^{2 m}+a^{m}$ and $\operatorname{depth}(q)=2 m-1$, it must be the case that $q \precsim_{T S} a^{2 m-1}$. But this is impossible since $q$ can terminate in $m-1$ steps and $a^{2 m-1}$ cannot. Therefore $a q$ has norm $2 m$, as claimed.

We now have all the necessary ingredients to complete our proof of Theorem 2, and therefore of Theorem 1.

Proof. (of Theorem 2) Assume that $E$ is a collection of inequations whose elements are sound modulo $\precsim_{T S}$ and have depth smaller than $m$. Suppose furthermore that

- the inequation $p \leq q$ is derivable from $E$,
- $q \precsim_{T S} a^{2 m}+a^{m}$, and
- $\operatorname{norm}(p)=2 m$.
(Observe that $m$ is positive because it is larger than the depth of $E$.) We shall prove that $\operatorname{norm}(q)=2 m$ by induction on a closed derivation of $p \leq q$ from $E$. We proceed by examining the last rule used in the proof of $p \leq q$ from $E$. The case of reflexivity is trivial and that of transitivity follows by applying the inductive hypothesis twice. If $p \leq q$ is proved by instantiating an inequation in $E$, then the claim follows by Lemma 2. We are therefore left with the congruence rules, which we examine separately below.
- Suppose that $E$ proves $p \leq q$ because $p=a p^{\prime}, u=a q^{\prime}$ and $E$ proves $p^{\prime} \leq q^{\prime}$ by a shorter inference. By the soundness of $E$ and the proviso of the theorem, we have that

$$
p=a p^{\prime} \precsim_{T S} u=a q^{\prime} \precsim_{T S} a^{2 m}+a^{m}
$$

and $\operatorname{norm}(p)=2 m$. Lemma 3 now yields norm $(q)=2 m$, as required.

- Suppose that $E$ proves $p \leq q$ because $p=p_{1}+p_{2}, q=p_{1}+p_{2}$ and $E$ proves $p_{i} \leq q_{i}, 1 \leq i \leq 2$, by shorter inferences. Since $p$ has norm $2 m$ and $m$ is positive, we may assume, without loss of generality, that $p_{1}$ has norm $2 m$. Moreover, the depth of $p_{1}$ is also $2 m$, since

$$
p=p_{1}+p_{2} \precsim_{T S} q_{1}+q_{2}=q \precsim_{T S} a^{2 m}+a^{m} .
$$

Therefore $q_{1}$ has depth $2 m$ because $E$ is sound. Since $q_{1}+q_{2} \precsim T S a^{2 m}+a^{m}$, for each $q_{1}^{\prime}$ such that $q_{1} \xrightarrow{a} q_{1}^{\prime}$ we have that $q_{1}^{\prime} \precsim_{T S} a^{2 m-1}$ or $q_{1}^{\prime} \precsim_{T S} a^{m-1}$. As $q_{1}$ has positive depth, this means that $q_{1} \precsim_{T S} a^{2 m}+a^{m}$. We may therefore apply the induction hypothesis to obtain that norm $\left(q_{1}\right)=2 m$. If $p_{2}$ is $\mathbf{0}$ then we are done since, in that case, $q_{2}$ is also $\mathbf{0}$ by the soundness of $E$. If $p_{2}$ is not $\mathbf{0}$, then its norm is also $2 m$, because $p$ has norm and depth equal to $2 m$. But then, reasoning as above, we may infer that norm $\left(q_{2}\right)=2 m$. Since $q=q_{1}+q_{2}$ and $\operatorname{norm}\left(q_{1}\right)=\operatorname{norm}\left(q_{2}\right)=2 m$, we have that $\operatorname{norm}(q)=2 m$, which was to be shown.

This completes the proof.

Dedication Luca Aceto and Anna Ingólfsdóttir dedicate this paper to the memory of their collaborator and friend Zoltán Ésik, from whom they have learned much and with whom they have shared many pleasant days. They will miss him.
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#### Abstract

We study the commutative positive varieties of languages closed under various operations: shuffle, renaming and product over one-letter alphabets.


Most monoids considered in this paper are finite. In particular, we use the term variety of monoids for variety of finite monoids. Similarly, all languages considered in this paper are regular languages and hence their syntactic monoid is finite.

## 1 Introduction

Eilenberg's variety theorem [12] and its ordered version [17] provide a convenient setting for studying classes of regular languages. It states that positive varieties of languages are in one-to-one correspondence with varieties of finite ordered monoids.

There is a large literature on operations on regular languages. For instance, the closure of [positive] varieties of languages under various operations has been extensively studied: Kleene star [16], concatenation product [7, 19, 25], renaming $[1,4,8,23,26]$ and shuffle $[6,10,14]$. The ultimate goal would be the complete classification of the positive varieties of languages closed under these operations.

[^5]The first step in this direction is to understand the commutative case, which is the goal of this paper.

We first show in Theorem 5.1 that every commutative positive $l d$-variety of languages is a positive variety of languages. This means that if a class of commutative languages is closed under Boolean operations and under inverses of lengthdecreasing morphisms then it is also closed under inverses of morphisms. This result has a curious application in weak arithmetic, stated in Proposition 5.4.

Next we study two operations on languages, shuffle and renaming. These two operations are closely related to the so-called power operator on monoids, which associates with each monoid the monoid of its subsets. In its ordered version, it associates with each ordered monoid the ordered monoid of its downsets. We give four equivalent conditions characterizing the commutative positive varieties of languages closed under shuffle (Proposition 6.1) or under renaming (Proposition 6.2 ).

In order to keep the paper self-contained, prerequisites are presented in some detail in Section 2. Inequalities form the topic of Section 3. We start with their formal definitions, describe their various interpretations and establish some of their properties. General results on renaming are given in Section 4 and more specific results on commutative varieties are proposed in Section 5, including our previously mentioned result on $l d$-varieties. Our characterizations of the positive varieties of languages closed under shuffle or renaming form the meat of Section 6 and are illustrated by three examples in Section 7. Finally, a few research directions are suggested in Section 8.

## 2 Prerequisites

In this section, we briefly recall the following notions: lattices and (positive) varieties of languages, syntactic ordered monoids, varieties of ordered monoids, stamps, downset monoids, free profinite monoids.

### 2.1 Languages

Let $A$ be a finite alphabet. Let $[u]$ be the commutative closure of a word $u$, that is, the set of words commutatively equivalent to $u$. For instance, $[a a b]=$ $\{a a b, a b a, b a a\}$. A language $L$ is commutative if, for every word $u \in L,[u]$ is contained in $L$.

A lattice of languages is a set $\mathcal{L}$ of regular languages of $A^{*}$ containing $\emptyset$ and $A^{*}$ and closed under finite union and finite intersection. It is closed under quotients if, for each $L \in \mathcal{L}$ and $u \in A^{*}$, the languages $u^{-1} L$ and $L u^{-1}$ are also in $\mathcal{L}$.

The shuffle product (or simply shuffle) of two languages $L_{1}$ and $L_{2}$ over $A$ is the language

$$
\begin{aligned}
& L_{1} \amalg L_{2}=\left\{w \in A^{*} \mid w=u_{1} v_{1} \cdots u_{n} v_{n} \text { for some words } u_{1}, \ldots, u_{n}\right. \\
& \left.v_{1}, \ldots, v_{n} \text { of } A^{*} \text { such that } u_{1} \cdots u_{n} \in L_{1} \text { and } v_{1} \cdots v_{n} \in L_{2}\right\}
\end{aligned}
$$

The shuffle product defines a commutative and associative operation on the set of languages over $A$.

A renaming or length-preserving morphism is a morphism $\varphi$ from $A^{*}$ into $B^{*}$, such that, for each word $u$, the words $u$ and $\varphi(u)$ have the same length. It is equivalent to require that, for each letter $a, \varphi(a)$ is also a letter, that is, $\varphi(A) \subseteq B$. Similarly, a morphism is length-decreasing if the image of each letter is either a letter or the empty word.

A class of languages is a correspondence $\mathcal{C}$ which associates with each alphabet $A$ a set $\mathcal{C}\left(A^{*}\right)$ of regular languages of $A^{*}$.

A positive variety of languages is a class of regular languages $\mathcal{V}$ such that:
(1) for every alphabet $A, \mathcal{V}\left(A^{*}\right)$ is a lattice of languages closed under quotients,
(2) if $\varphi: A^{*} \rightarrow B^{*}$ is a morphism, $L \in \mathcal{V}\left(B^{*}\right)$ implies $\varphi^{-1}(L) \in \mathcal{V}\left(A^{*}\right)$.

A variety of languages is a positive variety $\mathcal{V}$ such that each lattice $\mathcal{V}\left(A^{*}\right)$ is closed under complement. We shall also use two slight variations of these notions. A positive ld-variety [lp-variety] of languages $[13,19]$ is a class of regular languages $\mathcal{V}$ satisfying (1) and
$\left(2^{\prime}\right)$ if $\varphi: A^{*} \rightarrow B^{*}$ is a length-decreasing [length-preserving] morphism, then $L \in \mathcal{V}\left(B^{*}\right)$ implies $\varphi^{-1}(L) \in \mathcal{V}\left(A^{*}\right)$.

### 2.2 Syntactic ordered monoids

An ordered monoid is a monoid $M$ equipped with a partial order $\leqslant$ compatible with the product on $M$ : for all $x, y, z \in M$, if $x \leqslant y$ then $z x \leqslant z y$ and $x z \leqslant y z$.

The ordered syntactic monoid of a language was first introduced by Schützenberger in [24, p. 10]. Let $L$ be a language of $A^{*}$. The syntactic preorder of $L$ is the relation $\leqslant_{L}$ defined on $A^{*}$ by $u \leqslant_{L} v$ if, for every $x, y \in A^{*}$, xuy $\in L$ implies $x v y \in L$. When the language $L$ is clear from the context, we may write $\leqslant$ instead of $\leqslant_{L}$. As is standard in preorder notation, we write $u<v$ to mean that $u \leqslant v$ holds but $v \leqslant u$ does not.

For instance, let $A=\{a\}$. If $L=a+a^{3}$, then $a^{3} \leqslant_{L} a$, but if $L=a+a^{3} a^{*}$, then $a \leqslant_{L} a^{3}$.

The associated equivalence relation $\sim_{L}$, defined by $u \sim_{L} v$ if $u \leqslant_{L} v$ and $v \leqslant_{L} u$, is the syntactic congruence of $L$ and the quotient monoid $M(L)=A^{*} / \sim_{L}$ is the syntactic monoid of $L$. The natural morphism $\eta: A^{*} \rightarrow A^{*} / \sim_{L}$ is the syntactic stamp of $L$. The syntactic image of $L$ is the set $P=\eta(L)$.

The syntactic order $\leqslant$ is defined on $M(L)$ as follows: $u \leqslant v$ if and only if for all $x, y \in M$, xuy $\in P$ implies $x v y \in P$. The partial order $\leqslant$ is compatible with multiplication and the resulting ordered monoid $(M, \leqslant)$ is called the ordered syntactic monoid of $L$.

Example 2.1. Let $L$ be the language $1+a$. The syntactic monoid of $L$ is the commutative monoid $\{1, a, 0\}$ satisfying $a^{2}=0$. The syntactic order is $0<a<1$. Indeed, one has $a \leqslant 1$ since, for each $r \geqslant 0$, the condition $a^{r} a \in L$ implies $a^{r} \in L$. Similarly, one has $0 \leqslant a$ since, for each $r \geqslant 0$, the condition $a^{r} a^{2} \in L$ implies $a^{r} a \in L$. However, $1 \nless a$ and $a \nless 0$ since $a \in L$ but $a^{2} \notin L$.

Example 2.2. Let $L$ be the language $a+a^{6} a^{*}$. The syntactic monoid of $L$ may be identified with the commutative monoid $\{0,1, \ldots, 6\}$ equipped with the operation $x y=\min \{x+y, 6\}$. In particular, 0 and 6 are the unique idempotents. The syntactic order is represented as follows (a path from $i$ to $j$ means that $i<j$ ):


For instance, one has $1<6$ since, for each $r \geqslant 0$, the condition $a a^{r} \in L$ implies $a^{6} a^{r} \in L$. Similarly, one has $0<5$ since, for each $r \geqslant 0$, the condition $a^{r} \in L$ implies $a^{5} a^{r} \in L$. But $1 \nless 5$ since $a \in L$ but $a^{5} \notin L$.

Example 2.3. Let $L$ be the language $a+\left(a^{3}+a^{4}\right)\left(a^{7}\right)^{*}$. Its minimal automaton is represented below.


The syntactic monoid of $L$ is the monoid presented by $\left\langle a \mid a^{9}=a^{2}\right\rangle$. The syntatic order is the equality relation.

### 2.3 Stamps

Monoids and ordered monoids are used to recognise languages, but there is a slightly more restricted notion. A stamp is a surjective monoid morphism $\varphi: A^{*} \rightarrow M$ from a finitely generated free monoid $A^{*}$ onto a finite monoid $M$. If $M$ is an ordered monoid, $\varphi$ is called an ordered stamp.

The restricted direct product of two [ordered] stamps $\varphi_{1}: A^{*} \rightarrow M_{1}$ and $\varphi_{2}$ : $A^{*} \rightarrow M_{2}$ is the stamp $\varphi$ with domain $A^{*}$ defined by $\varphi(a)=\left(\varphi_{1}(a), \varphi_{2}(a)\right)$ (see Figure 1). The image of $\varphi$ is an [ordered] submonoid of the [ordered] monoid $M_{1} \times M_{2}$.


Figure 1: The restricted direct product of two stamps.
Recall that an upset of an ordered set $E$ is a subset $U$ of $E$ such that the conditions $x \in U$ and $x \leqslant y$ imply $y \in U$. A language $L$ of $A^{*}$ is recognised by a stamp $\varphi: A^{*} \rightarrow M$ if there exists a subset $P$ of $M$ such that $L=\varphi^{-1}(P)$. It is recognised by an ordered stamp $\varphi: A^{*} \rightarrow M$ if there exists an upset $U$ of $M$ such that $L=\varphi^{-1}(U)$.

It is easy to see that if two languages $L_{0}$ and $L_{1}$ of $A^{*}$ are recognised by the [ordered] stamps $\varphi_{0}$ and $\varphi_{1}$, respectively, then $L_{0} \cap L_{1}$ and $L_{0} \cup L_{1}$ are both recognised by the restricted product of $\varphi_{0}$ and $\varphi_{1}$.

### 2.4 Varieties

Varieties of languages and their avatars all admit an algebraic characterization. We first describe the corresponding algebraic objects and summarize the correspondence results at the end of this section. See [18] for more details.
[Positive] varieties of languages correspond to varieties of [ordered] monoids. A variety of monoids is a class of monoids closed under taking submonoids, quotients and finite direct products. Varieties of ordered monoids are defined analogously.

The description of the algebraic objects corresponding to positive $l p$ - and $l d$ varieties of languages is more complex and relies on the notion of stamp defined in Section 2.3. An lp-morphism from a stamp $\varphi: A^{*} \rightarrow M$ to a stamp $\psi: B^{*} \rightarrow N$ is a pair $(f, \alpha)$, where $f: A^{*} \rightarrow B^{*}$ is length-preserving, $\alpha: M \rightarrow N$ is a morphism of [ordered] monoids, and $\psi \circ f=\alpha \circ \varphi$.


The $l p$-morphism $(f, \alpha)$ is an $l p$-projection if $f$ is surjective. It is an lp-inclusion if $\alpha$ is injective.

An [ordered] lp-variety of stamps is a class of [ordered] stamps closed under $l p$-projections, $l p$-inclusions and finite restricted direct products. [Ordered] $l d$ -
varieties of stamps are defined in the same way, just by replacing $l p$ by $l d$ and length-preserving by length-decreasing everywhere in the definition.

Here are the announced correspondence results. Eilenberg's variety theorem [12] and its ordered counterpart [17] give a bijective correspondence between varieties of [ordered] monoids and positive varieties of languages. Let $\mathbf{V}$ be a variety of finite [ordered] monoids and, for each alphabet $A$, let $\mathcal{V}\left(A^{*}\right)$ be the set of all languages of $A^{*}$ whose [ordered] syntactic monoid is in $\mathbf{V}$. Then $\mathcal{V}$ is a [positive] variety of languages. Furthermore, the correspondence $\mathbf{V} \rightarrow \mathcal{V}$ is a bijection between varieties of [ordered] monoids and [positive] varieties of languages.

There is a similar correspondence for $l p$-varieties of [ordered] stamps [13, 27]. Let $\mathbf{V}$ be an $l p$-variety of [ordered] stamps. For each alphabet $A$, let $\mathcal{V}\left(A^{*}\right)$ be the set of all languages of $A^{*}$ whose [ordered] syntactic stamp is in $\mathbf{V}$. Then $\mathcal{V}$ is a [positive] $l p$-variety of languages. Furthermore, the correspondence $\mathbf{V} \rightarrow \mathcal{V}$ is a bijection between $l p$-varieties of [ordered] stamps and [positive] $l p$-varieties of languages.

Finally, there is a similar statement for $l d$-varieties of [ordered] stamps.

### 2.5 Downset monoids

Let $(M, \leqslant)$ be an ordered monoid. A downset of $M$ is a subset $F$ of $M$ such that if $x \in F$ and $y \leqslant x$ then $y \in F$. The product of two downsets $X$ and $Y$ is the downset

$$
X Y=\{z \in M \mid \text { there exist } x \in X \text { and } y \in Y \text { such that } z \leqslant x y\}
$$

This operation makes the set of nonempty downsets of $M$ a monoid, denoted by $\mathcal{P}^{\downarrow}(M)$ and called the downset monoid of $M$. Its identity element is $\downarrow 1$. If one also considers the empty set, one gets a monoid with zero, denoted $\mathcal{P}_{0}^{\downarrow}(M)$, in which the empty set is the zero. For instance, if $M$ is the trivial monoid, $\mathcal{P}_{0}^{\downarrow}(M)$ is isomorphic to the ordered monoid $\{0,1\}$, consisting of an identity 1 and a zero 0 , ordered by $0<1$. This monoid will be denoted by $U_{1}^{\downarrow}$.

The monoids $\mathcal{P}_{0}^{\downarrow}(M)$ and $\mathcal{P}^{\downarrow}(M)$ are closely related. First, $\mathcal{P} \downarrow(M)$ is a submonoid of $\mathcal{P}_{0}^{\downarrow}(M)$. Secondly, as shown in [10, Proposition 5.1, p. 452], $\mathcal{P}_{0}^{\downarrow}(M)$ is isomorphic to a quotient monoid of $\mathcal{P}^{\downarrow}(M) \times U_{1}^{\downarrow}$.

The monoids $\mathcal{P}^{\downarrow}(M)$ and $\mathcal{P}_{0}^{\downarrow}(M)$ are naturally ordered by inclusion, denoted by $\leqslant$. Note that $X \leqslant Y$ if and only if, for each $x \in X$, there exists $y \in Y$ such that $x \leqslant y$.

Given a variety of ordered monoids $\mathbf{V}$, let $\mathbf{P}^{\downarrow} \mathbf{V}\left[\mathbf{P}_{0}^{\downarrow} \mathbf{V}\right]$ denote the variety of ordered monoids generated by the monoids of the form $\mathcal{P}^{\downarrow}(M)\left[\mathcal{P}_{0}^{\downarrow}(M)\right]$, where $M \in \mathbf{V}$. The operator $\mathbf{P}^{\downarrow}$ was intensively studied in [4]. In particular, it is known that both $\mathbf{P}^{\downarrow}$ and $\mathbf{P}_{0}^{\downarrow}$ are idempotent operators.

The hereinabove relation between $\mathcal{P}_{0}^{\downarrow}(M)$ and $\mathcal{P}^{\downarrow}(M)$ can be extended to varieties as follows. Let $\mathbf{S} \mathbf{l}^{\downarrow}$ be the variety of ordered monoids generated by $U_{1}^{\downarrow}$. It is a well-known fact that $\mathbf{S I}^{\downarrow}=\llbracket x y=y x, x=x^{2}, x \leqslant 1 \rrbracket$. Moreover, the equality

$$
\begin{equation*}
\mathbf{P}_{0}^{\downarrow} \mathbf{V}=\mathbf{P}^{\downarrow} \mathbf{V} \vee \mathbf{S l}^{\downarrow} \tag{1}
\end{equation*}
$$

holds for any variety of ordered monoids $\mathbf{V}$.

### 2.6 Free profinite monoid

We refer the reader to $[1,2,3,28]$ for detailed information on profinite completions and we just recall here a few useful facts. Let $d$ be the profinite metric on the free monoid $A^{*}$. We let $\widehat{A^{*}}$ denote the completion of the metric space $\left(A^{*}, d\right)$. The product on $A^{*}$ is uniformly continuous and hence has a unique continuous extension to $\widehat{A^{*}}$. It follows that $\widehat{A^{*}}$ is a compact monoid, called the free profinite monoid on $A$. Furthermore, every $\operatorname{stamp} \varphi: A^{*} \rightarrow M$ admits a unique continuous extension $\widehat{\varphi}: \widehat{A^{*}} \rightarrow M$. Similarly, every morphism $f: A^{*} \rightarrow B^{*}$ admits a unique continuous extension $\widehat{f}: \widehat{A^{*}} \rightarrow \widehat{B^{*}}$. In the sequel, $\bar{L}$ denotes the closure in $\widehat{A^{*}}$ of a subset $L$ of $A^{*}$.

The length of a word $u$ is denoted by $|u|$. The length map $u \rightarrow|u|$ defines a morphism from $A^{*}$ to the additive semigroup $\mathbb{N}$. If $A=\{a\}$, this morphism is actually an isomorphism, which maps $a^{n}$ to $n$. In other words, $(\mathbb{N},+, 0)$ is the free monoid with a single generator. We let $\widehat{\mathbb{N}}$ denote the profinite completion of $\mathbb{N}$, which is of course isomorphic to $\widehat{a^{*}}$.

This allows one to define the length $|u|$ of an element $u$ of $\widehat{A^{*}}$ simply by extending by continuity the length map defined on $A^{*}$. The length map is actually a morphism, that is, $|1|=0$ and $|u v|=|u|+|v|$ for all $u, v \in \widehat{A^{*}}$.

## 3 Inequalities and identities

The inequalities [equalities] occurring in this paper are of the form $u \leqslant v[u=v]$, where $u$ and $v$ are both in $\widehat{A^{*}}$ for some alphabet $A$. In an ordered context, $u=v$ is often viewed as a shortcut for $u \leqslant v$ and $v \leqslant u$.

However, these inequalities are interpreted in several different contexts, which may confuse the reader. Let us clarify matters by giving precise definitions for each case.

### 3.1 Inequalities

Ordered monoids. Let $M$ be an ordered monoid, let $X$ be an alphabet and let $u, v \in \widehat{X^{*}}$. Then $M$ satisfies the inequality $u \leqslant v$ if, for each morphism $\psi: X^{*} \rightarrow M$, $\widehat{\psi}(u) \leqslant \widehat{\psi}(v)$.

This is the formal definition but in practice, it is easier to think of $u$ and $v$ as terms in which one substitutes each symbol $x \in X$ for an element of $M$. For instance, $M$ satisfies the inequality $x y^{\omega+1} \leqslant x^{\omega} y$ if, for all $x, y \in M, x y^{\omega+1} \leqslant x^{\omega} y$.

Varieties of ordered monoids. Let $\mathbf{V}$ be a variety of ordered monoids, let $X$ be an alphabet and let $u, v \in \widehat{X^{*}}$. Then $\mathbf{V}$ satisfies an inequality $u \leqslant v$ if each ordered monoid of $\mathbf{V}$ satisfies the inequality. In this context, equalities of the form $u=v$ are often called identities.

It is proved in [20] that any variety of ordered monoids may be defined by a (possibly infinite) set of such inequalities. This result extends to the ordered case the classical result of Reiterman [22] and Banaschewski [5]: any variety of monoids may be defined by a (possibly infinite) set of identities.

The case of $l p$-varieties and $l d$-varieties of ordered stamps. Let $\mathbf{V}$ be an $l p$ variety [ld-variety] of ordered stamps, let $X$ be an alphabet and let $u, v \in \widehat{X^{*}}$. Then $\mathbf{V}$ satisfies the inequality $u \leqslant v$ if, for each $\operatorname{stamp} \varphi: A^{*} \rightarrow M$ of $\mathbf{V}$ and for every length-preserving [length-decreasing] morphism $f: X^{*} \rightarrow A^{*}, \widehat{\varphi}(\widehat{f}(u)) \leqslant \widehat{\varphi}(\widehat{f}(v))$.

The difficulty is to interpret correctly $\widehat{f}(u)$. If $f$ is length-preserving, $\widehat{f}(u)$ is obtained by replacing each symbol $x \in X$ by a letter of $A$. For instance, an $l p$ variety $\mathbf{V}$ satisfies the inequality $x y^{\omega+1} \leqslant x^{\omega} y$ if, for each $\operatorname{stamp} \varphi: A^{*} \rightarrow M$ of $\mathbf{V}$ and for all letters $a, b \in A, \widehat{\varphi}\left(a b^{\omega+1}\right) \leqslant \widehat{\varphi}\left(a^{\omega} b\right)$.

It is proved in $[15,19]$ that any ordered $l p$-variety of stamps may be defined by a (possibly infinite) set of such inequalities.

If $f$ is length-decreasing, this is even more tricky. Then $\widehat{f}(u)$ is obtained by replacing each symbol $x \in X$ by either a letter of $A$ or by the empty word. For instance, an $l d$-variety $\mathbf{V}$ satisfies the inequality $x y^{\omega+1} \leqslant x^{\omega} y$ if, for each stamp $\varphi: A^{*} \rightarrow M$ of $\mathbf{V}$ and for all letters $a, b \in A, \widehat{\varphi}\left(a b^{\omega+1}\right) \leqslant \widehat{\varphi}\left(a^{\omega} b\right), \widehat{\varphi}\left(b^{\omega+1}\right) \leqslant \widehat{\varphi}(b)$ and $\widehat{\varphi}(a) \leqslant \widehat{\varphi}\left(a^{\omega}\right)$.

It is proved in $[15,19]$ that any ordered $l d$-variety of stamps may be defined by a (possibly infinite) set of such inequalities.

We will also need the following elementary result. Recall that a variety of [ordered] monoids is aperiodic if it satisfies the identity $x^{\omega}=x^{\omega+1}$.

Proposition 3.1. Let $\mathbf{V}$ be an aperiodic variety of ordered monoids. Then, for each $\alpha \in \widehat{\mathbb{N}}$, V satisfies the identity $x^{\omega}=x^{\omega} x^{\alpha}$.

Proof. Let $\alpha \in \widehat{\mathbb{N}}$. Then $\alpha=\lim _{n \rightarrow \infty} k_{n}$ for some sequence $\left(k_{n}\right)_{n \geqslant 0}$ of nonegative integers. Since $\mathbf{V}$ is aperiodic, it satisfies the identity $x^{\omega+k_{n}}=x^{\omega}$ for all $n$, and hence it also satisfies the identity $x^{\omega} x^{\alpha}=x^{\omega}$.

## 4 Renaming

In this section, we give some general results on renaming.
Since any map may be written as the composition of an injective map with a surjective map, one gets immediately:

Lemma 4.1. A class of languages is closed under renaming if and only if it is closed under injective and surjective renamings.

The next two results give a simple description of the positive $l p$-varieties [ldvarieties] of languages closed under injective renaming:

Proposition 4.1. The following conditions are equivalent for a positive lp-variety of languages $\mathcal{V}$ :
(1) $\mathcal{V}$ is closed under injective renaming,
(2) for each alphabet $A$ and each nonempty set $B \subseteq A$, $B^{*}$ belongs to $\mathcal{V}\left(A^{*}\right)$,
(3) for each alphabet $A$ and each set $B \subseteq A, B^{*}$ belongs to $\mathcal{V}\left(A^{*}\right)$.

Proof. (1) implies (3). Suppose that $\mathcal{V}$ is closed under injective renaming. Let $B$ be a subset of an alphabet $A$. Since $B^{*} \in \mathcal{V}\left(B^{*}\right)$ and since the embedding of $B^{*}$ into $A^{*}$ is an injective renaming, one also has $B^{*} \in \mathcal{V}\left(A^{*}\right)$.
(3) implies (2) is trivial.
(2) implies (3). We have to show that for any alphabet $A,\{1\} \in \mathcal{V}\left(A^{*}\right)$. First assume that $A$ has at least two elements. If $A=B_{1} \cup B_{2}$ is a partition of $A$ into two disjoint nonempty sets $B_{1}$ and $B_{2}$, then both $B_{1}^{*}$ and $B_{2}^{*}$ are in $\mathcal{V}\left(A^{*}\right)$, so that $\{1\}=B_{1}^{*} \cap B_{2}^{*}$ is also in $\mathcal{V}\left(A^{*}\right)$. Now consider a one-letter alphabet $a$ and the two-letter alphabet $\{a, b\}$. The inclusion $h: a^{*} \rightarrow\{a, b\}^{*}$ is length preserving and thus $\{1\}=h^{-1}(\{1\})$ is in $\mathcal{V}\left(a^{*}\right)$. Finally, the result is trivial if $A$ is empty.
(3) implies (1). Suppose that, for each alphabet $A$ and nonempty set $B \subseteq$ $A, B^{*} \in \mathcal{V}\left(A^{*}\right)$. Let $h: B^{*} \rightarrow A^{*}$ be an injective renaming. Then there is a renaming $f: A^{*} \rightarrow B^{*}$ such that $f \circ h$ is the identity function on $B^{*}$. Since for any $L \subseteq B^{*}, h(L)=f^{-1}(L) \cap(h(B))^{*}$, we conclude that $h(L) \in \mathcal{V}\left(A^{*}\right)$ whenever $L \in \mathcal{V}\left(B^{*}\right)$.

Proposition 4.2. An ld-variety $\mathcal{V}$ is closed under injective renaming if and only if for each one-letter alphabet $a,\{1\}$ belongs to $\mathcal{V}\left(a^{*}\right)$.
Proof. Since each $l d$-variety is an $l p$-variety, Proposition 4.1 shows that $\mathcal{V}$ is closed under injective renaming if and only if, for each alphabet $A$ and each subset $B$ of $A, B^{*}$ belongs to $\mathcal{V}\left(A^{*}\right)$. In particular, if $\mathcal{V}$ is closed under injective renaming, then $\{1\}$ belongs to $\mathcal{V}\left(a^{*}\right)$.

Suppose now that $\mathcal{V}\left(a^{*}\right)$ contains $\{1\}$. Let $A$ be any alphabet and let $B$ be a subset of $A$. The morphism $h: A^{*} \rightarrow a^{*}$ that maps each element of $B$ to 1 and all elements of $A \backslash B$ to $a$ is length-decreasing. Since $\mathcal{V}$ is an $l d$-variety and $\{1\}$ belongs to $\mathcal{V}\left(a^{*}\right), h^{-1}(\{1\})$ also belongs to $\mathcal{V}\left(a^{*}\right)$. But $B^{*}=h^{-1}(\{1\})$, and hence $\mathcal{V}\left(A^{*}\right)$ contains $B^{*}$ as required.

Let $\mathbf{V}$ be a variety of ordered monoids and let $\mathcal{V}$ be the corresponding positive variety of languages. A description of the positive variety of languages corresponding to $\mathbf{P}^{\downarrow} \mathbf{V}$ was given by Polák [21, Theorem 4.2] and by Cano and Pin [9] and [10, Proposition 6.3]. The following stronger version ${ }^{1}$ was given in [8]. For each alphabet $A$, let us denote by $\Lambda \mathcal{V}\left(A^{*}\right)\left[\Lambda^{\prime} \mathcal{V}\left(A^{*}\right)\right]$ the set of all languages of $A^{*}$ of the form $\varphi(K)$, where $\varphi$ is a [surjective] renaming from $B^{*}$ to $A^{*}, B$ is an arbitrary finite alphabet, and $K$ is a language of $\mathcal{V}\left(B^{*}\right)$.

Theorem 4.1. The class $\Lambda \mathcal{V}\left[\Lambda^{\prime} \mathcal{V}\right]$ is a positive variety of languages and the corresponding variety of ordered monoids is $\mathbf{P}_{0}^{\downarrow} \mathbf{V}\left[\mathbf{P}^{\downarrow} \mathbf{V}\right]$.
Corollary 4.1. A positive variety of languages $\mathcal{V}$ is closed under [surjective] renaming if and only if $\mathbf{V}=\mathbf{P}_{0}^{\downarrow} \mathbf{V}\left[\mathbf{V}=\mathbf{P}^{\downarrow} \mathbf{V}\right]$.
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## 5 Commutative varieties

A stamp $\varphi: A^{*} \rightarrow M$ is said to be commutative if $M$ is commutative. An $l d$-variety is commutative if all its stamps are commutative. A stamp $\varphi: A^{*} \rightarrow M$ is called monogenic if $A$ is a singleton alphabet.

Proposition 5.1. Every commutative ld-variety of [ordered] stamps is generated by its monogenic [ordered] stamps.

Proof. We first give the proof in the unordered case. Let V be a commutative $l d$-variety of stamps and let $\varphi: A^{*} \rightarrow M$ be a stamp of $\mathbf{V}$. For each $a \in A$, denote by $M_{a}$ the submonoid of $M$ generated by $\varphi(a)$ and let $\gamma_{a}: A^{*} \rightarrow M_{a}$ be the stamp defined by $\gamma_{a}(a)=\varphi(a)$ and $\gamma_{a}(c)=1$ for $c \neq a$. Let $\mathbf{W}$ be the $l d$-variety of stamps generated by the stamps $\gamma_{a}$, for $a \in A$. We claim that $\mathbf{V}=\mathbf{W}$.

Let $\pi_{a}: A^{*} \rightarrow A^{*}$ be the length-decreasing morphism defined by $\pi_{a}(a)=a$ and $\pi_{a}(c)=1$ for $c \neq a$. Denoting by $\iota_{a}$ the natural embedding from $M_{a}$ into $M$, one gets the following commutative diagram:


Therefore $\left(\pi_{a}, \iota_{a}\right)$ is an $l d$-inclusion and each stamp $\gamma_{a}$ belongs to $\mathbf{V}$. Thus $\mathbf{W} \subseteq \mathbf{V}$.
The restricted product $\gamma$ of the stamps $\gamma_{a}$ also belongs to $\mathbf{W}$. Note that $\gamma$ is a surjective morphism from $A^{*}$ onto $\prod_{a \in A} M_{a}$. Moreover, the function $\alpha$ : $\prod_{a \in A} M_{a} \rightarrow M$ which maps each family $\left(m_{a}\right)_{a \in A}$ onto the product $\prod_{a \in A} m_{a}$ is a surjective morphism. Since $\alpha \circ \gamma=\varphi$, the stamp $\varphi$ belongs to $\mathbf{W}$. Thus $\mathbf{V} \subseteq \mathbf{W}$. This proves the claim and the proposition.

In the ordered case, each $M_{a}$ is an ordered submonoid of $M$ and thus each $\gamma_{a}$ is an ordered stamp. Since $\iota_{a}$ clearly preserves the order, the same argument shows that each $\gamma_{a}$ is in $\mathbf{V}$ and thus $\mathbf{W} \subseteq \mathbf{V}$. For the reverse inclusion, one basically needs to observe that $\prod_{a \in A} M_{a}$ is equipped with the product order, and that the map $\alpha$ preserves the order, since $M$ is an ordered monoid.

A similar but simpler proof would give the following result:
Proposition 5.2. Every commutative variety of [ordered] monoids is generated by its monogenic [ordered] monoids.

Proposition 5.1 has an interesting consequence in terms of languages. Equivalently, a language is commutative if its syntactic monoid is commutative.

Corollary 5.1. Let $\mathcal{V}_{1}$ and $\mathcal{V}_{2}$ be two positive ld-varieties of commutative languages. Then $\mathcal{V}_{1} \subseteq \mathcal{V}_{2}$ if and only if $\mathcal{V}_{1}\left(a^{*}\right) \subseteq \mathcal{V}_{2}\left(a^{*}\right)$.

Corollary 5.1 shows that a positive commutative $l d$-variety of languages is entirely determined by its languages on a one-letter alphabet. Here is a more explicit version of this result.

Proposition 5.3. Let $\mathcal{V}$ be a commutative positive ld-variety of languages. Then for each alphabet $A=\left\{a_{1}, \ldots, a_{k}\right\}, \mathcal{V}\left(A^{*}\right)$ consists of all finite unions of languages of the form $L_{1} ш \cdots ш L_{k}$ where, for $1 \leqslant i \leqslant k, L_{i} \in \mathcal{V}\left(a_{i}^{*}\right)$.

Proof. Let $A=\left\{a_{1}, \ldots, a_{k}\right\}$ be an alphabet. Let $\mathcal{W}\left(A^{*}\right)$ consist of all finite unions of languages of the form $L_{1} ш \cdots ш L_{k}$ where, for $1 \leqslant i \leqslant k, L_{i} \in \mathcal{V}\left(a_{i}^{*}\right)$. Let us first prove a lemma.

Lemma 5.1. The class $\mathcal{W}$ is a commutative positive ld-variety of languages.
Proof. By construction, every language of $\mathcal{W}$ is commutative. Furthermore, $\mathcal{W}\left(A^{*}\right)$ is closed under union. To prove that $\mathcal{W}\left(A^{*}\right)$ is closed under intersection, it suffices to show that the intersection of any two languages $L=L_{1} ш \cdots ш L_{k}$ and $L^{\prime}=$ $L_{1}^{\prime} ш \cdots ш L_{k}^{\prime}$ with $L_{i}, L_{i}^{\prime} \in \mathcal{V}\left(a_{i}^{*}\right)$ is in $\mathcal{W}\left(A^{*}\right)$. We claim that

$$
\begin{equation*}
L \cap L^{\prime}=\left(L_{1} \cap L_{1}^{\prime}\right) ш \cdots ш\left(L_{k} \cap L_{k}^{\prime}\right) \tag{2}
\end{equation*}
$$

Let $R$ be the right hand side of (2). The inclusion $R \subseteq L \cap L^{\prime}$ is clear. Moreover, if $u \in L \cap L^{\prime}$, then $u \in\left(a_{1}^{n_{1}} ш \cdots ш a_{k}^{n_{k}}\right) \cap\left(a_{1}^{n_{1}^{\prime}} ш \cdots ш a_{k}^{n_{k}^{\prime}}\right)$, with $a_{i}^{n_{i}} \in L_{i}$ and $a_{i}^{n_{i}^{\prime}} \in L_{i}^{\prime}$ for $1 \leqslant i \leqslant k$. This forces $n_{i}=n_{i}^{\prime}$ and hence $u \in R$, which proves the claim.

Let us prove that $\mathcal{W}\left(A^{*}\right)$ is closed under quotient by any word $u$. Setting $n_{i}=|u|_{a_{i}}$ for $1 \leqslant i \leqslant k$, it suffices to observe that

$$
u^{-1}\left(L_{1} ш \cdots ш L_{k}\right)=\left(a_{1}^{n_{1}}\right)^{-1} L_{1} ш \cdots ш\left(a_{k}^{n_{k}}\right)^{-1} L_{k}
$$

Finally, let $\alpha: B^{*} \rightarrow A^{*}$ be a length-decreasing morphism. It is proved in [6, Proposition 1.1] that

$$
\begin{equation*}
\alpha^{-1}\left(L_{1} ш \cdots ш L_{k}\right)=\alpha^{-1}\left(L_{1}\right) ш \cdots ш \alpha^{-1}\left(L_{k}\right) \tag{3}
\end{equation*}
$$

It follows that $\mathcal{W}$ is closed under inverses of $l d$-morphisms, which concludes the proof.

Let us now come back to the proof of Proposition 5.3. Since $\mathcal{W}$ is a commutative positive $l d$-variety by Lemma 5.1, it suffices to prove, by Proposition 5.1, that $\mathcal{V}\left(a^{*}\right)=\mathcal{W}\left(a^{*}\right)$ for each one-letter alphabet $a$. But this follows from the definition of $\mathcal{W}$.

Proposition 5.3 has an interesting consequence.
Theorem 5.1. Every commutative positive ld-variety of languages is a positive variety of languages.

Proof. Let $\mathcal{V}$ be a commutative positive $l d$-variety of languages and let $\mathcal{W}$ be the positive variety of languages generated by $\mathcal{V}$. We claim that $\mathcal{V}=\mathcal{W}$. Since $\mathcal{V}$ is contained in $\mathcal{W}$, Corollary 5.1 shows that it suffices to prove that $\mathcal{W}\left(a^{*}\right) \subseteq \mathcal{V}\left(a^{*}\right)$ for each one-letter alphabet $a$. Since inverses of morphisms commute with Boolean operations and quotients, it suffices to prove that if $\varphi: a^{*} \rightarrow A^{*}$ is a morphism and $L \in \mathcal{V}\left(A^{*}\right)$, then $\varphi^{-1}(L) \in \mathcal{V}\left(a^{*}\right)$.

Let $\varphi(a)=a_{1} \cdots a_{k}$, where $a_{1}, \ldots, a_{k}$ are letters of $A$. Setting $C=\left\{c_{1}, \ldots, c_{k}\right\}$, where $c_{1}, \ldots, c_{k}$ are distinct letters, one may write $\varphi$ as $\alpha \circ \beta$ where $\beta: a^{*} \rightarrow C^{*}$ is defined by $\beta(a)=c_{1} \cdots c_{k}$ and $\alpha: C^{*} \rightarrow A^{*}$ is defined by $\alpha\left(c_{i}\right)=a_{i}$ for $1 \leqslant i \leqslant k$.


Since $\alpha$ is length-preserving, the language $K=\alpha^{-1}(L)$ belongs to $\mathcal{V}\left(C^{*}\right)$. It follows by Proposition 5.3 that $K$ is a finite union of languages of the form $L_{1} ш \cdots ш L_{k}$ where, for $1 \leqslant i \leqslant k, L_{i} \in \mathcal{V}\left(c_{i}^{*}\right)$. Let, for $1 \leqslant i \leqslant k$, $\beta_{i}$ be the unique length preserving morphism from $a^{*}$ to $c_{i}^{*}$, defined by $\beta_{i}\left(a^{r}\right)=c_{i}^{r}$. We claim that

$$
\begin{equation*}
\beta^{-1}\left(L_{1} ш \cdots ш L_{k}\right)=\beta_{1}^{-1}\left(L_{1}\right) \cap \cdots \cap \beta_{k}^{-1}\left(L_{k}\right) \tag{4}
\end{equation*}
$$

Let $R$ be the right hand side of (4). If $a^{r} \in R$, then $\beta_{i}\left(a^{r}\right) \in L_{i}$. Therefore $c_{i}^{r} \in L_{i}$ and since $\beta\left(a^{r}\right)=\left(c_{1} \cdots c_{k}\right)^{r}, \beta\left(a^{r}\right) \in L_{1} ш \cdots L_{k}$. Thus $R$ is a subset of $\beta^{-1}\left(L_{1} ш \cdots ш L_{k}\right)$.

If now $a^{r} \in \beta^{-1}\left(L_{1} ш \cdots ш L_{k}\right)$, then $\beta\left(a^{r}\right) \in c_{1}^{n_{1}} ш \cdots ш c_{k}^{n_{k}}$ with $c^{n_{i}} \in L_{i}$ for $1 \leqslant i \leqslant k$. But since $\beta\left(a^{r}\right)=\left(c_{1} \cdots c_{k}\right)^{r}$, one has $n_{1}=\cdots=n_{k}=r$ and hence $c_{i}^{r} \in L_{i}$. Therefore $a^{r} \in \beta_{i}^{-1}\left(L_{i}\right)$ for all $i$ and thus $a^{r}$ belongs $R$. This proves (4).

Since $L_{i} \in \mathcal{V}\left(c_{i}^{*}\right)$ and $\beta_{i}$ is length-preserving, $\beta_{i}^{-1}\left(L_{i}\right) \in \mathcal{V}\left(a^{*}\right)$. As $K$ is a finite union of languages of the form $L_{1} ш \cdots ш L_{k}$, Formula (4) shows that $\beta^{-1}(K) \in$ $\mathcal{V}\left(a^{*}\right)$. Finally, since $\varphi=\alpha \circ \beta$, one gets $\varphi^{-1}(L)=\beta^{-1}\left(\alpha^{-1}(L)\right)=\beta^{-1}(K)$. Therefore $\varphi^{-1}(L) \in \mathcal{V}\left(a^{*}\right)$, which concludes the proof.

Theorem 5.1 has a curious interpretation on the set of natural numbers, mentioned in [11]. Setting, for each subset $L$ of $\mathbb{N}$ and each positive integer $k$,

$$
\begin{aligned}
& L-1=\{n \in \mathbb{N} \mid n+1 \in L\} \\
& L \div k=\{n \in \mathbb{N} \mid k n \in L\}
\end{aligned}
$$

one gets the following result:
Proposition 5.4. Let $\mathcal{L}$ be a lattice of finite subsets ${ }^{2}$ of $\mathbb{N}$ such that if $L \in \mathcal{L}$, then $L-1 \in \mathcal{L}$. Then for each positive integer $k, L \in \mathcal{L}$ implies $L \div k \in \mathcal{L}$.
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## 6 Operations on commutative languages

In this section, we compare the expressive power of three operations on commutative languages: product, shuffle and renaming.

### 6.1 Shuffle

Let us say that a positive variety of languages $\mathcal{V}$ is closed under product over oneletter alphabets if, for each one-letter alphabet $a, \mathcal{V}\left(a^{*}\right)$ is closed under product. Commutative positive varieties closed under shuffle may be described in various ways.

Proposition 6.1. Let $\mathcal{V}$ be a commutative positive variety of languages and let $\mathbf{V}$ be the corresponding variety of ordered monoids. The following conditions are equivalent:
(1) $\mathcal{V}$ is closed under surjective renaming,
(2) $\mathcal{V}$ is closed under shuffle product,
(3) $\mathcal{V}$ is closed under product over one-letter alphabets,
(4) $\mathbf{V}=\mathbf{P}^{\downarrow} \mathbf{V}$.

Proof. (1) implies (2). Let $B=A \times\{0,1\}$ and let $\pi_{0}, \pi_{1}$ and $\pi$ be the three morphisms from $B^{*}$ to $A^{*}$ defined for all $a \in A$ by

$$
\begin{array}{lll}
\pi_{0}(a, 0)=a & \pi_{1}(a, 0)=1 & \pi(a, 0)=a \\
\pi_{0}(a, 1)=1 & \pi_{1}(a, 1)=a & \pi(a, 1)=a
\end{array}
$$

Let $L_{0}$ and $L_{1}$ be two languages of $A^{*}$. Since $\pi$ is a surjective renaming, the formula $L_{0} ш L_{1}=\pi\left(\pi_{0}^{-1}\left(L_{0}\right) \cap \pi_{1}^{-1}\left(L_{1}\right)\right)$ shows that every positive variety closed under surjective renaming is closed under shuffle product.
(2) implies (3) is trivial since on a one-letter alphabet, shuffle product and product are the same.
(3) implies (1). Let $\pi: A^{*} \rightarrow B^{*}$ be a surjective renaming. For each $b \in B$, let $\gamma_{b}: b^{*} \rightarrow a^{*}$ be the renaming which maps $b$ onto $a$. Let $L$ be a language of $\mathcal{V}\left(A^{*}\right)$. By Proposition 5.3, $L$ is a finite union of languages of the form $\varpi_{a \in A} L_{a}$ where $L_{a} \in \mathcal{V}\left(a^{*}\right)$ for each $a \in A$. For each $b \in B$, let

$$
K_{b}=\prod_{a \in \pi^{-1}(b)} \gamma_{b}^{-1}\left(L_{a}\right)
$$

If $\mathcal{V}\left(a^{*}\right)$ is closed under product for each one-letter alphabet $a$, then $K_{b}$ belongs to $\mathcal{V}\left(b^{*}\right)$. Finally, the formula $\pi(L)=\omega_{b \in B} K_{b}$ shows that $\pi(L)$ belongs to $\mathcal{V}\left(B^{*}\right)$. Therefore $\mathcal{V}$ is closed under surjective renaming.

Finally, the equivalence of (1) and (4) follows from Corollary 4.1.

### 6.2 Renaming

Let us say that a positive variety of languages contains $\{1\}$ if, for every alphabet $A, \mathcal{V}\left(A^{*}\right)$ contains the language $\{1\}$. The following result is a slight variation on Proposition 6.1.

Proposition 6.2. Let $\mathcal{V}$ be a commutative positive variety of languages and let $\mathbf{V}$ be the corresponding variety of ordered monoids. The following conditions are equivalent:
(1) $\mathcal{V}$ is closed under renaming,
(2) $\mathcal{V}$ is closed under surjective renaming and contains $\{1\}$,
(3) $\mathcal{V}$ is closed under shuffle product and contains $\{1\}$,
(4) $\mathcal{V}$ is closed under product over one-letter alphabets and contains $\{1\}$,
(5) $\mathbf{V}=\mathbf{P}_{0}^{\downarrow} \mathbf{V}$.

Proof. The equivalence of (2)-(4) follows directly from Proposition 6.1. If (2) holds, then $\mathcal{V}$ is closed under injective renaming by Proposition 4.2 and hence is closed under renaming by Lemma 4.1. Thus (2) implies (1).

To show that (1) implies (2), it suffices to show that if $\mathcal{V}$ is closed under renaming then it contains $\{1\}$. Let $A=\{a, b\}$ and let $\pi: A^{*} \rightarrow A^{*}$ be the renaming defined by $\pi(a)=\pi(b)=a$. Since $A^{*} \in \mathcal{V}\left(A^{*}\right)$ and $\pi\left(A^{*}\right)=a^{*}$, one has $a^{*} \in \mathcal{V}\left(A^{*}\right)$. A similar argument would show that $b^{*} \in \mathcal{V}\left(A^{*}\right)$ and thus the language $\{1\}$, which is the intersection of $a^{*}$ and $b^{*}$ also belongs to $\mathcal{V}\left(A^{*}\right)$. Consider now an alphabet $B$ and the morphism $\alpha$ from $B^{*}$ to $A^{*}$ defined by $\alpha(c)=a$ for each $c \in B$. Then $\alpha^{-1}(\{1\})=\{1\}$ and thus $\mathcal{V}$ contains $\{1\}$.

Finally, the equivalence of (1) and (5) follows from Corollary 4.1.

## 7 Three examples

In this section, we study the positive varieties of languages generated by the languages of Examples 2.1, 2.2 and 2.3.

### 7.1 The language $1+a$

Let $L$ be the language $1+a$, let $M$ be its ordered syntactic monoid and let $\mathcal{V}$ be the smallest commutative positive variety such that $\mathcal{V}\left(a^{*}\right)$ contains $L$. Let $\mathbf{V}$ be the variety of finite ordered monoids corresponding to $\mathcal{V}$.

Since a positive variety of languages is closed under quotients, $\mathcal{V}\left(a^{*}\right)$ contains the language $a^{-1} L=1$. It follows that $\mathcal{V}\left(a^{*}\right)$ contains 4 languages: $\emptyset, 1,1+a$ and $a^{*}$. We claim that

$$
\mathbf{V}=\llbracket x y=y x, x \leqslant 1 \text { and } x^{2} \leqslant x^{3} \rrbracket .
$$

First, the two inequalities $x \leqslant 1$ and $x^{2} \leqslant x^{3}$ hold in $M$. Furthermore, the inequality $x \leqslant 1$ implies the inequalities of the form $x^{p} \leqslant x^{q}$ with $p>q$ and the inequality $x^{2} \leqslant x^{3}$ implies all the inequalities of the form $x^{p} \leqslant x^{q}$ with $2 \leqslant p<q$.

The only other nontrivial inequalities that $\mathbf{V}$ could possibly satisfy are $1 \leqslant x^{q}$ for $q>0$ or $x \leqslant x^{q}$ for $q>1$. However, $M$ does not satisfy any of these inequalities.

Let $\mathcal{V}^{\prime}$ be the closure of $\mathcal{V}$ under shuffle, or equivalently, under product over one-letter alphabets. Then $\mathcal{V}^{\prime}\left(a^{*}\right)$ contains the empty language, the language $a^{*}$ and all languages of the form $(1+a)^{n}$ with $n \geqslant 0$. By Theorem 4.1 and Proposition 6.1, $\mathcal{V}^{\prime}$ corresponds to the variety of ordered monoids $\mathbf{P}^{\downarrow} \mathbf{V}$. We claim that

$$
\mathbf{P}^{\downarrow} \mathbf{V}=\llbracket x y=y x \text { and } x \leqslant 1 \rrbracket
$$

Indeed, the ordered syntactic monoids of the languages of $\mathcal{V}^{\prime}\left(a^{*}\right)$ all satisfy $x y=y x$ and $x \leqslant 1$. Conversely, if the ordered syntactic monoid of a language $K$ of $a^{*}$ satisfies $x \leqslant 1$, then $x^{n} \leqslant_{K} 1$ for every $n \geqslant 0$, and $K$ is closed under taking subwords. If $K$ is infinite, this forces $K=a^{*}$. If $K$ is finite, it is necessarily of the form $(1+a)^{n}$ with $n \geqslant 0$. In both cases, $K$ belongs to $\mathcal{V}^{\prime}\left(a^{*}\right)$.

Finally, let $\mathbf{W}$ be the variety of ordered monoids corresponding to the closure of $\mathcal{V}$ under renaming. Since $U_{1}^{\downarrow} \in \mathbf{P}^{\downarrow} \mathbf{V}$, Theorem 4.1 and Formula (1) show that

$$
\mathbf{W}=\mathbf{P}_{0}^{\downarrow} \mathbf{V}=\mathbf{P}^{\downarrow} \mathbf{V} \vee \mathbf{S I}^{\downarrow}=\mathbf{P}^{\downarrow} \mathbf{V}=\llbracket x y=y x \text { and } x \leqslant 1 \rrbracket .
$$

### 7.2 The language $a+a^{6} a^{*}$

Let $L$ be the language $a+a^{6} a^{*}$, let $M$ be its ordered syntactic monoid and let $\mathcal{V}$ be the smallest commutative positive variety such that $\mathcal{V}\left(a^{*}\right)$ contains $L$. Let $\mathbf{V}$ be the variety of finite ordered monoids corresponding to $\mathcal{V}$.

Since a positive variety of languages is closed under quotients, $\mathcal{V}\left(a^{*}\right)$ contains the language $a^{-1} L=1+a^{5} a^{*}$ and the language $L \cap a^{-1} L=a^{6} a^{*}$. It also contains the quotients of this language, which are the languages $a^{j} a^{*}$, for $j \leqslant 6$. Taking the union with $L, a^{-1} L$ or both, one finally concludes that $\mathcal{V}\left(a^{*}\right)$ contains 20 languages: $\emptyset, a^{i} a^{*}$ for $0 \leqslant i \leqslant 6,1+a^{i} a^{*}$ for $1 \leqslant i \leqslant 5, a+a^{i} a^{*}$ for $3 \leqslant i \leqslant 6$ and $1+a+a^{i} a^{*}$ for $3 \leqslant i \leqslant 5$.

We claim that

$$
\mathbf{V}=\llbracket x y=y x, 1 \leqslant x^{5}, x^{2} \leqslant x^{3}, x^{6}=x^{7} \rrbracket
$$

Indeed, all defining inequalities hold in $M$. Since $x^{6}=x^{7}$, the other possible inequalities satisfied by $M$ are equivalent to an inequality of the form $x^{p} \leqslant x^{q}$ with $p<q \leqslant 6$. For $p=0$, the only inequalities of this form satisfied by $M$ are $1 \leqslant x^{5}$ and $1 \leqslant x^{6}$, but $1 \leqslant x^{6}$ is a consequence of $1 \leqslant x^{5}$ and $x^{2} \leqslant x^{3}$ since $1 \leqslant x^{5}=x^{3} x^{2} \leqslant x^{3} x^{3}=x^{6}$. For $p=1$, the only inequality of this form satisfied by $M$ is $x \leqslant x^{6}$, which is a consequence of $1 \leqslant x^{5}$. Finally, the inequality $x^{2} \leqslant x^{3}$ implies $x^{p} \leqslant x^{q}$ for $2 \leqslant p<q \leqslant 6$.

Let $\mathcal{V}^{\prime}$ be the closure of $\mathcal{V}$ under shuffle, or equivalently, under product over oneletter alphabets. We claim that $\mathcal{V}^{\prime}\left(a^{*}\right)$ consists of the empty set and the languages of the form

$$
\begin{equation*}
a^{n}\left(F+a^{5} a^{*}\right) \tag{5}
\end{equation*}
$$

where $n \geqslant 0$ and $F$ is a subset of $(1+a)^{4}$. First of all, the languages of the form (5) and the empty set form a lattice closed under product, since if $0 \leqslant n \leqslant m$ and $F$ and $G$ are subsets of $(1+a)^{4}$, then

$$
\begin{aligned}
a^{n}\left(F+a^{5} a^{*}\right)+a^{m}\left(G+a^{5} a^{*}\right) & =a^{n}\left(F+a^{m-n} G+a^{5} a^{*}\right) \\
a^{n}\left(F+a^{5} a^{*}\right) \cap a^{m}\left(G+a^{5} a^{*}\right) & \left.=a^{m}\left(\left(\left(a^{m-n}\right)^{-1}\left(F+a^{5} a^{*}\right)\right) \cap G\right)+a^{5} a^{*}\right) \\
a^{n}\left(F+a^{5} a^{*}\right) a^{m}\left(G+a^{5} a^{*}\right) & =a^{n+m}\left(F G+a^{5} a^{*}\right)
\end{aligned}
$$

Since $\mathcal{V}^{\prime}\left(a^{*}\right)$ is closed under finite unions, it just remains to prove that the languages of the form $a^{n}\left(a^{k}+a^{5} a^{*}\right)$, with $n \geqslant 0$ and $0 \leqslant k \leqslant 4$ all belong to $\mathcal{V}^{\prime}\left(a^{*}\right)$. But since the languages $a+a^{6} a^{*}$ and $1+a^{5-k} a^{*}$ are in $\mathcal{V}\left(a^{*}\right)$, this follows from the formula

$$
a^{n}\left(a^{k}+a^{5} a^{*}\right)=\left(a+a^{6} a^{*}\right)^{n+k}\left(1+a^{5-k} a^{*}\right)
$$

By Theorem 4.1 and Proposition 6.1, $\mathcal{V}^{\prime}$ corresponds to the variety of ordered monoids $\mathbf{P}^{\downarrow} \mathbf{V}$. We claim that

$$
\mathbf{P}^{\downarrow} \mathbf{V}=\llbracket x y=y x \text { and } 1 \leqslant x^{n} \text { for } 5 \leqslant n \leqslant 9 \rrbracket .
$$

Indeed, the ordered syntactic monoid of any of the languages of the form (5) satisfies all inequalities of the form $1 \leqslant x^{n}$ for $n \geqslant 5$, but the syntactic ordered monoid of $1+a^{2} a^{*}$ does not satisfy any inequality of the form $x^{p} \leqslant x^{q}$ with $p>q$. Moreover, the only inequalities that are not an immediate consequence of an inequality of the form $1 \leqslant x^{n}$ with $5 \leqslant n \leqslant 9$ are the inequalities $x^{i} \leqslant x^{j}$ with $0 \leqslant j-i \leqslant 4$. But none of these inequalities are satisfied by the ordered syntactic monoid of $a^{i}\left(1+a^{5} a^{*}\right)$.

Finally, Theorem 4.1 and Formula (1) show that the variety of ordered monoids corresponding to the closure of $\mathcal{V}$ under renaming is

$$
\begin{aligned}
\mathbf{P}_{0}^{\downarrow} \mathbf{V} & =\mathbf{P}^{\downarrow} \mathbf{V} \vee \mathbf{S I}^{\downarrow} \\
& =\llbracket x y=y x \text { and } 1 \leqslant x^{n} \text { for } 5 \leqslant n \leqslant 9 \rrbracket \vee \llbracket x y=y x, x^{2}=x, x \leqslant 1 \rrbracket .
\end{aligned}
$$

We claim that $\mathbf{P}_{0}^{\downarrow} \mathbf{V}=\mathbf{W}$, where

$$
\mathbf{W}=\llbracket x y=y x \text { and } x \leqslant x^{n} \text { for } 6 \leqslant n \leqslant 10 \rrbracket .
$$

First, the inequality $x \leqslant x^{n}$ is a consequence both of the inequality $1 \leqslant x^{n-1}$ and of the equation $x=x^{2}$. It follows that $\mathbf{P}_{0}^{\downarrow} \mathbf{V} \subseteq \mathbf{W}$. To establish the opposite inclusion, it suffices to establish the claim that any inequality of the form $x^{p} \leqslant x^{q}$ satisfied by both $\mathbf{P}^{\downarrow} \mathbf{V}$ and $\mathbf{S l}^{\downarrow}$ is also satisfied by $\mathbf{W}$. If $p=0$, then the inequality becomes $1 \leqslant x^{q}$ and it is not satisfied by $\mathbf{S I}^{\downarrow}$ since $1 \nless 0$ in $U_{1}^{\downarrow}$. Moreover, for $p>0$, the only inequalities of the form $x^{p} \leqslant x^{q}$ that are not an immediate consequence of an inequality of the form $x \leqslant x^{n}$ with $6 \leqslant n \leqslant 10$ are the inequalities $x^{p} \leqslant x^{q}$ with $0 \leqslant q-p \leqslant 4$. But we already observed that the ordered syntactic monoid of $a^{p}\left(1+a^{5} a^{*}\right)$ belongs to $\mathbf{P}^{\downarrow} \mathbf{V}$ but does not satisfy any of these inequalities, which proves the claim.

### 7.3 The language $a+\left(a^{3}+a^{4}\right)\left(a^{7}\right)^{*}$

Let $L$ be the language $a+\left(a^{3}+a^{4}\right)\left(a^{7}\right)^{*}$, let $M$ be its ordered syntactic monoid and let $\mathcal{V}$ be smallest commutative positive variety such that $\mathcal{V}\left(a^{*}\right)$ contains $L$. Let $\mathbf{V}$ be the variety of finite ordered monoids corresponding to $\mathcal{V}$. One has

$$
\begin{aligned}
(a)^{-1} L & =1+\left(a^{2}+a^{3}\right)\left(a^{7}\right)^{*} & \left(a^{2}\right)^{-1} L & =\left(a+a^{2}\right)\left(a^{7}\right)^{*} \\
\left(a^{3}\right)^{-1} L & =(1+a)\left(a^{7}\right)^{*} & \left(a^{4}\right)^{-1} L & =\left(1+a^{6}\right)\left(a^{7}\right)^{*} \\
\left(a^{5}\right)^{-1} L & =\left(a^{5}+a^{6}\right)\left(a^{7}\right)^{*} & \left(a^{6}\right)^{-1} L & =\left(a^{4}+a^{5}\right)\left(a^{7}\right)^{*} \\
\left(a^{7}\right)^{-1} L & =\left(a^{3}+a^{4}\right)\left(a^{7}\right)^{*} & \left(a^{8}\right)^{-1} L & =\left(a^{2}+a^{3}\right)\left(a^{7}\right)^{*}
\end{aligned}
$$

The set of final states of the minimal automaton of $L$ is $\{1,3,4\}$. The quotients of $L$ are recognised by the same automaton by taking a different set of final states as indicated below

$$
\begin{array}{rlrl}
(a)^{-1} L & \rightarrow\{0,2,3\} & & \left(a^{2}\right)^{-1} L \rightarrow\{1,2,8\} \\
\left(a^{3}\right)^{-1} L & \rightarrow\{0,1,7,8\} & \left(a^{4}\right)^{-1} L \rightarrow\{0,6,7\} \\
\left(a^{5}\right)^{-1} L & \rightarrow\{5,6\} & & \left(a^{6}\right)^{-1} L \rightarrow\{4,5\} \\
\left(a^{7}\right)^{-1} L & \rightarrow\{3,4\} & & \left(a^{8}\right)^{-1} L \rightarrow\{2,3\}
\end{array}
$$

Observing that

$$
\begin{aligned}
\{0\} & =\{0,2,3\} \cap\{0,6,7\} & \{1\} & =\{1,3,4\} \cap\{1,2,8\} \\
\{2\} & =\{0,2,3\} \cap\{1,2,8\} & \{3\} & =\{1,3,4\} \cap\{0,2,3\} \\
\{4\} & =\{3,4\} \cap\{4,5\} & \{5\} & =\{4,5\} \cap\{5,6\} \\
\{6\} & =\{5,6\} \cap\{0,6,7\} & \{0,7\} & =\{0,6,7\} \cap\{0,1,7,8\} \\
\{1,8\} & =\{1,2,8\} \cap\{0,1,7,8\} & &
\end{aligned}
$$

it follows that a language belongs to the lattice of languages generated by the quotients of $L$ if and only if it is accepted by the minimal automaton of $L$ equipped with a set $F$ of final states satisfying the two conditions

$$
\begin{equation*}
7 \in F \Longrightarrow 0 \in F \quad \text { and } \quad 8 \in F \Longrightarrow 1 \in F \tag{6}
\end{equation*}
$$

Now, the complement of a set $F$ satisfying (6) also satisfies (6). It follows that the lattice of languages generated by the quotients of $L$ is actually a Boolean algebra and consequently, $\mathcal{V}$ is a variety of languages. It also follows that

$$
\mathbf{V}=\llbracket x y=y x, x^{2}=x^{9} \rrbracket .
$$

Moreover, since $U_{1}=\{0,1\}$ belongs to $\mathbf{V}$, it follows that $\mathbf{P V}=\mathbf{P}_{0} \mathbf{V}$. By [16, Théorème 2.14], $\mathbf{P V}$ is the variety of all commutative monoids whose groups satisfy the identity $x^{7}=1$. Therefore

$$
\mathbf{P V}=\llbracket x y=y x, x^{\omega}=x^{\omega+7} \rrbracket .
$$

The closure of $\mathcal{V}$ under shuffle, or equivalently, under product over one-letter alphabets, and the closure of $\mathcal{V}$ under renaming both correspond to the variety of monoids PV.

## 8 Conclusion

We gave an algebraic characterization of the commutative positive varieties of languages closed under shuffle product, renaming or product over one-letter alphabets, but several questions might be worth a further study.

First, each commutative variety of ordered monoids can be described by the equality $x y=y x$ and by a set of inequalities in one variable, like $x^{p} \leqslant x^{q}$ or more generally $x^{\alpha} \leqslant x^{\beta}$ with $\alpha, \beta \in \widehat{\mathbb{N}}$. It would then be interesting to compare these varieties. We just mention a few results of this flavour, which may help in finding bases of inequalities for commutative positive varieties of languages.
Proposition 8.1. The variety $\llbracket x y=y x, x \leqslant x^{n+1} \rrbracket$ is contained in the variety $\llbracket x y=y x, x \leqslant x^{m+1} \rrbracket$ if and only if $n$ divides $m$.

Proof. Suppose that $n$ divides $m$, that is, $m=k n$ for some $k \geqslant 0$. If $x \leqslant x^{n+1}$, then $x \leqslant x x^{n}$ and by induction, $x \leqslant x x^{k n}=x x^{m}=x^{m+1}$. Thus $\llbracket x y=y x, x \leqslant x^{n+1} \rrbracket$ is contained in the variety $\llbracket x y=y x, x \leqslant x^{m+1} \rrbracket$.

Suppose now that $\llbracket x y=y x, x \leqslant x^{n+1} \rrbracket$ is contained in the variety $\llbracket x y=$ $y x, x \leqslant x^{m+1} \rrbracket$. Then the ordered syntactic monoid of $a\left(a^{n}\right)^{*}$ satisfies the inequality $x \leqslant x^{n+1}$ and thus it also satisfies the inequality $x \leqslant x^{m+1}$. Since $a \in a\left(a^{n}\right)^{*}$, this means in particular that $a^{m} \in a\left(a^{n}\right)^{*}$ and thus that $n$ divides $m$.

In fact, a more general result holds. For each set of natural numbers $S$, let

$$
\mathbf{V}_{S}=\llbracket x y=y x, x \leqslant x^{n+1} \text { for all } n \in S \rrbracket .
$$

Let $\langle S\rangle$ denote the additive submonoid of $\mathbb{N}$ generated by $S$. It is a well-known fact that any additive subsemigroup of $\mathbb{N}$ is finitely generated and consequently, there exists a finite set of natural numbers $F_{S}$ such that $\langle S\rangle=\left\langle F_{S}\right\rangle$.

Proposition 8.2. The variety $\mathbf{V}_{S}$ satisfies the inequality $x \leqslant x^{m+1}$ if and only if $m$ belongs to $\langle S\rangle$.

Proof. Let $T$ be the set of all natural numbers $n$ such that $\mathbf{V}_{S}$ satisfies the inequality $x \leqslant x^{n+1}$. First observe that $T$ is an additive submonoid of $\mathbb{N}$. Indeed, if $\mathbf{V}_{S}$ satisfies the inequalities $x \leqslant x x^{m}$ and $x \leqslant x x^{n}$, then it satisfies $x \leqslant x x^{m} \leqslant$ $\left(x x^{n}\right) x^{m}=x^{n+m+1}$. Now $T$ contains $S$ by definition and thus also $\langle S\rangle$. It follows that if $m$ belongs to $\langle S\rangle$, then $\mathbf{V}_{S}$ satisfies the inequality $x \leqslant x^{m+1}$.

Suppose now that $\mathbf{V}_{S}$ satisfies the inequality $x \leqslant x^{m+1}$ and let

$$
L_{S}=\left\{a^{n+1} \mid n \in\langle S\rangle\right\} .
$$

Since $\langle S\rangle=\left\langle F_{S}\right\rangle$, one has

$$
L_{S}=a\left\{a^{s} \mid s \in F_{S}\right\}^{*}
$$

and thus $L_{S}$ is a regular language.
We claim that the ordered syntactic monoid $M$ of $L_{S}$ satisfies an inequality of the form $x \leqslant x^{n+1}$ if and only if $n \in\langle S\rangle$. Suppose first that $M$ satisfies $x \leqslant x^{n+1}$. Then the property $a \in L_{S}$ implies $a^{n+1} \in L_{S}$ and hence $n \in\langle S\rangle$.

Conversely, let $n \in\langle S\rangle$. We need to prove that $M$ satisfies the inequality $x \leqslant x^{n+1}$, or equivalently, that $a^{k} \leqslant L_{S}\left(a^{k}\right)^{n+1}$ for all $k \geqslant 0$. But for each $r \geqslant 0$, the condition $a^{r} a^{k} \in L_{S}$ implies $r+k-1 \in\langle S\rangle$. Since $r+k(n+1)-1=r+k-1+k n$, one gets $r+k(n+1)-1 \in\langle S\rangle$ and hence $a^{r}\left(a^{k}\right)^{n+1} \in L_{S}$ as required. This concludes the proof of the claim.

In particular, since $M$ satisfies all the inequalities $x \leqslant x^{n+1}$ for $n \in S, M$ belongs to $\mathbf{V}_{S}$ and thus also satisfies the inequality $x \leqslant x^{m+1}$, which finally implies that $m$ belongs to $\langle S\rangle$.

Corollary 8.1. Let $S$ and $T$ be two sets of natural numbers. Then $V_{S}=V_{T}$ if and only if $\langle S\rangle=\langle T\rangle$.

It would also be interesting to have a systematic approach to treat examples similar to those given in Section 7. That is, find an algorithm which takes as input a monogenic ordered monoid $M$ and outputs a set of inequalities defining respectively $\mathbf{V}, \mathbf{P}^{\downarrow} \mathbf{V}$ and $\mathbf{P}_{0}^{\downarrow} \mathbf{V}$, where $\mathbf{V}$ is the variety of ordered monoids generated by $M$.
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# Varieties of Graphoids and Birkoff's Theorem for Graphs 

Symeon Bozapalidis ${ }^{a}$ and Antonios Kalampakas ${ }^{b}$


#### Abstract

The algebraic structure of graphoids is used in order to obtain the wellknown Birkhoff's theorem in the framework of graphs. Namely we establish a natural bijection between the class of $\Sigma$-graphoids and the class of strong congruences over $G R(\Sigma, X)$, which is the free graphoid over the doubly ranked alphabet $\Sigma$ and the set of variables $X$.
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## 1 Introduction

In theoretical computer science structural aspects such as syntax and semantics have been examined by methods of universal algebra. For example, in order to describe the semantics of program schemes, algebras can be used as models in which we suitably interpret all the involved syntactic symbols.

The well known Completeness Theorem (cf. [7]) states that an equation $t=t^{\prime}$, over a type $\Gamma$, is valid on the models of a set of equations $\mathcal{E}$, over $\Gamma$, if and only if we can go from $t$ to $t^{\prime}$ and vise versa through $\mathcal{E}$, this implies that semantics is equivalent to syntax. On the other hand every variety of algebras of type $\Gamma$ is equationally defined.

Our aim in the present paper is to obtain the above results within the framework of graphs. This will lead to the development of a robust graph rewriting theory analogous with the well established term rewriting theory (cf. [11], [3]). The graphs we consider have edges labeled over a doubly ranked alphabet $\Sigma$ and are equipped with a designated sequence of begin and end nodes. Moreover they can be combined in two basic ways: by horizontal composition and by disjoint union. The set $G R(\Sigma)$ of all such graphs is a graphoid, that is a magmoid (cf. [1, 2]) satisfying a finite set of standard equations (cf. [6]). Actually it is the free such structure over $\Sigma$ (cf.

[^8][4]). This important result allows us to construct free objects within a variety of graphoids and it is a cornerstone in the present theory.

The main result of this paper is Birkhoff's Theorem for graphs stating that there is a bijection between the class of $\Sigma$ - $G$-varieties (i.e., varieties of $\Sigma$-designated graphoids) and the class of strong congruences over $G R(\Sigma \cup X)$, where $X$ a countable set of variables. This implies a Completeness Theorem for graphs: a graph equation $G=G^{\prime}$, of type $\Sigma$, is valid on the models of a set of graph equations $\mathcal{E}$, over $\Sigma$, iff we can go from $G$ to $G^{\prime}$ and vise versa through $\mathcal{E}$. Moreover every $\Sigma$ - $G$-variety is equationally defined.

The paper is divided into 7 sections. In Section 2 we define the categories of semi-magmoids and magmoids and we construct the free objects within these categories. Moreover, in the second subsection, we see how the set $G R(\Sigma)$ of all graphs over a finite doubly ranked alphabet $\Sigma$ can be structured into a magmoid. This magmoid is generated by the elements of $\Sigma$, viewed as graphs together with a finite set $\bar{D}$ of elementary graphs. Furthermore, we present an important theorem that provides a finite complete set of equations $(E)$, over $\Sigma \cup \bar{D}$, axiomatizing graphs in the sense that two graphs are isomorphic, if and only if, one can be transformed into the other by using these equations.

Graphoids are defined in the first part of Section 3, they are pairs $(M, D)$ consisting of a semi-magmoid $M$ and a set $D \subseteq M$ such that the equations $(E)$ are satisfied inside $M$. We prove that the set $G R(\Sigma)$ is actually the free graphoid generated by $\Sigma$. In addition we introduce $\Sigma$-graphoids which are graphoids ( $M, D$ ) equipped with a function interpreting the elements of $\Sigma$ by elements of $M$ of the same rank. In the second subsection, by virtue of $\Sigma$-graphoids, we introduce a substitution operation on graphs i.e., substitution of graphs inside graphs and more generally substitution of graphoid elements inside graphs. This operation is associative and allows us to explicitly describe the elements of the sub- $\Sigma$-graphoid generated by a set $A$. In the last subsection we see that the cartesian product (resp. directed union) of a family (resp. directed family) of semi-graphoids becomes a semi-graphoid in a natural way.

Congruences on $\Sigma$-graphoids are defined in Section 4, the quotient of a $\Sigma$ graphoid by a congruence can be organized into a $\Sigma$-graphoid and congruences can be characterized by virtue of the substitution operation. The definition of strong congruences is obtained by suitably extending the notion of a congruence. Moreover, given a relation on the set of graphs we construct the smallest congruence (resp. strong congruence) containing this relation.

In the next section we introduce varieties of $\Sigma$-graphoids. A variety is class of $\Sigma$-graphoids closed under cartesian products, sub- $\Sigma$-graphoids and quotients. Any variety of graphoids is closed under directed union; additionally a $\Sigma$-graphoid belongs to a variety if and only if every finitely generated sub- $\Sigma$-graphoid of it belongs to the variety. In the same section we construct the free $\Sigma$-graphoid over a variety generated by a set $X$, its elements can be viewed as "graphs inside the variety".

In the sixth section we establish the main theorem of our paper. We say that a graph equation $\left(G, G^{\prime}\right)$ is satisfied by a $\Sigma$-graphoid (or that the $\Sigma$-graphoid is a
model of this equation) whenever the equation holds for all possible assignments of its variables in that $\Sigma$-graphoid. We denote by $\operatorname{Mod}\left(G, G^{\prime}\right)$ the class of all models of $\left(G, G^{\prime}\right)$ and for a set of equations $\mathcal{E}$ we denote by $\operatorname{Mod}(\mathcal{E})$ the intersection of all the corresponding classes. This set actually constitutes a $\Sigma$ - $G$-variety and we say that a $\Sigma$ - $G$-variety is equationally defined whenever it can be obtained in this way. In the opposite direction, given a class $\mathcal{K}$ of $\Sigma$-graphoids we denote by $E q(\mathcal{K})$ the set of all equations that are satisfied by all the elements of $\mathcal{K}$. It is proved that every $\Sigma$ - $G$-variety $\mathcal{V}$ is equationally defined, i.e., $\mathcal{V}=\operatorname{Mod}(\operatorname{Eq}(\mathcal{V}))$, moreover the variety generated by a class $\mathcal{K}$ of $\Sigma$-graphoids is equal with $\operatorname{Mod}(E q(\mathcal{K}))$. On the other hand, if $\mathcal{R}$ is a strong congruence on graphs then $E q(\operatorname{Mod}(\mathcal{R}))=\mathcal{R}$. By virtue of this result we prove (the graph analog of the well known Completeness Theorem) that if an equation is satisfied by every model of a set of equations $\mathcal{E}$ then we can go from $G$ to $G^{\prime}$ and vise versa. The Birkhoff's Theorem for graphs follows, namely we construct a bijection between the class of all $\Sigma$ - $G$-varieties and the class of all strong graph congruences over $\Sigma$. As an interesting application of this result we can associate to every graph language $L$ its syntactic variety $\mathcal{V}_{L}$, which is the variety corresponding to the syntactic strong congruence defined by $L$.

The relation between graph and pattern congruences is examined in Section 7. The notions of pattern substitution, pattern congruence (resp. strong pattern congruence) and quotient magmoid are presented and a characterization of pattern congruences (resp. strong pattern congruences) via substitution is given. A bijection between graph congruences (resp. strong graph congruences) and pattern congruences (resp. strong pattern congruences) containing $(E)$ is established. Furthermore we prove that the graph congruence which is generated by the projection on graphs of a pattern relation coincides with the projection on graphs of the pattern congruence that is generated by the same relation. A similar result is also proved for the inverse of this projection.

## 2 Preliminaries

### 2.1 Semi-magmoids

Recall that a doubly ranked alphabet is a set $A$ equipped with a function rank: $A \rightarrow \mathbb{N} \times \mathbb{N}$ ( $\mathbb{N}$ the natural numbers). We write $A=\left(A_{m, n}\right)$ with

$$
A_{m, n}=\{a \mid a \in A, \operatorname{rank}(a)=(m, n)\},
$$

for all $m, n \in \mathbb{N}$.
A semi-magmoid is a doubly ranked set $M=\left(M_{m, n}\right)$ equipped with two operations

$$
\begin{gathered}
\circ: M_{m, n} \times M_{n, k} \rightarrow M_{m, k}, \quad m, n, k \geqslant 0 \\
\square: M_{m, n} \times M_{m^{\prime}, n^{\prime}} \rightarrow M_{m+m^{\prime}, n+n^{\prime}}, \quad m, n, m^{\prime}, n^{\prime} \geqslant 0
\end{gathered}
$$

which are associative in the obvious way and satisfy the distributivity law

$$
(f \circ g) \square\left(f^{\prime} \circ g^{\prime}\right)=\left(f \square f^{\prime}\right) \circ\left(g \square g^{\prime}\right)
$$

whenever all the above operations are defined.
A magmoid is a semi-magmoid $M=\left(M_{m, n}\right)$, equipped with a sequence of constants $e_{n} \in M_{n, n}(n \geqslant 0)$, called units, such that

$$
e_{m} \circ f=f=f \circ e_{n}, \quad e_{0} \square f=f=f \square e_{0}
$$

for all $f \in M_{m, n}$ and all $m, n \geqslant 0$, and the additional condition

$$
e_{m} \square e_{n}=e_{m+n}, \quad \text { for all } m, n \geqslant 0
$$

holds (cf. [1, 2]).
Notice that, due to the last equation, the element $e_{n}(n \geq 2)$ is uniquely determined by $e_{1}$. From now on $e_{1}$ will be simply denoted by $e$.

Subsemi-magmoids and morphisms of semi-magmoids (resp. magmoids) are defined in the obvious way.

Let $\Sigma$ be a doubly ranked alphabet. We denote by $S M(\Sigma)=\left(S M_{m, n}(\Sigma)\right)$ the smallest doubly ranked set satisfying the next items:

- $\Sigma_{m, n} \subseteq S M_{m, n}(\Sigma)$ for all $m, n \geq 0$,
- if $p \in S M_{m, n}(\Sigma)$ and $q \in S M_{n, k}(\Sigma)$ then their horizontal concatenation $p q \in$ $S M_{m, k}(\Sigma)$,
- if $p \in S M_{m, n}(\Sigma)$ and $p^{\prime} \in S M_{m^{\prime}, n^{\prime}}(\Sigma)$ then their vertical concatenation $\underset{p^{\prime}}{p} \in$

$$
S M_{m+m^{\prime}, n+n^{\prime}}(\Sigma)
$$

Let $\sim=\left(\sim_{m, n}\right)$ be the doubly ranked equivalence on $S M(\Sigma)$, compatible with horizontal and vertical concatenation, generated by the relations

$$
\begin{array}{lll}
p_{1} p_{1}^{\prime} \\
\\
p_{2} p_{2}^{\prime}
\end{array} \underset{p_{2}}{\sim} \begin{array}{ll}
p_{1} & p_{1}^{\prime} \\
p_{2} & p_{2}^{\prime}
\end{array}
$$

for all $p_{i}, p_{i}^{\prime}$ of suitable ranks. The quotient

$$
S M(\Sigma) / \sim=\left(S M_{m, n}(\Sigma) / \sim_{m, n}\right)
$$

is denoted $\operatorname{smag}(\Sigma)$ and is, by construction, a semi-magmoid. The elements of $\operatorname{smag}_{m, n}(\Sigma)$ are called $(m, n)$-patterns or patterns of rank $(m, n)$.

Convention. In order to avoid confusion in the pattern calculus instead of $\begin{gathered}p \\ p^{\prime}\end{gathered}$ we write $\binom{p}{p^{\prime}}$. The associativity law takes the form

$$
\left.\binom{p_{1}}{\binom{p_{2}}{p_{3}}}=\binom{p_{1}}{p_{2}}\right) .
$$

This common pattern will be denoted

$$
\left(\begin{array}{l}
p_{1} \\
p_{2} \\
p_{3}
\end{array}\right) .
$$

The distributivity law takes the form

$$
\binom{p_{1} p_{1}^{\prime}}{p_{2} p_{2}^{\prime}}=\binom{p_{1}}{p_{2}}\binom{p_{1}^{\prime}}{p_{2}^{\prime}} .
$$

Actually $\operatorname{smag}(\Sigma)$ is the free semi-magmoid generated by $\Sigma$ as confirms the next result.

Proposition 1. For every semi-magmoid $M=\left(M_{m, n}\right)$ and every doubly ranked function $f: \Sigma \rightarrow M$, there exists a unique morphism of semi-magmoids $\hat{f}$ : $\operatorname{smag}(\Sigma) \rightarrow M$ making the following triangle commutative.


Actually, $\hat{f}$ is given by the clauses,

- $\hat{f}(x)=f(x)$, for all $x \in \Sigma$,
- $\hat{f}(p q)=\hat{f}(p) \circ \hat{f}(q), \quad \hat{f}\binom{p}{p^{\prime}}=\hat{f}(p) \square \hat{f}\left(p^{\prime}\right)$,
for all $p, q, p^{\prime} \in \operatorname{smag}(\Sigma)$ of suitable rank.
The construction of the free magmoid follows naturally. Let $\left(e_{n}\right)_{n \geq 0}$ be a sequence of symbols not in $\Sigma$ and denote by $\operatorname{mag}(\Sigma)$ the free semi-magmoid $\operatorname{smag}(\Sigma \cup$ $\left.\left\{e_{n} \mid n \geq 0\right\}\right)$ divided by the congruence generated by the relations

$$
e_{m} p \approx p \approx p e_{n}, \quad\binom{e_{0}}{p} \approx p \approx\binom{p}{e_{0}}, \quad\binom{e_{m}}{e_{n}} \approx e_{m+n}
$$

for all $m, n \geq 0$ and all patterns $p$ of suitable rank. Then $\operatorname{mag}(\Sigma)$ clearly constitutes a magmoid which has a universal property analogous to the one stated in Proposition 1, i.e., $\operatorname{mag}(\Sigma)$ is the free magmoid generated by $\Sigma$ (cf. [4]).

### 2.2 Graphs

Now we introduce the magmoid of hypergraphs which will be of constant use throughout this paper. Given a finite alphabet $X$, we denote by $X^{*}$ the set of
all words over $X$ and for every word $w \in X^{*},|w|$ denotes its length. Formally, a concrete ( $m, n$ )-graph over a doubly ranked alphabet $\Sigma=\left(\Sigma_{m, n}\right)$ is a tuple

$$
G=(V, E, s, t, l, \text { begin }, \text { end })
$$

where

- $V$ is the finite set of nodes,
- $E$ is the finite set of hyperedges,
- $s: E \rightarrow V^{*}$ is the source function,
- $t: E \rightarrow V^{*}$ is the target function,
- $l: E \rightarrow \Sigma$ is the labelling function such that $\operatorname{rank}(l(e))=(|s(e)|,|t(e)|)$ for every $e \in E$,
- begin $\in V^{*}$ with $\mid$ begin $\mid=m$ is the sequence of begin nodes and
- end $\in V^{*}$ with $|e n d|=n$ is the sequence of end nodes.

Notice that according to this definition vertices can be duplicated in the begin and end sequences of the graph and also at the sources and targets of an edge. For an edge $e$ of a hypergraph $G$ we simply write $\operatorname{rank}(e)$ to denote $\operatorname{rank}(l(e))$.

The specific sets $V$ and $E$ chosen to define a concrete graph $G$ are actually irrelevant. We shall not distinguish between two isomorphic graphs. Hence we have the following definition of an abstract graph. Two concrete $(m, n)$-graphs $G=(V, E, s, t, l$, begin, end $)$ and $G^{\prime}=\left(V^{\prime}, E^{\prime}, s^{\prime}, t^{\prime}, l^{\prime}\right.$, begin $^{\prime}$, end $\left.{ }^{\prime}\right)$ over $\Sigma$ are isomorphic iff there exist two bijections $h_{V}: V \rightarrow V^{\prime}$ and $h_{E}: E \rightarrow E^{\prime}$ commuting with source, target, labelling, begin and end in the usual way.

An abstract $(m, n)$-graph is defined to be the equivalence class of a concrete ( $m, n$ )-graph with respect to isomorphism. We denote by $G R_{m, n}(\Sigma)$ the set of all abstract $(m, n)$-graphs over $\Sigma$. Since we shall mainly be interested in abstract graphs we simply call them graphs except when it is necessary to emphasize that they are defined up to an isomorphism. Any graph $G \in G R_{m, n}(\Sigma)$ having no edges is called a discrete $(m, n)$-graph.

If $G$ is an $(m, n)$-graph represented by ( $V, E, s, t, l$, begin, end) and $H$ is an $(n, k)$-graph represented by $\left(V^{\prime}, E^{\prime}, s^{\prime}, t^{\prime}, l^{\prime}\right.$, begin', end ${ }^{\prime}$ ) then their product $G \circ H$ is the ( $m, k$ )-graph represented by the concrete graph obtained by taking the disjoint union of $G$ and $H$ and then identifying the $i$ th end node of $G$ with the $i$ th begin node of $H$, for every $i \in\{1, \ldots, n\}$; also, $\operatorname{begin}(G \circ H)=\operatorname{begin}(G)$ and $\operatorname{end}(G \circ H)=$ end $(H)$.

The sum $G \square H$ of arbitrary graphs $G$ and $H$ is their disjoint union with their sequences of begin nodes concatenated and similarly for their end nodes.

For instance let $\Sigma=\{a, b, c\}$, with $\operatorname{rank}(a)=(2,1), \operatorname{rank}(b)=(1,1)$ and $\operatorname{rank}(c)=(1,2)$. In the following pictures, edges are represented by boxes, nodes by dots, and the sources and targets of an edge by directed lines that enter and
leave the corresponding box, respectively. The order of the sources and targets of an edge is the vertical order of the directed lines as drawn in the pictures. We display two graphs $G \in G R_{3,4}(\Sigma)$ and $H \in G R_{4,2}(\Sigma)$, where the $i$ th begin node is indicated by $b_{i}$, and the $i$ th end node by $e_{i}$.


G


H

Then their product $G \circ H$ is the (3,2)-graph

and, their sum $G \square H$ is the $(7,6)$-graph



For every $n \in \mathbb{N}$ we denote by $E_{n}$ the discrete graph of rank $(n, n)$ with nodes $x_{1}, \ldots, x_{n}$ and $\operatorname{begin}\left(E_{n}\right)=\operatorname{end}\left(E_{n}\right)=x_{1} \cdots x_{n}$; we write $E$ for $E_{1}$. Note that $E_{0}$ is the empty graph.

It is straightforward to verify that $G R(\Sigma)=\left(G R_{m, n}(\Sigma)\right)$ with the operations defined above is a magmoid whose units are the graphs $E_{n}, n \geq 0$, see Lemma 6 of [10]. The discrete graphs of $G R(\Sigma)$ form obviously a sub-magmoid DISC of $G R(\Sigma)$ and the function sending each graph $G \in G R(\Sigma)$ to its underlying discrete graph is an epimorphism of magmoids

$$
d i s c_{\Sigma}: G R(\Sigma) \rightarrow D I S C .
$$

Let us denote by $I_{p, q}$ the discrete $(p, q)$-graph having a single node $x$ and whose begin and end sequences are $x \cdots x$ ( $p$ times) and $x \cdots x$ ( $q$ times) respectively. Note that $I_{1,1}$ is equal with $E$. Let also $\Pi$ be the discrete $(2,2)$-graph having two nodes $x$ and $y$ and whose begin and end sequences are $x y$ and $y x$, respectively. Finally, for every $\sigma \in \Sigma_{m, n}$, we denote again by $\sigma$ the ( $m, n$ )-graph having only one edge and $m+n$ nodes $x_{1}, \ldots, x_{m}, y_{1}, \ldots, y_{n}$. The edge is labelled by $\sigma$, and the begin (resp. end sequence) of the graph is the sequence of sources (resp. targets) of the edge, viz. $x_{1} \cdots x_{m}$ (resp. $y_{1} \cdots y_{n}$ ).

As usual $\mathcal{S}_{m}$ stands for the group of all permutations of the set $\{1,2, \ldots, m\}$. Given a permutation $\alpha \in \mathcal{S}_{m}$

$$
\alpha=\left(\begin{array}{cccc}
1 & 2 & \ldots & m \\
\alpha(1) & \alpha(2) & \ldots & \alpha(m)
\end{array}\right)
$$

the discrete graph having $\left\{x_{1}, x_{2}, \ldots, x_{m}\right\}$ as set of nodes, $x_{\alpha(1)} x_{\alpha(2)} \cdots x_{\alpha(m)}$ as begin sequence and $x_{1} x_{2} \cdots x_{m}$ as end sequence, is denoted $\Pi_{\alpha}$ and is called the permutation graph associated with $\alpha$. Observe that $\Pi$ is the graph associated with the permutation

$$
\alpha=\left(\begin{array}{ll}
1 & 2 \\
2 & 1
\end{array}\right)
$$

We denote by $\Pi_{n, 1}$ the graph associated with the permutation

$$
\left(\begin{array}{cccc}
1 & 2 & \ldots & n+1 \\
2 & \ldots & n+1 & 1
\end{array}\right)
$$

interchanging the last $n$ numbers with the first one.
For every $\sigma \in \Sigma_{m, n}, B F(\sigma)$ is the same as the graph $\sigma$, except that

$$
\operatorname{begin}(B F(\sigma))=\operatorname{begin}(\sigma) \operatorname{end}(\sigma)=x_{1} \cdots x_{m} y_{1} \cdots y_{n}
$$

and $\operatorname{end}(B F(\sigma))=\varepsilon$ (where $\varepsilon$ denotes the empty sequence).
Next important result provides a complete set of equations axiomatizing graphs.
Theorem 1 (cf. [4]). Let $\Sigma=\left\{\sigma_{1}, \ldots, \sigma_{r}\right\}$ and assume that in the graph $G \in$ $G R_{m, n}(\Sigma)$ the symbol $\sigma_{i}$ occurs $\lambda_{i}$ times, $(1 \leq i \leq r)$ then $G$ admits a decomposition of the form

$$
\begin{aligned}
& G=\Pi_{\alpha} \circ\left(I_{p_{1}, q_{1}} \square \cdots \square I_{p_{s}, q_{s}}\right) \circ \Pi_{\beta} \\
& \quad \circ\left(E_{n} \square B F\left(\sigma_{1}^{1}\right) \square \cdots \square B F\left(\sigma_{1}^{\lambda_{1}}\right) \square \cdots \square B F\left(\sigma_{r}^{1}\right) \square \cdots \square B F\left(\sigma_{r}^{\lambda_{r}}\right)\right)
\end{aligned}
$$

where $\alpha, \beta$ are suitable permutations and $\sigma_{i}^{1}=\cdots=\sigma_{i}^{\lambda_{i}}=\sigma_{i}, 1 \leq i \leq r$. Moreover, if

$$
\begin{aligned}
& G^{\prime}=\Pi_{\alpha^{\prime}} \circ\left(I_{p_{1}^{\prime}, q_{1}^{\prime}} \square \cdots \square I_{p_{t}^{\prime}, q_{t}^{\prime}}\right) \circ \Pi_{\beta^{\prime}} \\
& \quad \circ\left(E_{n} \square B F\left(\sigma_{1}^{1}\right) \square \cdots \square B F\left(\sigma_{1}^{\lambda_{1}^{\prime}}\right) \square \cdots \square B F\left(\sigma_{r}^{1}\right) \square \cdots \square B F\left(\sigma_{r}^{\lambda_{r}^{\prime}}\right)\right)
\end{aligned}
$$

then $G=G^{\prime}$ if and only if we can transform $G$ into $G^{\prime}$ through the finite set of equations $(E)$ :

$$
\begin{aligned}
& \Pi \circ \Pi=E \square E, \quad(E \square \Pi) \circ(\Pi \square E) \circ(E \square \Pi)=(\Pi \square E) \circ(E \square \Pi) \circ(\Pi \square E), \\
& \left(E \square I_{2,1}\right) \circ I_{2,1}=\left(I_{2,1} \square E\right) \circ I_{2,1}, \quad\left(E \square I_{0,1}\right) \circ I_{2,1}=E, \quad \Pi \circ I_{2,1}=I_{2,1} \\
& (\Pi \square E) \circ(E \square \Pi) \circ\left(I_{2,1} \square E\right)=\left(E \square I_{2,1}\right) \circ \Pi, \quad\left(E \square I_{0,1}\right) \circ \Pi=\left(I_{0,1} \square E\right), \\
& I_{1,2} \circ\left(E \square I_{1,2}\right)=I_{1,2} \circ\left(I_{1,2} \square E\right), \quad I_{1,2} \circ\left(E \square I_{1,0}\right)=E, \quad I_{1,2} \circ \Pi=I_{1,2}, \\
& I_{1,2} \circ I_{2,1}=E, \quad\left(I_{1,2} \square E\right) \circ(E \square \Pi) \circ(\Pi \square E)=\Pi \circ\left(E \square I_{1,2}\right), \\
& \Pi \circ\left(E \square I_{1,0}\right)=\left(I_{1,0} \square E\right), \quad\left(I_{1,2} \square E\right) \circ\left(E \square I_{2,1}\right)=I_{2,1} \circ I_{1,2}, \\
& \Pi_{p, 1} \circ(\sigma \square E)=(E \square \sigma) \circ \Pi_{q, 1}, \quad \text { where } \sigma \in \Sigma_{p, q}, \quad p, q \geq 0 .
\end{aligned}
$$

Now let us introduce the alphabet $\bar{D}$, formed by the following five symbols

$$
\bar{i}_{21}: 2 \rightarrow 1 \quad \bar{i}_{01}: 0 \rightarrow 1 \quad \bar{i}_{12}: 1 \rightarrow 2 \quad \bar{i}_{10}: 1 \rightarrow 0 \quad \bar{\pi}: 2 \rightarrow 2
$$

where $x: m \rightarrow n$ indicates that symbol $x$ has first rank $m$ and second rank $n$, and denote by $\operatorname{mag}(\Sigma \cup \bar{D})$ the free magmoid generated by the doubly ranked alphabet $\Sigma \cup \bar{D}$. We denote by

$$
\operatorname{val}_{\Sigma}: \operatorname{mag}(\Sigma \cup \bar{D}) \rightarrow G R(\Sigma)
$$

the unique magmoid morphism extending the function described by the assignments

$$
\begin{gathered}
\bar{i}_{21} \mapsto I_{2,1}, \quad \bar{i}_{01} \mapsto I_{0,1}, \quad \bar{i}_{12} \mapsto I_{1,2}, \quad \bar{i}_{10} \mapsto I_{1,0}, \quad \bar{\pi} \mapsto \Pi \\
\sigma \mapsto \sigma, \quad \text { for all } \sigma \in \Sigma, \quad e_{n} \mapsto E_{n}, \text { for all } n \in \mathbb{N}
\end{gathered}
$$

According to the previous theorem $\operatorname{val}_{\Sigma}$ is a surjection and $G R(\Sigma)$ is the quotient of $\operatorname{mag}(\Sigma \cup \bar{D})$ by the congruence generated by the relations $(E)$ :

$$
\begin{gathered}
\bar{\pi} \bar{\pi} \sim e_{2}, \quad\binom{e}{\bar{\pi}}\binom{\bar{\pi}}{e}\binom{e}{\bar{\pi}} \sim\binom{\bar{\pi}}{e}\binom{e}{\bar{\pi}}\binom{\bar{\pi}}{e}, \\
\binom{e}{\bar{i}_{21}} \bar{i}_{21} \sim\binom{\bar{i}_{21}}{e} \bar{i}_{21}, \quad\binom{e}{\bar{i}_{01}} \bar{i}_{21} \sim e,
\end{gathered}
$$

$$
\begin{gathered}
\bar{\pi} \bar{i}_{21} \sim \bar{i}_{21}, \quad\binom{e}{\bar{i}_{01}} \bar{\pi} \sim\binom{\bar{i}_{01}}{e}, \\
\binom{\bar{\pi}}{e}\binom{e}{\bar{\pi}}\binom{\bar{i}_{21}}{e} \sim\binom{e}{\bar{i}_{21}} \bar{\pi}, \\
\bar{i}_{12}\binom{e}{\bar{i}_{12}} \sim \bar{i}_{12}\binom{\bar{i}_{12}}{e}, \quad \bar{i}_{12}\binom{e}{\bar{i}_{10}} \sim e, \\
\bar{i}_{12} \bar{\pi} \sim \bar{i}_{12}, \quad \bar{\pi}\binom{e}{\bar{i}_{10}} \sim\binom{\bar{i}_{10}}{e}, \\
\binom{\bar{i}_{12}}{e}\binom{e}{\bar{\pi}}\binom{\bar{\pi}}{e} \sim \bar{\pi}\binom{e}{\bar{i}_{12}}, \\
\bar{i}_{12} \bar{i}_{21} \sim e, \quad\binom{\bar{i}_{12}}{e}\binom{e}{\bar{i}_{21}} \sim \bar{i}_{21} \bar{i}_{12}, \\
\bar{\pi}_{m, 1}\binom{\sigma}{e} \sim\binom{e}{\sigma} \bar{\pi}_{n, 1},
\end{gathered}
$$

where $\sigma \in \Sigma_{m, n}, m, n \geq 0$ and $\bar{\pi}_{n, 1}$ is the pattern inductively defined by

$$
\bar{\pi}_{1,0}=e, \quad \bar{\pi}_{n, 1}=\binom{\bar{\pi}_{n-1,1}}{e}\binom{e_{n-1}}{\bar{\pi}}
$$

which will represent the graph $\Pi_{n, 1}$.
The next definition will be used later on. We call size of a pattern $p \in \operatorname{mag}(\Sigma \cup$ $\bar{D})$ the number of symbols of $\Sigma \cup \bar{D}$ occurring in $p$. The size of a graph $G \in G R(\Sigma)$ is then

$$
\operatorname{size}(G)=\min \left\{\operatorname{size}(p) \mid p \in \operatorname{val}_{\Sigma}^{-1}(G)\right\}
$$

## 3 Graphoids and their algebra

### 3.1 Free graphoids

The algebraic structure underneath $G R(\Sigma)$ is that of a graphoid.
More precisely, a graphoid $\mathbf{M}=(M, D)$ consists of a semi-magmoid $M$ and a set

$$
D=\left\{e_{0}, e, \pi, i_{01}, i_{21}, i_{10}, i_{12}\right\}
$$

where $e_{0} \in M_{0,0}, e \in M_{1,1}, \pi \in M_{2,2}, i_{01} \in M_{0,1}, i_{21} \in M_{2,1}, i_{10} \in M_{1,0}, i_{12} \in M_{1,2}$ such that $\left(M, e_{0}, e\right)$ is a magmoid, i.e.,

$$
\text { (1) } e_{m} \circ f=f=f \circ e_{n}, \quad e_{0} \square f=f=f \square e_{0},
$$

where $e_{n}=e \square$
... $\square e(n$-times, $n \geq 0), f \in M_{m, n},(m, n \geq 0)$, and additionally the following equations hold

$$
\begin{equation*}
\pi \circ \pi=e_{2}, \quad(\pi \square e) \circ(e \square \pi) \circ(\pi \square e)=(e \square \pi) \circ(\pi \square e) \circ(e \square \pi) \tag{2}
\end{equation*}
$$

(3) $\left(e \square i_{21}\right) \circ i_{21}=\left(i_{21} \square e\right) \circ i_{21}, \quad\left(e \square i_{01}\right) \circ i_{21}=e$,

$$
\pi \circ i_{21}=i_{21}, \quad\left(e \square i_{01}\right) \circ \pi=\left(i_{01} \square e\right),
$$

$$
(\pi \square e) \circ(e \square \pi) \circ\left(i_{21} \square e\right)=\left(e \square i_{21}\right) \circ \pi,
$$

(4)

$$
\begin{aligned}
& i_{12} \circ\left(e \square i_{12}\right)=i_{12} \circ\left(i_{12} \square e\right), \quad i_{12} \circ\left(e \square i_{10}\right)=e, \\
& \quad i_{12} \circ \pi=i_{12}, \quad \pi \circ\left(e \square i_{10}\right)=\left(i_{10} \square e\right), \\
& \left(i_{12} \square e\right) \circ(e \square \pi) \circ(\pi \square e)=\pi \circ\left(e \square i_{12}\right),
\end{aligned}
$$

(5) $\quad i_{12} \circ i_{21}=e, \quad\left(i_{12} \square e\right) \circ\left(e \square i_{21}\right)=i_{21} \circ i_{12}$.
(6) $\pi_{m, 1} \circ(f \square e)=(e \square f) \circ \pi_{n, 1}, \quad$ for all $f \in M_{m, n}$,
where the element $\pi_{m, 1} \in M_{m, 1}$ is defined by

$$
\pi_{1,0}=e, \quad \pi_{m, 1}=\left(\pi_{m-1,1} \square e\right) \circ\left(e_{m-1} \square \pi\right)
$$

We point out that equation (6) holds in $G R(\Sigma)$ since it holds for all the letters of the alphabet $\Sigma$ (cf. [4]).

Observe that $\left(G R(\Sigma),\left\{E_{0}, E, \Pi, I_{0,1}, I_{2,1}, I_{1,0}, I_{1,2}\right\}\right)$ is a graphoid which from now on will be simply denoted by $G R(\Sigma)$.

Given graphoids $(M, D)$ and $\left(M^{\prime}, D^{\prime}\right)$, a semi-magmoid morphism $H: M \rightarrow M^{\prime}$ preserving $D$-sets, i.e., $H\left(e_{0}\right)=e_{0}^{\prime}, H(e)=e^{\prime}, H(\pi)=\pi^{\prime}$ and $H\left(i_{\kappa \lambda}\right)=i_{\kappa \lambda}^{\prime}$, is called a morphism of graphoids.

We have already discussed how the set $G R(\Sigma)$ can be structured into a graphoid; in fact it is the free graphoid generated by $\Sigma$.

Theorem 2. The doubly ranked function $j: \Sigma \rightarrow G R(\Sigma)$, with $j(\sigma)=\sigma$, for all $\sigma \in \Sigma$, has the following universal property: for any graphoid $\mathbb{M}=(M, D)$, $D=\left\{e_{0}, e, \pi, i_{10}, i_{12}, i_{01}, i_{21}\right\}$ and any doubly ranked function $f: \Sigma \rightarrow M$, there exists a unique morphism of graphoids $\bar{f}: G R(\Sigma) \rightarrow \mathbb{M}$ making commutative the following triangle.


The morphism $\bar{f}$ is defined by the clauses

- $\bar{f}(\sigma)=f(\sigma), \sigma \in \Sigma$,
- $\bar{f}\left(E_{0}\right)=e_{0}, \bar{f}(E)=e, \bar{f}(\Pi)=\pi, \bar{f}\left(I_{p, q}\right)=i_{p q}$,
- $\bar{f}\left(G_{1} \circ G_{2}\right)=\bar{f}\left(G_{1}\right) \circ \bar{f}\left(G_{2}\right)$,
- $\bar{f}\left(G_{1} \square G_{2}\right)=\bar{f}\left(G_{1}\right) \square \bar{f}\left(G_{2}\right)$,
for all graphs $G_{1}, G_{2}$ of suitable rank.
Proof. Since $\operatorname{mag}(\Sigma \cup \bar{D})$ is the free magmoid over $\Sigma \cup \bar{D}, f$ is uniquely extended into a morphism of magmoids $\hat{f}: \operatorname{mag}(\Sigma \cup \bar{D}) \rightarrow \mathbb{M}$ making commutative the triangle:

where
- $\mathbf{j}(\sigma)=j(\sigma), \sigma \in \Sigma$ and $\mathbf{j}(\alpha)=\alpha, \alpha \in \bar{D} ;$
- $\mathbf{f}(\sigma)=f(\sigma), \sigma \in \Sigma$ and $\mathbf{f}\left(\bar{i}_{21}\right)=i_{21}, \mathbf{f}\left(\bar{i}_{01}\right)=i_{01}, \mathbf{f}\left(\bar{i}_{12}\right)=i_{12}, \mathbf{f}\left(\bar{i}_{10}\right)=i_{10}$, $\mathbf{f}(\bar{\pi})=\pi$.

Since all the relations $(E)$ are valid in $\mathbf{M}$, the kernel of $\hat{f}$ includes the congruence $={ }_{(E)}$ generated by $(E)$, and thus $\hat{f}$ induces a unique graphoid morphism

$$
\bar{f}: \operatorname{mag}(\Sigma \cup \bar{D}) /=_{(E)} \longrightarrow \mathbf{M}
$$

rendering commutative the triangle

where $g$ is the canonical projection sending every element of $\operatorname{mag}(\Sigma \cup \bar{D})$ to its class with respect to $=_{(E)}$. The result comes by combining the above two diagrams and Theorem 1.

A graph homomorphism $H: G R(\Sigma) \rightarrow G R\left(\Sigma^{\prime}\right)$ is just a morphism of graphoids. Hence, by virtue of the previous theorem it is completely determined by its values $H(\sigma), \sigma \in \Sigma$. A graph homomorphism $H: G R(\Sigma) \rightarrow G R\left(\Sigma^{\prime}\right)$ is called a projection whenever $H(\Sigma) \subseteq \Sigma^{\prime}$.

In the sequel, we mostly deal with $\Sigma$-graphoids, ( $\Sigma$ doubly ranked alphabet) which are graphoids $(M, D)$ equipped with a function $\mu: \Sigma \rightarrow M$ interpreting the letters $\sigma \in \Sigma$ by elements of $M$ with the same rank.

By virtue of Theorem 2 any graph $G$ of $G R(\Sigma)$ is interpreted, in a $\Sigma$-graphoid $\mathbf{M}=(M, D, \mu)$, by the element $\bar{\mu}(G)$. In other words, we are able to make graph theory inside any $\Sigma$-graphoid.

The set $G R(\Sigma)$ is a $\Sigma$-graphoid where $t$ is the function sending every element $\sigma \in \Sigma$ to the graph it represents.

If $\mathbf{M}=(M, D, \mu)$ and $\mathbf{M}^{\prime}=\left(M^{\prime}, D^{\prime}, \mu^{\prime}\right)$ are two $\Sigma$-graphoids then any graphoid morphism $H:(M, D) \rightarrow\left(M^{\prime}, D^{\prime}\right)$ commuting with the $\mu$-assignments, i.e., rendering commutative the triangle

is called a $\Sigma$-graphoid morphism.
Graphs whose labels of edges are variables will be frequently used. From now on $X_{p}=\left\{x_{1}, \ldots, x_{p}\right\}$ is a set of doubly ranked variables with $\operatorname{rank}\left(x_{i}\right)=\left(\alpha_{i}, \beta_{i}\right)$, $1 \leq i \leq p$.

Convention. The $\Sigma$-graphoid $G R\left(\Sigma \cup X_{p}\right)$ will be denoted by $G R\left(\Sigma, X_{p}\right)$.
Theorem 3. The $\Sigma$-graphoid $G R(\Sigma, X)$ is free over $X$, i.e., for any $\Sigma$-graphoid $\mathbf{M}=(M, D, \mu)$ and any function $f: X \rightarrow M$ there is a unique $\Sigma$-graphoid morphism $\bar{f}: G R(\Sigma, X) \rightarrow \mathbf{M}$ such that the next diagram commutes


### 3.2 The substitution operation

The well known edge replacement operation on graphs (cf. [9], [8] ) can be defined with the help of Theorem 3 in an elegant way. Let $X=\left\{x_{1}, x_{2}, \ldots\right\}$ with $\operatorname{rank}\left(x_{i}\right)=\left(\alpha_{i}, \beta_{i}\right), i=1,2, \ldots$ and $X_{p}=\left\{x_{1}, \ldots, x_{p}\right\}$. For

$$
G_{i} \in G R_{\alpha_{i}, \beta_{i}}\left(\Sigma, X_{p}\right)
$$

The function

$$
f: X_{p} \rightarrow G R\left(\Sigma, X_{k}\right), \quad f\left(x_{i}\right)=G_{i},
$$

is then uniquely extended into a $\Sigma$-graphoid morphism

$$
\bar{f}: G R\left(\Sigma, X_{p}\right) \rightarrow G R\left(\Sigma, X_{k}\right)
$$

For all $G \in G R_{\alpha, \beta}\left(\Sigma, X_{p}\right)$, the graph $\bar{f}(G)$ is denoted by $G\left[G_{1}, \ldots, G_{p}\right]$ (it is the graph obtained by simultaneously replacing $x_{i}$ by $G_{i}$ inside $\left.G, i=1, \ldots, p\right)$.

Proposition 2. It holds

$$
G\left[G_{1}, \ldots, G_{p}\right]\left[G_{1}^{\prime}, \ldots, G_{k}^{\prime}\right]=G\left[G_{1}\left[G_{1}^{\prime}, \ldots, G_{k}^{\prime}\right], \ldots, G_{p}\left[G_{1}^{\prime}, \ldots, G_{k}^{\prime}\right]\right]
$$

for all graphs of suitable rank.
Proof. We define the functions

$$
f: X_{p} \rightarrow G R\left(\Sigma, X_{k}\right), \quad g: X_{k} \rightarrow G R\left(\Sigma, X_{s}\right)
$$

by setting

$$
f\left(x_{i}\right)=G_{i} \quad(1 \leq i \leq p), \quad g\left(x_{j}\right)=G_{j}^{\prime} \quad(1 \leq j \leq k)
$$

respectively. For uniqueness reasons invoked by Theorem 3 we get the equality

$$
\overline{\bar{g} \circ f}=\bar{g} \circ \bar{f}
$$

Since $(\bar{g} \circ f)\left(x_{i}\right)=\bar{g}\left(f\left(x_{i}\right)\right)=\bar{g}\left(G_{i}\right)=G_{i}\left[G_{1}^{\prime}, \ldots, G_{k}^{\prime}\right]$ we get

$$
\begin{aligned}
G\left[G_{1}, \ldots, G_{p}\right]\left[G_{1}^{\prime}, \ldots, G_{k}^{\prime}\right] & =\bar{g}\left(G\left[G_{1}, \ldots, G_{p}\right]\right) \\
& =\bar{g}(\bar{f}(G))=(\bar{g} \circ \bar{f})(G)=\overline{\bar{g} \circ f}(G) \\
& =G\left[G_{1}\left[G_{1}^{\prime}, \ldots, G_{k}^{\prime}\right], \ldots, G_{p}\left[G_{1}^{\prime}, \ldots, G_{k}^{\prime}\right]\right]
\end{aligned}
$$

as wanted.
Let $\xi_{m, n}$ be a new symbol with rank $(m, n)$ and denote by $F R_{m, n}^{\alpha, \beta}(\Sigma, X)$ the subset of $G R_{\alpha, \beta}\left(\Sigma, X \cup\left\{\xi_{m, n}\right\}\right)$ with just one occurrence of $\xi_{m, n}$; its elements are called frames with exterior rank $(\alpha, \beta)$ and interior rank $(m, n)$. The set $F R_{m, n}^{\alpha, \beta}(\Sigma, X)$ acts on $G R_{m, n}(\Sigma, X)$ via substitution at $\xi_{m, n}:$ for $F \in F R_{m, n}^{\alpha, \beta}(\Sigma, X)$ and $G \in G R_{m, n}(\Sigma, X)$,

$$
F \cdot G=F\left[G / \xi_{m, n}\right]
$$

The substitution of graphs inside graphs can be extended into a substitution of graphoid elements inside graphs. This will be achieved be means of the universal property described in Theorem 3. Let $a_{1}, \ldots, a_{p}$ be elements of a $\Sigma$-graphoid $\mathbf{M}=$ ( $M, D, \mu$ )

$$
a_{i} \in M_{\alpha_{i}, \beta_{i}}, \quad i=1, \ldots, p
$$

and consider the $\Sigma$-graphoid morphism $\bar{h}: G R\left(\Sigma, X_{p}\right) \rightarrow \mathbf{M}$ determined by the assignments

$$
h\left(x_{1}\right)=a_{1}, \ldots, h\left(x_{p}\right)=a_{p} .
$$

For any graph $G \in G R\left(\Sigma, X_{p}\right)$ we denote by $G\left[a_{1}, \ldots, a_{p}\right]$ the element $\bar{h}(G)$. Notice that from Theorem 3 it holds $\bar{h}(\sigma)=\mu(\sigma)$. The so defined mixed substitution operation has the nice properties of graph substitution. More precisely,

Proposition 3 (Associativity law for mixed substitution). It holds

$$
G\left[G_{1}, \ldots, G_{p}\right]\left[a_{1}, \ldots, a_{k}\right]=G\left[G_{1}\left[a_{1}, \ldots, a_{k}\right], \ldots, G_{p}\left[a_{1}, \ldots, a_{k}\right]\right],
$$

where $G \in G R\left(\Sigma, X_{p}\right), G_{i} \in G R\left(\Sigma, X_{k}\right)$ and $a_{i} \in M_{\alpha_{i}, \beta_{i}}, 1 \leq i \leq k$.
Let $\mathbf{M}=(M, D, \mu)$ be a $\Sigma$-graphoid. A sub- $\Sigma$-graphoid of $\mathbf{M}$ is a subset $S \subseteq M$ such that
$\left.s g_{1}\right) D \cup \mu(\Sigma) \subseteq S$,
$\left.s g_{2}\right) S$ is closed under the o- and the $\square$-operation.
Thus $S$ becomes a $\Sigma$-graphoid with operations the restriction on $S$ of the corresponding operations of $M$.
Lemma 1. Let $S$ be a sub- $\Sigma$-graphoid of $\mathbf{M}=(M, D, \mu)$. Then

$$
a_{1}, \ldots, a_{p} \in S \text { and } G \in G R\left(\Sigma, X_{p}\right) \text { implies } G\left[a_{1}, \ldots, a_{p}\right] \in S
$$

Proof. By induction on the size of $G$. The assertion is true if $G \in \Sigma \cup X_{p} \cup D$. Next let $G$ be a graph of size $>1$; then either $G=G_{1} \circ G_{2}$ or $G=G_{1} \square G_{2}$. In the first case we have

$$
G\left[a_{1}, \ldots, a_{p}\right]=\left(G_{1} \circ G_{2}\right)\left(a_{1}, \ldots, a_{p}\right)=G_{1}\left(a_{1}, \ldots, a_{p}\right) \circ G_{2}\left(a_{1}, \ldots, a_{p}\right) \in S
$$

because $G_{1}\left(a_{1}, \ldots, a_{p}\right), G_{2}\left(a_{1}, \ldots, a_{p}\right)$ belong by induction to $S$, and $S$ is a sub- $\Sigma$ graphoid of $\mathbf{M}$. The case $G=G_{1} \square G_{2}$ is treated in a similar way.

Let $\mathbf{M}=(M, D, \mu)$ be a $\Sigma$-graphoid and $A \subseteq M$. The sub- $\Sigma$-graphoid of $\mathbf{M}$ generated by $A$ is the smallest sub- $\Sigma$-graphoid of $\mathbf{M}$ containing $A$. It is denoted by $\left\langle A>_{\mathrm{M}}\right.$. Next result gives us information about the form of the elements of $<A>_{\mathrm{M}}$.

Proposition 4. It holds

$$
<A>_{\mathbf{M}}=\left\{G\left[a_{1}, \ldots, a_{p}\right] \mid G \in G R\left(\Sigma, X_{p}\right), a_{1}, \ldots, a_{p} \in A \text { and } p \geq 0\right\} .
$$

Proof. We consider the doubly ranked set $\tilde{A}=\left(A_{m, n}\right)$, where

$$
\tilde{A}_{m, n}=\left\{G\left[a_{1}, \ldots, a_{p}\right] \mid G \in G R_{m, n}\left(\Sigma, X_{p}\right), a_{1}, \ldots, a_{p} \in A \text { and } p \geq 0\right\}
$$

By construction $D \cup \mu(\Sigma) \subseteq \tilde{A}$. On the other hand, let

$$
G\left[a_{1}, \ldots, a_{p}\right] \in \tilde{A}_{m, n} \text { and } G^{\prime}\left[a_{1}^{\prime}, \ldots, a_{q}^{\prime}\right] \in \tilde{A}_{n, k}
$$

with $G \in G R_{m, n}\left(\Sigma, X_{p}\right), G^{\prime} \in G R_{n, k}\left(\Sigma, X_{q}\right)$, respectively. We set

$$
H=G \circ\left(G^{\prime}\left[x_{p+1} / x_{1}, \ldots, x_{p+q} / x_{q}\right]\right) \in G R_{m, k}\left(\Sigma, X_{p+q}\right)
$$

then

$$
G\left[a_{1}, \ldots, a_{p}\right] \circ G^{\prime}\left[a_{1}^{\prime}, \ldots, a_{q}^{\prime}\right]=H\left[a_{1}, \ldots, a_{p}, a_{1}^{\prime}, \ldots, a_{q}^{\prime}\right] \in \tilde{A}_{m, k}
$$

and thus $\tilde{A}$ is closed under o-product. Closure under $\square$-product can be proved analogously. Therefore, $\tilde{A}$ is a sub- $\Sigma$-graphoid of $\mathbf{M}$ including $A$. Next let $S$ be a sub-graphoid of $\mathbf{M}$, such that $A \subseteq S$, according to the previous proposition

$$
a_{1}, \ldots, a_{p} \in A \text { and } G \in G R\left(\Sigma, X_{p}\right)
$$

implies $G\left[a_{1}, \ldots, a_{p}\right] \in S$, i.e., $\tilde{A} \subseteq S$. We deduce that $\tilde{A}=<A>_{\mathrm{M}}$.

## 4 Graph congruences

A notion of great importance in graph theory is that of a congruence. Actually there are two kinds of graph congruence: the ordinary and the strong graph congruences which correspond respectively to the ordinary and the fully stable tree congruences (cf. [12]).

Let $\mathbf{M}=(M, D, \mu)$ be a $\Sigma$-graphoid and assume that $\sim_{m, n}$ is an equivalence on $M_{m, n}(m, n \geq 0)$ compatible with o- and $\square$-product:

$$
\begin{gathered}
a \sim_{m, n} a^{\prime} \text { and } b \sim_{n, k} b^{\prime}, \quad \text { implies } \quad a \circ b \sim_{m, k} a^{\prime} \circ b^{\prime}, \\
a \sim_{m, n} a^{\prime} \text { and } b \sim_{r, s} b^{\prime}, \quad \text { implies } \quad a \square b \sim_{m+r, n+s} a^{\prime} \square b^{\prime} .
\end{gathered}
$$

Then we say that $\sim=\left(\sim_{m, n}\right)$ is a congruence on $\mathbf{M}$.
The quotient sets $\left(M_{m, n} / \sim_{m, n}\right)$ are organized into a semi-magmoid $M / \sim$ by defining the corresponding operations in the natural way

$$
[a] \diamond[b]=[a \diamond b], \quad \diamond=0, \square,
$$

where $[a]$ stands for the $\sim$-class of the element $a$. Actually $M / \sim$ becomes a $\Sigma$-graphoid through the set

$$
D / \sim=\left\{\left[e_{0}\right],[e],\left[i_{12}\right],\left[i_{10}\right],\left[i_{21}\right],\left[i_{01}\right],[\pi]\right\}
$$

and the function

$$
\mu / \sim: \Sigma \rightarrow M / \sim, \quad(\mu / \sim)(\sigma)=[\mu(\sigma)], \quad \sigma \in \Sigma
$$

We use the notation $\mathbf{M} / \sim$ for the so obtained $\Sigma$-graphoid. Clearly the function sending every element $a$ of $M$ into $[a]$ is a $\Sigma$-graphoid morphism from $\mathbf{M}$ to $\mathbf{M} / \sim$.

Congruences can be characterized through the substitution operation.
Proposition 5. A family of equivalences $\sim=\left(\sim_{m, n}\right)$ is a congruence on $\mathbf{M}=$ $(M, D, \mu)$ if and only if $a_{1} \sim a_{1}^{\prime}, \ldots, a_{p} \sim a_{p}^{\prime}$ and $G \in G R\left(\Sigma, X_{p}\right)$ implies

$$
G\left[a_{1}, \ldots, a_{p}\right] \sim G\left[a_{1}^{\prime}, \ldots, a_{p}^{\prime}\right]
$$

Proof. ( $\Rightarrow$ ) We establish the announced implication by using induction on the size of the graph $G$. Clearly we have nothing to prove if $G \in \Sigma \cup X_{p} \cup D$. Now any
graph $G$ of positive size can be written either as $G=G_{1} \circ G_{2}$ or $G=G_{1} \square G_{2}$ with $\operatorname{size}\left(G_{1}\right)$, size $\left(G_{2}\right)<\operatorname{size}(G)$. Then

$$
\begin{aligned}
G\left[a_{1}, \ldots, a_{p}\right] & =\left(G_{1} \circ G_{2}\right)\left[a_{1}, \ldots, a_{p}\right] \\
& =G_{1}\left[a_{1}, \ldots, a_{p}\right] \circ G_{2}\left[a_{1}, \ldots, a_{p}\right] \sim G_{1}\left[a_{1}^{\prime}, \ldots, a_{p}^{\prime}\right] \circ G_{2}\left[a_{1}^{\prime}, \ldots, a_{p}^{\prime}\right] \\
& =G\left[a_{1}^{\prime}, \ldots, a_{p}^{\prime}\right] .
\end{aligned}
$$

The $\square$-case is treated analogously.
$(\Leftarrow)$ The converse is easy to prove: we only have to take $G=\xi_{1} \diamond \xi_{2}$ with $\diamond=0, \square$.

Corollary 1. The equivalence $\sim$ on $G R(\Sigma, X)$ is a congruence if for all graphs $G_{i}, G_{i}^{\prime} \in G R(\Sigma, X), 1 \leq i \leq p$, and $G \in G R\left(\Sigma, X_{p}\right)$ we have

$$
G_{1} \sim G_{1}^{\prime}, \ldots, G_{p} \sim G_{p}^{\prime} \quad \text { implies } \quad G\left[G_{1}, \ldots, G_{p}\right] \sim G\left[G_{1}^{\prime}, \ldots, G_{p}^{\prime}\right] .
$$

Congruences on $G R(\Sigma, X)$ can be characterized through frame action.
Proposition 6. The equivalence $\sim=\left(\sim_{m, n}\right)$ is a congruence on $G R(\Sigma, X)$ if and only if for all $G, G^{\prime} \in G R_{m, n}(\Sigma, X)$ and all frames $F \in F R_{m, n}^{r, s}(\Sigma, X)$ we have

$$
G \sim_{m, n} G^{\prime} \text { implies } F \cdot G \sim_{r, s} F \cdot G^{\prime}
$$

Proof. $(\Rightarrow)$ One direction comes immediately from the previous corollary:

$$
F \cdot G=F\left[G / \xi_{m, n}\right] \sim_{r, s} F\left[G^{\prime} / \xi_{m, n}\right]=F \cdot G^{\prime}
$$

$(\Leftarrow)$ For the converse, let $G_{i}, G_{i}^{\prime} \in G R_{r_{i}, s_{i}}(\Sigma, X)$, and $G \in G R_{r, s}\left(\Sigma, X_{p}\right)$ with $\operatorname{rank}\left(x_{i}\right)=\left(r_{i}, s_{i}\right), 1 \leq i \leq p$. We may assume that the occurrences of the same variable $x_{i}$ into $G$ can be linearly ordered. For this we only have to decompose $G$ into a normal form as in Theorem 1:

$$
\begin{aligned}
& G=\Pi_{\alpha} \circ\left(I_{p_{1}, q_{1}} \square \cdots \square I_{p_{t}, q_{t}}\right) \circ \Pi_{\beta} \\
& \quad \circ\left(E_{s} \square B F\left(x_{1}^{1}\right) \square \cdots \square B F\left(x_{1}^{\mu_{1}}\right) \square \cdots \square B F\left(x_{p}^{1}\right) \square \cdots \square B F\left(x_{p}^{\mu_{p}}\right)\right.
\end{aligned}
$$

$$
\left.\square B F\left(\sigma_{1}^{1}\right) \square \cdots \square B F\left(\sigma_{1}^{\lambda_{1}}\right) \square \cdots \square B F\left(\sigma_{u}^{1}\right) \square \cdots \square B F\left(\sigma_{u}^{\lambda_{u}}\right)\right)
$$

where $x_{i}^{1}=\cdots=x_{i}^{\mu_{i}}=x_{i}(1 \leq i \leq p)$ and $\sigma_{j}^{1}=\cdots=\sigma_{j}^{\lambda_{j}}=\sigma_{j}, \sigma_{j} \in \Sigma$.
We introduce the frames

$$
\begin{aligned}
& F_{i}^{(j)}=G\left[G_{1}^{\prime} / x_{1}, \ldots, G_{i-1}^{\prime} / x_{i-1}, G_{i}^{\prime} / x_{i}^{1}, \ldots, G_{i}^{\prime} / x_{i}^{j-1}, \xi_{r_{i}, s_{i}} / x_{i}^{j}\right. \\
&\left.G_{i} / x_{i}^{j+1}, \ldots, G_{i} / x_{i}^{\lambda_{i}}, G_{i+1} / x_{i+1}, \ldots, G_{p} / x_{p}\right]
\end{aligned}
$$

then we have

$$
\begin{aligned}
G\left[G_{1}, \ldots, G_{p}\right] & =F_{1}^{1} \cdot G_{1} \sim_{r_{1}, s_{1}} F_{1}^{1} \cdot G_{1}^{\prime} \\
& =F_{1}^{2} \cdot G_{1} \sim_{r_{1}, s_{1}} F_{1}^{2} \cdot G_{1}^{\prime} \sim_{r_{1}, s_{1}} \cdots \sim_{r_{1}, s_{1}} F_{1}^{\lambda_{1}} \cdot G_{1} \sim_{r_{1}, s_{1}} F_{1}^{\lambda_{1}} \cdot G_{1}^{\prime} \\
& =G\left[G_{1}^{\prime}, G_{2}, \ldots, G_{p}\right] \sim \cdots \sim G\left[G_{1}^{\prime}, G_{2}^{\prime}, \ldots, G_{p}^{\prime}\right]
\end{aligned}
$$

and so, according to Corollary 1 the equivalence $\sim$ is a congruence.

This result allows us to characterize the congruence generated by a relation on $G R(\Sigma, X)$.

Let $R \subseteq G R(\Sigma, X) \times G R(\Sigma, X)$, i.e., $R_{m, n} \subseteq G R_{m, n}(\Sigma, X) \times G R_{m, n}(\Sigma, X)$ for all $m, n \geq 0$. For all $G, G^{\prime} \in G R_{\alpha, \beta}(\Sigma, X)$ we set $G \sim_{R, \alpha, \beta} G^{\prime}$ if there exist $\left(H, H^{\prime}\right) \in R_{m, n}$ and $F \in F R_{m, n}^{\alpha, \beta}(\Sigma, X)$ so that

$$
G=F \cdot H, G^{\prime}=F \cdot H^{\prime} \text { or } G=F \cdot H^{\prime}, G^{\prime}=F \cdot H
$$

The relation $\sim_{R}^{*}$ is clearly an equivalence relation on $G R(\Sigma, X)$ which by construction contains $R$. To show that $\sim_{R}^{*}$ is a congruence it suffices to show that

$$
G \sim_{R, m, n} G^{\prime} \text { and } F \in F R_{m, n}^{\alpha, \beta}(\Sigma, X), \text { implies } F \cdot G \sim_{R, \alpha, \beta} F \cdot G^{\prime}
$$

Indeed there exist a pair $\left(H, H^{\prime}\right) \in R_{r, s}$ and $F^{\prime} \in F R_{r, s}^{m, n}(\Sigma, X)$ so that either

$$
G=F^{\prime} \cdot H, G^{\prime}=F^{\prime} \cdot H^{\prime} \text { or } G=F^{\prime} \cdot H^{\prime}, G^{\prime}=F^{\prime} \cdot H
$$

Hence either,

$$
F \cdot G=\left(F \cdot F^{\prime}\right) \cdot H, F \cdot G^{\prime}=\left(F \cdot F^{\prime}\right) \cdot H^{\prime}
$$

or

$$
F \cdot G=\left(F \cdot F^{\prime}\right) \cdot H^{\prime}, F \cdot G^{\prime}=\left(F \cdot F^{\prime}\right) \cdot H
$$

By the definition of $\sim_{R}$ :

$$
F \cdot G \sim_{R, \alpha, \beta} F \cdot G^{\prime}
$$

as wanted.
Furthermore, let $\sim$ be a congruence on $G R(\Sigma, X)$ such that $R \subseteq \sim$. Since $\sim$ is reflexive and transitive, in order to show that $\sim_{R}^{*} \subseteq \sim$ it suffices to show the inclusion $\sim_{R} \subseteq \sim$. For this let $G \sim_{R, \alpha, \beta} G^{\prime}$ then for some $\left(H, H^{\prime}\right) \in R_{m, n}$ and $F \in F R_{m, n}^{\alpha, \beta}(\Sigma, X)$, we have either $G=F \cdot H, G^{\prime}=F \cdot H^{\prime}$ or $G=F \cdot H^{\prime}$, $G^{\prime}=F \cdot H$. But, according to Proposition 6

$$
H \sim_{m, n} H^{\prime} \quad \text { implies } \quad G=F \cdot H \sim_{\alpha, \beta} F \cdot H^{\prime}=G^{\prime} \quad \text { implies } \quad G \sim_{\alpha, \beta} G^{\prime}
$$

In other words $\sim_{R}^{*}$ is the smallest congruence on $G R(\Sigma, X)$ containing $R$.
We summarize.
Theorem 4. Given $R \subseteq G R(\Sigma, X) \times G R(\Sigma, X), \sim_{R}^{*}$ is the congruence generated by $R$.

## 5 Strong Graph Congruences

Let $X=\left\{x_{1}, x_{2}, \ldots\right\}$, with $\operatorname{rank}\left(x_{i}\right)=\left(\alpha_{i}, \beta_{i}\right), i \geq 1$. An equivalence $\sim$ on $G R(\Sigma, X)$ is said to be a strong congruence if for all $p \geq 1, G, G^{\prime}, G_{i}, G_{i}^{\prime} \in$ $G R\left(\Sigma, X_{p}\right), 1 \leq i \leq p$, it holds

$$
G \sim G^{\prime} \text { and } G_{1} \sim G_{1}^{\prime}, \ldots, G_{p} \sim G_{p}^{\prime} \quad \text { implies } \quad G\left[G_{1}, \ldots, G_{p}\right] \sim G^{\prime}\left[G_{1}^{\prime}, \ldots, G_{p}^{\prime}\right]
$$

Since the intersection of any family of such congruences has the same property we may speak of the strong congruence generated by a relation $\mathcal{E} \subseteq G R(\Sigma, X) \times$ $G R(\Sigma, X)$. It is the intersection of all strong congruences including $\mathcal{E}$ and is denoted by $\langle\mathcal{E}\rangle$.

In order to get a more treatable form of $\langle\mathcal{E}\rangle$ we introduce the $p$-ranked symbols

and we consider the set $\operatorname{REDEX}(\Sigma)_{m, n}^{\alpha, \beta}$ of all pairs $\pi=\left(F, \phi_{p}^{m, n}\left(G_{1}, \ldots, G_{p}\right)\right)$, where $F \in F R_{m, n}^{\alpha, \beta}\left(\Sigma, X_{p}\right)$ and $G_{i} \in G R_{m_{i}, n_{i}}\left(\Sigma, X_{p}\right), 1 \leq i \leq p$. For every $\pi \in$ $\operatorname{REDEX}(\Sigma)_{m, n}^{\alpha, \beta}$ and $\pi^{\prime} \in \operatorname{REDEX}(\Sigma)_{r, s}^{m, n}$ :

$$
\pi=\left(F, \varphi_{p}^{m, n}\left(G_{1}, \ldots, G_{p}\right)\right), \quad \pi^{\prime}=\left(F^{\prime}, \varphi_{p}^{r, s}\left(G_{1}^{\prime}, \ldots, G_{p}^{\prime}\right)\right)
$$

we define the product

$$
\pi \cdot \pi^{\prime}=\left(F \cdot F^{\prime}\left[G_{1} / x_{1}, \ldots, G_{p} / x_{p}\right], \varphi_{p}^{r, s}\left(G_{1}^{\prime}\left[G_{1}, \ldots, G_{p}\right], \ldots, G_{p}^{\prime}\left[G_{1}, \ldots, G_{p}\right]\right)\right)
$$

The sets $\operatorname{REDEX}(\Sigma)_{m, n}^{\alpha, \beta}$ are organized into a category whose object set is $\mathbb{N} \times \mathbb{N}$ and whose composition is given by the above formula. The identity element in $\operatorname{REDEX}(\Sigma)_{m, n}^{m, n}$ is the pair $\varepsilon^{m, n}=\left(\xi_{m, n}, \varphi_{p}^{m, n}\left(x_{1}, \ldots, x_{p}\right)\right)$. There result actions

$$
R E D E X(\Sigma)_{m, n}^{\alpha, \beta} \times G R_{m, n}\left(\Sigma, X_{p}\right) \rightarrow G R_{\alpha, \beta}\left(\Sigma, X_{p}\right), \quad \alpha, \beta, m, n \geq 0
$$

defined as follows: for $\pi=\left(F, \varphi_{p}^{m, n}\left(G_{1}, \ldots, G_{p}\right)\right)$ and $G \in G R_{m, n}\left(\Sigma, X_{p}\right)$ we set

$$
(\text { act }) \quad \pi \cdot G=F \cdot G\left[G_{1}, \ldots, G_{p}\right] .
$$

The formulas $\left(\pi \cdot \pi^{\prime}\right) \cdot G=\pi \cdot\left(\pi^{\prime} \cdot G\right), \varepsilon^{m, n} \cdot G=G$ folow.
Proposition 7. The equivalence $\sim=\left(\sim_{m, n}\right)$ in $G R\left(\Sigma, X_{p}\right)$ is a strong congruence iff it is compatible with the above actions.
Proof. $(\Rightarrow)$ Suppose that $G \sim_{m, n} G^{\prime}$ and

$$
\pi=\left(F, \varphi_{p}^{m, n}\left(G_{1}, \ldots, G_{p}\right)\right) \in \operatorname{REDEX}(\Sigma)_{m, n}^{\alpha, \beta}
$$

then we have $G\left[G_{1}, \ldots, G_{p}\right] \sim_{m, n} G^{\prime}\left[G_{1}, \ldots, G_{p}\right]$ and thus by Proposition 6 we get

$$
F \cdot G\left[G_{1}, \ldots, G_{p}\right] \sim_{\alpha, \beta} F \cdot G^{\prime}\left[G_{1}, \ldots, G_{p}\right]
$$

that is $\pi \cdot G \sim_{\alpha, \beta} \pi \cdot G^{\prime}$.
$(\Leftarrow)$ Conversely, assume that

$$
G \sim_{m, n} G^{\prime} \quad \text { and } \quad G_{i} \sim_{m_{i}, n_{i}} G_{i}^{\prime}, \quad 1 \leq i \leq p
$$

and choose

$$
\pi=\left(F, \varphi_{p}^{m, n}\left(x_{1}, \ldots, x_{p}\right)\right), \quad F \in F R_{m, n}^{\alpha, \beta}\left(\Sigma, X_{p}\right)
$$

then we have

$$
\pi \cdot G \sim_{\alpha, \beta} \pi \cdot G^{\prime}, \text { i.e., } F \cdot G \sim_{\alpha, \beta} F \cdot G^{\prime}
$$

and thus $\sim$ is a congruence (see Proposition 6). Consequently, we have

$$
G\left[G_{1}, \ldots, G_{p}\right] \sim_{m, n} G\left[G_{1}^{\prime}, \ldots, G_{p}^{\prime}\right]
$$

choosing this time $\pi=\left(\xi_{m, n}, \varphi_{p}^{m, n}\left(G_{1}^{\prime}, \ldots, G_{p}^{\prime}\right)\right)$ we obtain $\pi \cdot G \sim_{m, n} \pi \cdot G^{\prime}$ or
$(\tau) \quad G\left[G_{1}^{\prime}, \ldots, G_{p}^{\prime}\right] \sim_{m, n} G^{\prime}\left[G_{1}^{\prime}, \ldots, G_{p}^{\prime}\right]$.
Combining ( $\sigma$ ) and ( $\tau$ ) above we find

$$
G\left[G_{1}, \ldots, G_{p}\right] \sim_{m, n} G^{\prime}\left[G_{1}^{\prime}, \ldots, G_{p}^{\prime}\right]
$$

i.e., $\sim$ is a strong congruence.

We are now ready to describe the strong congruence generated by a set $\mathcal{E} \subseteq$ $G R(\Sigma, X) \times G R(\Sigma, X)$. For $H, H^{\prime} \in G R_{\alpha, \beta}\left(\Sigma, X_{p}\right)$, we write $H \underset{\mathcal{E}}{\overleftrightarrow{\leftrightarrow}} H^{\prime}$ if there exist $\pi \in R E D E X(\Sigma)_{m, n}^{\alpha, \beta}$ and $\left(G, G^{\prime}\right) \in \mathcal{E}, G, G^{\prime} \in G R_{m, n}\left(\Sigma, X_{p}\right)$ so that either

$$
H=\pi \cdot G, \quad H^{\prime}=\pi \cdot G^{\prime} \quad \text { or } \quad H=\pi \cdot G^{\prime}, \quad H^{\prime}=\pi \cdot G
$$

We denote by $\underset{\mathcal{E}}{\stackrel{*}{\overleftrightarrow{\mathcal{E}}}}$, the reflexive and transitive closure of $\underset{\mathcal{E}}{\overleftrightarrow{\mathcal{E}}}$, i.e., $H \underset{\underset{\mathcal{E}}{*}}{\stackrel{*}{\longrightarrow}} H^{\prime}$ if

$$
H=H_{0} \underset{\mathcal{E}}{\overleftrightarrow{( }} H_{1} \underset{\underset{\mathcal{E}}{*}}{\overleftrightarrow{\leftrightarrow}} \cdots \underset{\mathcal{E}}{\leftrightarrow} H_{k-1} \underset{\mathcal{E}}{\overleftrightarrow{( }} H_{k}=H^{\prime}
$$

for some $k \geq 0$. The $\underset{\mathcal{E}}{\stackrel{*}{\leftrightarrow}}$ is by construction an equivalence relation.
If $H \underset{\mathcal{E}}{\overleftrightarrow{\leftrightarrow}} H^{\prime}$, then by definition,

$$
H=\pi \cdot G, \quad H^{\prime}=\pi \cdot G^{\prime} \quad \text { or } \quad H=\pi \cdot G^{\prime}, \quad H^{\prime}=\pi \cdot G
$$

for some $\pi \in R E D E X(\Sigma)_{m, n}^{\alpha, \beta}$ and $\left(G, G^{\prime}\right) \in \mathcal{E}$ and so for every $\bar{\pi} \in R E D E X(\Sigma)_{\alpha, \beta}^{\gamma, \delta}$ we shall have

$$
\bar{\pi} \cdot H=(\bar{\pi} \cdot \pi) \cdot G, \quad \bar{\pi} \cdot H^{\prime}=(\bar{\pi} \cdot \pi) \cdot G^{\prime}
$$

or

$$
\bar{\pi} \cdot H=(\bar{\pi} \cdot \pi) \cdot G^{\prime}, \quad \bar{\pi} \cdot H^{\prime}=(\bar{\pi} \cdot \pi) \cdot H
$$

and thus $\bar{\pi} \cdot H \underset{\mathcal{E}}{\overleftrightarrow{\pi}} \bar{\pi} \cdot H^{\prime}$.
It turns out that $\underset{\mathcal{E}}{\stackrel{*}{\longrightarrow}}$ is compatible with $(a c t)$ and so it is a strong congruence by virtue of the previous proposition. Now if $\sim$ is a strong congruence on $G R(\Sigma, X)$
 to show that $\underset{\mathcal{E}}{ } \subseteq \sim$. For this let $H \underset{\mathcal{E}}{\overleftrightarrow{\leftrightarrow}} H^{\prime}$, i.e.,

$$
H=\pi \cdot G, \quad H^{\prime}=\pi \cdot G^{\prime} \quad \text { or } \quad H=\pi \cdot G^{\prime}, \quad H^{\prime}=\pi \cdot G
$$

for $\pi \in \operatorname{REDEX}(\Sigma)_{m, n}^{\alpha, \beta}$ and $\left(G, G^{\prime}\right) \in \mathcal{E}$. As $\mathcal{E} \subseteq \sim$ we shall have $G \sim_{m, n} G^{\prime}$ and so $\pi \cdot G \sim_{\alpha, \beta} \pi \cdot G^{\prime}$. Hence, $H \sim_{\alpha, \beta} H^{\prime}$. In other words, $\underset{\underset{\mathcal{E}}{*}}{\stackrel{*}{\text { i }}}$ is the smallest strong congruence including $\mathcal{E}$. We state

Theorem 5. Given a relation $\mathcal{E} \subseteq G R(\Sigma, X) \times G R(\Sigma, X)$, the $\underset{\mathcal{E}}{\stackrel{*}{\leftrightarrow}}$ is the strong congruence generated by $\mathcal{E}$.

## 6 Pattern Congruences

In this section we discuss congruences on patterns in connection with congruences on graphs.

Pattern substitution is obtained in a natural way. Let $X=\left\{x_{1}, x_{2}, \ldots\right\}$, $\operatorname{rank}\left(x_{i}\right)=\left(m_{i}, n_{i}\right), i \geq 1$ and set $X_{k}=\left\{x_{1}, \ldots, x_{k}\right\}$. For $p \in \operatorname{mag}_{\alpha, \beta}\left(\Sigma \cup X_{k}\right)$ and $p_{i} \in \operatorname{mag}_{m_{i}, n_{i}}(\Sigma), 1 \leq i \leq k$, the pattern $p\left[p_{1}, \ldots, p_{k}\right]$ is by definition the image of $p$ via the magmoid morphism $\operatorname{mag}\left(\Sigma \cup X_{k}\right) \rightarrow \operatorname{mag}(\Sigma)$ defined by the assignments

$$
x_{1} \mapsto p_{1}, \ldots, x_{k} \mapsto p_{k}, \quad \sigma \mapsto \sigma(\sigma \in \Sigma)
$$

The set $\operatorname{Fr}(\Sigma)_{m, n}^{\alpha, \beta}$ of pattern frames is the subset of $\operatorname{mag}_{\alpha, \beta}\left(\Sigma \cup \xi_{m, n}\right)$ consisting of all patterns with just one occurrence of the symbol $\xi_{m, n}, \operatorname{rank}\left(\xi_{m, n}\right)=(m, n)$. Again $\operatorname{Fr}(\Sigma)_{m, n}^{\alpha, \beta}$ acts on $\operatorname{mag}_{m, n}(\Sigma)$ via substitution

$$
f \cdot p=f\left[p / \xi_{m, n}\right] \quad \text { for } f \in \operatorname{Fr}(\Sigma)_{m, n}^{\alpha, \beta}, \quad p \in \operatorname{mag}_{m, n}(\Sigma)
$$

Given an equivalence relation $\mathcal{S}_{m, n}$ on $\operatorname{mag}_{m, n}(\Sigma)$, we say that $\mathcal{S}=\left(\mathcal{S}_{m, n}\right)$ is a congruence on $\operatorname{mag}(\Sigma)$ whenever we have compatibility with horizontal and vertical pattern concatenation, i.e.,

$$
p_{1} \equiv p_{1}^{\prime}\left(\mathcal{S}_{m, n}\right) \text { and } p_{2} \equiv p_{2}^{\prime}\left(\mathcal{S}_{n, k}\right) \text { imply } p_{1} p_{2} \equiv p_{1}^{\prime} p_{2}^{\prime}\left(\mathcal{S}_{m, k}\right)
$$

and

$$
p_{1} \equiv p_{1}^{\prime}\left(\mathcal{S}_{m, n}\right) \text { and } p_{2} \equiv p_{2}^{\prime}\left(\mathcal{S}_{r, s}\right) \text { imply }\binom{p_{1}}{p_{2}} \equiv\binom{p_{1}^{\prime}}{p_{2}^{\prime}}\left(\mathcal{S}_{m+r, n+s}\right)
$$

Of course the quotients $\operatorname{mag}_{m, n}(\Sigma) / \mathcal{S}_{m, n}$ are organized, in the obvious way, into a magmoid denoted by $\operatorname{mag}(\Sigma) / \mathcal{S}$.

Proposition 8. Given an equivalence $\mathcal{S} \subseteq \operatorname{mag}(\Sigma) \times \operatorname{mag}(\Sigma)$ next conditions are equivalent:
i) $\mathcal{S}$ is a congruence;
ii) $\mathcal{S}$ is compatible with frame action, i.e.,

$$
p \equiv p^{\prime}\left(\mathcal{S}_{m, n}\right) \text { and } f \in \operatorname{Fr}(\Sigma)_{m, n}^{\alpha, \beta} \text { imply } f \cdot p \equiv f \cdot p^{\prime}\left(\mathcal{S}_{\alpha, \beta}\right) ;
$$

iii) $\mathcal{S}$ is compatible with substitution, i.e.,

$$
p_{i} \equiv p_{i}^{\prime}\left(\mathcal{S}_{m_{i}, n_{i}}\right), 1 \leq i \leq k, \text { imply } p\left[p_{1}, \ldots, p_{k}\right] \equiv p\left[p_{1}^{\prime}, \ldots, p_{k}^{\prime}\right],
$$

for all $p \in \operatorname{mag}_{m, n}\left(\Sigma \cup X_{k}\right)$.
We now return to the standard magmoid morphism

$$
\operatorname{val}_{\Sigma}: \operatorname{mag}(\Sigma \cup \bar{D}) \rightarrow G R(\Sigma)
$$

whose kernel, denoted by $\sim_{\Sigma}$,

$$
p_{1} \sim_{\Sigma} p_{2} \text { if } \operatorname{val}_{\Sigma}\left(p_{1}\right)=\operatorname{val}_{\Sigma}\left(p_{2}\right)
$$

coincides with the congruence generated by the set of relations $(E)$ (see Subsection 2.2). Given any pattern congruence $\mathcal{S} \subseteq \operatorname{mag}(\Sigma \cup \bar{D}) \times \operatorname{mag}(\Sigma \cup \bar{D})$ containing $(E)$, its projection $\operatorname{val}_{\Sigma}(\mathcal{S})$ defined by

$$
G_{1} \equiv G_{2}\left(\operatorname{val}_{\Sigma}(\mathcal{S})\right) \quad \text { if } \quad G_{i}=\operatorname{val}_{\Sigma}\left(p_{i}\right), 1 \leq i \leq 2, p_{1} \equiv p_{2}(\mathcal{S})
$$

is a graph congruence.
Conversely, for any congruence $\mathcal{R} \subseteq G R(\Sigma) \times G R(\Sigma)$ its inverse image val $_{\Sigma}^{-1}(\mathcal{R})$ defined by

$$
p_{1} \equiv p_{2}\left(v a l_{\Sigma}^{-1}(\mathcal{R})\right) \quad \text { iff } \quad \operatorname{val}_{\Sigma}\left(p_{1}\right) \equiv \operatorname{val}_{\Sigma}\left(p_{2}\right)(\mathcal{R})
$$

is a congruence on $\operatorname{mag}(\Sigma \cup \bar{D})$ containing $(E)$. Therefore
Proposition 9. The mappings

$$
\mathcal{S} \mapsto \operatorname{val}_{\Sigma}(\mathcal{S}) \text { and } \mathcal{R} \mapsto \operatorname{val}_{\Sigma}^{-1}(\mathcal{R})
$$

establish a bijection between the congruences on $G R(\Sigma)$ and the congruences on $\operatorname{mag}(\Sigma \cup \bar{D})$ including $(E)$.

By working as in Section 4 we can show that the congruence generated by the relation $S \subseteq \operatorname{mag}(\Sigma) \times \operatorname{mag}(\Sigma)$ is the reflexive and transitive closure of $\sim_{S}$ with

$$
p_{1} \sim_{S} p_{2} \quad \text { iff } \quad p_{i}=f \cdot q_{i}, \quad(1 \leq i \leq 2),
$$

$f \in \operatorname{Fr}(\Sigma)$ and either $\left(q_{1}, q_{2}\right) \in S$ or $\left(q_{2}, q_{1}\right) \in S$.
We have the next remarkable result.

## Proposition 10. It holds

$$
\operatorname{val}_{\Sigma}\left(\stackrel{*}{\sim}_{S \cup(E)}\right)=\stackrel{*}{\sim}_{\operatorname{val}_{\Sigma}(S)}, \quad S \subseteq \operatorname{mag}(\Sigma \cup \bar{D}) \times \operatorname{mag}(\Sigma \cup \bar{D})
$$

that is the graph congruence generated by val ${ }_{\Sigma}(S)$ coincides with the projection, via $v^{2} l_{\Sigma}$, of the congruence generated by $S \cup(E)$.

Proof. By construction $\operatorname{val}_{\Sigma}\left(\stackrel{*}{\sim}_{S \cup(E)}\right)$ is a congruence on $G R(\Sigma)$ containing val ${ }_{\Sigma}(S)$. Now, if $\mathcal{R}$ is a congruence with $\mathcal{R} \supseteq \operatorname{val}_{\Sigma}(S)$, then $\operatorname{val}_{\Sigma}^{-1}(\mathcal{R})$ is a congruence on $\operatorname{mag}(\Sigma \cup \bar{D})$ containing $S$ and so

$$
\operatorname{val}_{\Sigma}^{-1}(\mathcal{R}) \supseteq \stackrel{*}{\sim}_{S \cup(E)}
$$

Projecting by val $_{\Sigma}$ we get

$$
\mathcal{R}=\operatorname{val}_{\Sigma}\left(\operatorname{val}_{\Sigma}^{-1}(\mathcal{R})\right) \supseteq \operatorname{val}_{\Sigma}\left(\stackrel{*}{\sim}_{S \cup(E)}\right),
$$

i.e., $\operatorname{val}_{\Sigma}\left(\stackrel{*}{\sim}_{S \cup(E)}\right)$ is the smallest congruence containing $\operatorname{val}_{\Sigma}(S)$. Hence the result.

Proposition 11. If $R \subseteq G R(\Sigma) \times G R(\Sigma)$ is a relation then

$$
\operatorname{val}_{\Sigma}^{-1}\left(\stackrel{*}{\sim}_{R}\right)=\stackrel{*}{\sim}_{\text {val }_{\Sigma}^{-1}(R) \cup(E)} .
$$

Proof. By construction $\operatorname{val}_{\Sigma}^{-1}\left(\stackrel{*}{\sim}_{R}\right)$ is a congruence including val ${ }_{\Sigma}^{-1}(R) \cup(E)$ while if $\mathcal{S}$ is a congruence on $\operatorname{mag}(\Sigma \cup \bar{D})$ with

$$
\mathcal{S} \supseteq \operatorname{val}_{\Sigma}^{-1}(R) \cup(E),
$$

then its projection $\operatorname{val}_{\Sigma}(S)$ is a congruence on $G R(\Sigma)$ such that

$$
\operatorname{val}_{\Sigma}\left(\operatorname{val}_{\Sigma}^{-1}(R \cup(E))\right)=\operatorname{val}_{\Sigma}\left(\operatorname{val}_{\Sigma}^{-1}(R)\right) \cup \operatorname{val}_{\Sigma}((E))=R
$$

Thus $\stackrel{*}{\sim}_{R} \subseteq \operatorname{val}_{\Sigma}(S)$ and so

$$
\operatorname{val}_{\Sigma}\left(\stackrel{*}{\sim}_{R}\right) \subseteq \operatorname{val}_{\Sigma}^{-1}\left(\operatorname{val}_{\Sigma}(S)\right)=S
$$

i.e., $\operatorname{val}_{\Sigma}^{-1}\left(\stackrel{*}{\sim}_{R}\right)$ is the congruence generated by $\operatorname{val}_{\Sigma}^{-1}(R) \cup(E)$, as wanted.

In the sequel we discuss strong pattern congruences. An equivalence $\mathcal{S}=\left(\mathcal{S}_{m, n}\right)$ on $\operatorname{mag}(\Sigma \cup X)$ is called a strong congruence if for every $k \geq 0$ and $p, p^{\prime} \in \operatorname{mag}_{\alpha, \beta}(\Sigma \cup$ $\left.X_{k}\right), p_{i}, p_{i}^{\prime} \in \operatorname{mag}_{m_{i}, n_{i}}(\Sigma \cup X), 1 \leq i \leq k$, we have

$$
p \equiv p^{\prime}\left(\mathcal{S}_{\alpha, \beta}\right) \quad \text { and } \quad p_{i} \equiv p_{i}^{\prime}\left(\mathcal{S}_{m_{i}, n_{i}}\right), \quad 1 \leq i \leq k
$$

imply

$$
p\left[p_{1}, \ldots, p_{k}\right] \equiv p^{\prime}\left[p_{1}^{\prime}, \ldots, p_{k}^{\prime}\right]\left(\mathcal{S}_{\alpha, \beta}\right)
$$

Here we also can achieve an action characterization. For this we introduce the set of redexes Redex $(\Sigma)_{m, n}^{\alpha, \beta}$ consisting of all pairs

$$
\left(f, \varphi_{k}^{m, n}\left(p_{1}, \ldots, p_{k}\right)\right), \quad f \in \operatorname{Fr}(\Sigma)_{m, n}^{\alpha, \beta}, p_{i} \in \operatorname{mag}_{m_{i}, n_{i}}(\Sigma \cup X), 1 \leq i \leq k
$$

where $\varphi_{k}^{m, n}$ are $k$-ranked symbols as in Section 4.
These sets are organized into a category whose object set is $\mathbb{N} \times \mathbb{N}$ and whose composition is defined by

$$
\begin{aligned}
\left(f, \varphi_{k}^{m, n}\left(p_{1}, \ldots, p_{k}\right)\right) \cdot & \left(f^{\prime}, \varphi_{k}^{r, s}\left(p_{1}^{\prime}, \ldots, p_{k}^{\prime}\right)\right) \\
& =\left(f \cdot f^{\prime}\left[p_{1}, \ldots, p_{k}\right], \varphi_{k}^{r, s}\left(p_{1}^{\prime}\left[p_{1}, \ldots, p_{k}\right], \ldots, p_{k}^{\prime}\left[p_{1}, \ldots, p_{k}\right]\right)\right)
\end{aligned}
$$

There results a canonical action

$$
\operatorname{Redex}(\Sigma)_{m, n}^{\alpha, \beta} \times \operatorname{mag}_{m, n}(\Sigma \cup X) \rightarrow \operatorname{mag}_{\alpha, \beta}(\Sigma \cup X)
$$

if for every $\pi=\left(f, \varphi_{k}^{m, n}\left(p_{1}, \ldots, p_{k}\right)\right)$ and $p \in \operatorname{mag}_{m, n}\left(\Sigma \cup X_{k}\right)$ we set

$$
\pi \cdot p=\left(f \cdot p\left[p_{1}, \ldots, p_{k}\right]\right)
$$

Proposition 12. The equivalence $\mathcal{S} \subseteq \operatorname{mag}(\Sigma \cup X) \times \operatorname{mag}(\Sigma \cup X)$ is a strong congruence if and only if it is compatible with the above action i.e.,

$$
p \equiv p^{\prime}\left(\mathcal{S}_{m, n}\right) \text { and } \pi \in \operatorname{Cont}(\Sigma)_{m, n}^{\alpha, \beta}
$$

implies

$$
\pi \cdot p \equiv \pi \cdot p^{\prime}\left(\mathcal{S}_{\alpha, \beta}\right)
$$

Theorem 6. The strong congruence generated by the relation

$$
S \subseteq \operatorname{mag}(\Sigma \cup X) \times \operatorname{mag}(\Sigma \cup X)
$$

is $\stackrel{*}{\leftrightarrow}_{S}$, the reflexive and transitive closure of $\leftrightarrow_{S}$ defined by

$$
p_{1} \leftrightarrow_{S} p_{i} \quad \text { iff } \quad p_{i}=\pi \cdot q_{i} \quad(1 \leq i \leq 2)
$$

with $\pi \in \operatorname{Cont}(\Sigma)$ and either $\left(q_{1}, q_{2}\right) \in S$ or $\left(q_{2}, q_{1}\right) \in S$.
Let $\operatorname{val}_{\Sigma, X}: \operatorname{mag}(\Sigma \cup \bar{D} \cup X) \rightarrow G R(\Sigma \cup X)$ be the magmoid morphism extending $v^{2} l_{\Sigma}$ by setting $\operatorname{val}_{\Sigma, X}(x)=x$, for all $x \in X$.
Theorem 7. The mapping $\mathcal{R} \mapsto \operatorname{val}_{\Sigma, X}^{-1}(\mathcal{R})$ and $S \mapsto \operatorname{val}_{\Sigma, X}(S)$ establish a bijection between the strong congruences $\mathcal{R}$ of $G R(\Sigma \cup X)$ and the strong congruences $\mathcal{S}$ on $\operatorname{mag}(\Sigma \cup \bar{D} \cup X)$ including the set $E_{X}$ obtained by adding to $(E)$ the set of relations

$$
\bar{\pi}_{m, 1}\binom{x}{e} \sim\binom{e}{x} \bar{\pi}_{n, 1}, \quad x \in X
$$

Moreover, given relations

$$
S \subseteq \operatorname{mag}(\Sigma \cup \bar{D} \cup X)^{2}, \quad R \subseteq G R(\Sigma \cup X)^{2}
$$

it holds

$$
\operatorname{val}_{\Sigma, X}^{-1}\left(\stackrel{*}{\leftrightarrow}_{R}\right)=\stackrel{*}{\leftrightarrow}_{\text {val }_{\Sigma, X}^{-1}(R) \cup E_{X}}
$$

and

$$
\operatorname{val}_{\Sigma, X}\left(\stackrel{*}{\mapsto}_{S \cup E_{X}}\right)=\stackrel{*}{\leftrightarrow}_{\operatorname{val}_{\Sigma, X}(S)}
$$

## 7 Birkhoff's Variety Theorem for Graphs

The important Birkhoff's variety theorem is valid for graphs due to the universal characterization of $G R(\Sigma)$ displayed in Theorem 3. We must point out that most of the results of this section can be obtained by suitably adapting the proof argument of the corresponding results for trees (cf. [12]). Hence we will only present, without proofs, the main theorems in this direction. Let us begin with a classical definition.

A class $\mathcal{V}$ of $\Sigma$-graphoids forms a variety of $\Sigma$-graphoids ( $\Sigma$ - $G$-variety in short) if it is closed under isomorphism, cartesian products, sub- $\Sigma$-graphoids and quotients. Of course cartesian products are defined in the classical categorical manner.

Theorem 8. Let $\mathcal{V}$ be a $\Sigma$-G-variety. For every set $X$ the (doubly ranked) function

$$
j_{X}: X \rightarrow G R(\mathcal{V}, X), \quad j_{X}(x)=x, \quad x \in X
$$

has the following universal property: for every $\mathbf{M} \in \mathcal{V}$ and every (doubly ranked) function $g: X \rightarrow \mathbf{M}$, there is a unique $\Sigma$-graphoid morphism $\tilde{g}: G R(\mathcal{V}, X) \rightarrow \mathbf{M}$ rendering commutative the triangle


Remark 1. The previous result means that $G R(\mathcal{V}, X)$ is the free $\Sigma$-graphoid over $\mathcal{V}$ generated by $X$ and its elements can be considered as "graphs inside $\mathcal{V}$ ".

In the case that $X=\emptyset$, the $\Sigma$-graphoid $G R(\mathcal{V})=G R(\mathcal{V}, \emptyset)$ has the characteristic property: for all $\mathbf{M} \in \mathcal{V}$ there is a unique $\Sigma$-graphoid morphism $h_{\mathcal{V}, \mathbf{M}}: G R(\mathcal{V}) \rightarrow$ M.

Theorem 9. Every $\Sigma$ - $G$-variety $\mathcal{V}$ is generated by the $\Sigma$-graphoids $G R\left(\mathcal{V}, X_{n}\right)$, $n \geq 0$, i.e.,

$$
\mathcal{V}=V\left(\left\{G R\left(\mathcal{V}, X_{n}\right) \mid n \geq 0\right\}\right)
$$

Next we discuss equationality of $\Sigma$ - $G$-varieties.
A graph equation over the doubly ranked alphabet $\Sigma$ is just a pair $\left(G, G^{\prime}\right)$ where $G, G^{\prime} \in G R\left(\Sigma, X_{n}\right)$, for some $n \geq 0$. Frequently a graph equation $\left(G, G^{\prime}\right)$ will be denoted by $G=G^{\prime}$. We say that the equation $\left(G, G^{\prime}\right)$ is satisfied in the $\Sigma$-graphoid $\mathbf{M}$ (or that $\mathbf{M}$ is a model of $\left.\left(G, G^{\prime}\right)\right)$ whenever

$$
G\left[a_{1}, \ldots, a_{n}\right]=G^{\prime}\left[a_{1}, \ldots, a_{n}\right], \quad \text { for all } a_{1}, \ldots, a_{n} \in \mathbf{M}
$$

This fact is denoted by $\mathbf{M} \models\left(G, G^{\prime}\right)$.
For a class $\mathcal{K}$ of $\Sigma$-graphoids, we write $\mathcal{K} \models\left(G, G^{\prime}\right)$ if $\mathbf{M} \models\left(G, G^{\prime}\right)$, for all $\mathbf{M} \in \mathcal{K}$. By $\operatorname{Mod}\left(G, G^{\prime}\right)$ we denote the class of all models of $\left(G, G^{\prime}\right)$ and for a set of equations $\mathcal{E} \subseteq G R(\Sigma, X) \times G R(\Sigma, X)$, we set

$$
\operatorname{Mod}(\mathcal{E})=\bigcap_{\left(G, G^{\prime}\right) \in \mathcal{E}} \operatorname{Mod}\left(G, G^{\prime}\right)
$$

Clearly $\operatorname{Mod}(\mathcal{E})$ is a $\Sigma$ - $G$-variety. We say that a $\Sigma$ - $G$-variety is equationally defined whenever $\mathcal{V}=\operatorname{Mod}(\mathcal{E})$ for some $\mathcal{E}$.

Given a class $\mathcal{K}$ of $\Sigma$-graphoids, $E q(\mathcal{K})$ is the set of all equations $\left(G, G^{\prime}\right)$ with $\mathcal{K} \models\left(G, G^{\prime}\right)$. It is easy to see that $E q(\mathcal{K})$ is a strong congruence on $G R(\Sigma, X)$.

Applying Theorem 8 we get that for any $\Sigma$ - $G$-variety $\mathcal{V}$ we have

$$
E q(\mathcal{V})=\sim_{\mathcal{V}, X}
$$

Proposition 13. For every $\Sigma$ - $G$-variety $\mathcal{V}$, it holds

$$
\mathcal{V}=\operatorname{Mod}(E q(\mathcal{V}))
$$

Consequently every $\Sigma$ - $G$-variety is equationally defined.
Theorem 10 (Birkhoff). The correspondences

$$
\mathcal{R} \mapsto \operatorname{Mod}(\mathcal{R}), \quad \mathcal{V} \mapsto E q(\mathcal{V})
$$

define a bijection between the class of all $\Sigma$ - $G$-varieties and the class of all strong congruences on $G R(\Sigma, X)$.

Theorem 11 (Completness). For any set $\mathcal{E}$ of equations in $G R(\Sigma, X)$, we have

$$
\operatorname{Mod}(\mathcal{E}) \models\left(G, G^{\prime}\right) \text { if and only if } G \underset{\underset{\mathcal{E}}{*}}{\stackrel{*}{\longrightarrow}} G^{\prime}
$$

i.e., if the equation $\left(G, G^{\prime}\right)$ is satisfied by every model of $\mathcal{E}$ then we can go from $G$ to $G^{\prime}$ by means of the equations of $\mathcal{E}$ and vise versa.
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#### Abstract

The degree of ambiguity counts the number of accepting computations of a nondeterministic finite automaton (NFA) on a given input. Alternatively, the nondeterminism of an NFA can be measured by counting the amount of guessing in a single computation or the number of leaves of the computation tree on a given input. This paper surveys work on the degree of ambiguity and on various nondeterminism measures for finite automata. In particular, we focus on state complexity comparisons between NFAs with quantified ambiguity or nondeterminism.
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## 1 Introduction

Finite automata are a fundamental model of computation that has been systematically studied since the 1950 's. At the same time many important questions on finite automata and regular languages remain open [7, 18, 52]. The last decades have seen much work on the descriptional complexity, or state complexity, of regular languages $[10,13,15,16,17,28]$. The state complexity (respectively, nondeterministic state complexity) of a regular language $L$ is the optimal size of a deterministic finite automaton (DFA) (respectively, a nondeterministic finite automaton (NFA)) recognizing $L$. The effect of a regularity preserving operation on the minimal DFA (or alternatively a minimal NFA) is called the state complexity of the operation. The state complexity of basic operations on regular languages was considered first by Maslov [34] and further references can be found in the survey by Gao et al. [9].

[^9]Yu and co-authors have considered also the state complexity of combined operations and in a sequence of papers culminating with [6] have determined the precise worst-case state complexity of all combinations of two basic language operations. Establishing the precise state complexity of combined language operations is often quite involved, and for general combinations of operations that include marked concatenation and intersection the question is even undecidable [45]. Ésik et al. [8] have introduced techniques to estimate the state complexity of combined operations.

Ambiguity is a fundamental concept in grammar derivations. The ambiguity of regular expressions and finite state machines was first systematically considered by Book et al. [3]. A regular expression is unambiguous if it denotes each string in at most one way. A nondeterministic finite automaton (NFA) is unambiguous if each string has at most one accepting computation. Book et al. [3] show that the Glushkov automaton construction preserves ambiguities of a regular expression. A more restrictive notion of one-unambiguity was introduced by Brüggemann-Klein and Wood [4]: every regular language can be denoted by an unambiguous regular expression but not, in general, by a one-unambiguous regular expression.

The degree of ambiguity of an NFA $A$ on a string $w$ is the number of accepting computations of $A$ on $w$. The degree of ambiguity of $A$ is the maximal degree of ambiguity of $A$ on any input string, if the maximum exists, and in this case $A$ is said to be finitely ambiguous. Otherwise the degree of ambiguity of $A$ can be measured as a function of the length of the inputs. Ravikumar and Ibarra [42] have first studied systematically the size trade-offs between the unambiguous, finitely ambiguous, polynomially ambiguous and exponentially ambiguous NFAs. The celebrated separation result of Leung [30] establishes that there exist (exponentially ambiguous) $n$-state NFAs such that any equivalent polynomially ambiguous NFA needs $2^{n}-1$ states. Hromkovič et al. [19, 20] have used powerful techniques from communications complexity for state complexity separations for NFAs with different degree of ambiguity.

The degree of ambiguity is defined in terms of the number of accepting computations, and does not directly limit the amount of nondeterminism, or the amount of guessing, used by an automaton. In an unambiguous NFA, even though an accepting computation is unique, the computation may include any number of nondeterministic steps - unambiguity implies just that at any nondeterministic step at most one choice can lead to acceptance. In order to develop a quantitative understanding of the power of nondeterminism, one can directly measure the number of nondeterministic steps used by an NFA.

Nondeterminism measures for Turing machine computations were originally considered by Kintala and Fischer [25]. Kintala and Wotschke [26] first quantified the amount of nondeterminism in a finite automaton computation and showed, roughly speaking, that there is a significant difference in the determinization size blow-up between NFAs allowing different finite numbers of nondeterministic choices in a computation (where the number of nondetermistic steps is at most the logarithm of the number of states). The hierarchy result has been refined in the spectrum result of Goldstine et al. [11] that will be discussed in section 4.3.

Commonly used nondeterminism measures count the number of nondeterminis-
tic steps (or the amount of guessing in bits of information) on a best accepting computation [11], or the number of leaves of the entire computation tree [19, 38]. Further variants limit the amount of nondeterminism on a worst computation [19, 39]. Some interesting relationships between the degree of ambiguity and various nondeterminism measures have been established by Goldstine et al. [12] and Hromkovič et al. [19].

This paper surveys work on the growth rates of the degree of ambiguity and the various nondeterminism measures, and on algorithms to determine the growth rate for a given NFA. In particular, we focus on state completity comparisons between NFAs having different degrees of ambiguity or allowing different amounts of nondeterminism. Strong separation results are known for succinctness comparisons between NFAs of different ambiguity growth rates (finite, polynomial or exponential). However, in the case of limited nondeterminism, practically all existing work on state complexity is restricted to comparisons between different finite amounts of nondeterminism, that is, the amount of nondeterminism on any input is at most a given constant. State complexity of NFAs with limited nondeterminism that is measured as a function of input length is a topic for future study.

First we fix some notation in section 2 . Work on the degree of ambiguity is described in section 3 and section 4 deals with the various nondeterminism measures for NFAs.

## 2 Definitions

Here we recall and introduce some basic notation and definitions. More information on finite automata and regular languages can be found e.g. in [44, 47, 51]. General background on degrees of ambiguity and limited nondeterminism for finite automata can be found in $[10,13,16,41]$.

The set of positive integers is $\mathbb{N}$ and the cardinality of a finite set $F$ is $|F|$. The set of strings over a finite alphabet $\Sigma$ is $\Sigma^{*}$ and $\varepsilon$ is the empty string. A bounded language is a subset of $a_{1}^{*} a_{2}^{*} \cdots a_{k}^{*}$, where $a_{i}, 1 \leq i \leq k$, are (not necessarily distinct) elements of the alphabet $\Sigma$.

A nondeterministic finite automaton (NFA) is a tuple $A=\left(Q, \Sigma, \delta, q_{0}, F\right)$ where $Q$ is the finite set of states, $\Sigma$ is the input alphabet, $\delta: Q \times \Sigma \rightarrow 2^{Q}$ is the transition function, $q_{0} \in Q$ is the initial state and $F \subseteq Q$ is the set of final states. The transition function $\delta$ is in the usual way extended as a function $Q \times \Sigma^{*} \rightarrow 2^{Q}$ and the language recognized by $A$ is $L(A)=\left\{w \in \Sigma^{*} \mid \delta\left(q_{0}, w\right) \cap F \neq \emptyset\right\}$. If $|\delta(q, b)| \leq 1$ for all $q \in Q$ and $b \in \Sigma$, the automaton $A$ is a deterministic finite automaton (DFA). Note that we allow DFAs to have undefined transitions.

It is well known that DFA's and NFA's both recognize the class of regular languages. For a regular language $L$, the state complexity of $L$ (respectively, the nondeterministic state complexity of $L$ ) is the number of states of the state minimal DFA (respectively, of a state minimal NFA ${ }^{1}$ ) recognizing $L$.

[^10]Consider an NFA $A=\left(Q, \Sigma, \delta, q_{0}, F\right)$. The branching of a transition from state $q \in Q$ on input symbol $b \in \Sigma$ is $|\delta(q, b)|$. A computation of $A$ on a string $w=b_{1} b_{2} \cdots b_{k}, b_{i} \in \Sigma, i=1, \ldots, k, k \geq 0$, is a sequence of states $\left(p_{1}, \ldots, p_{\ell}\right)$, where $p_{1} \in \delta\left(q_{0}, b_{1}\right), p_{j+1} \in \delta\left(p_{j}, b_{j+1}\right), j=1, \ldots \ell-1$, and either $\ell=k$, or, $\ell<k$ and $\delta\left(p_{\ell}, b_{\ell+1}\right)=\emptyset$.

The sequence of states $\left(p_{1}, \ldots, p_{\ell}\right)$ is a complete computation on $b_{1} b_{2} \cdots b_{k}$ if $\ell=$ $k$ and an accepting computation is a complete computation that ends in an accepting state of $F$. The set of all computations (respectively, all accepting computations) of $A$ on the string $w$ is denoted $\operatorname{comp}_{A}(w)$ (respectively, $\left.\operatorname{comp}_{A}^{\text {acc }}(w)\right)$.

Intuivively, a computation of $A$ on a string $w$ is a sequence of states that $A$ reaches when started with the initial state and the symbols of $w$ are read one by one. A complete computation ends with a state reached after consuming all symbols of $w$. A computation may also end with a state where the transition on the next symbol of $w$ is undefined.

## 3 Degree of ambiguity

Book et al. [3] first considered systematically the ambiguity of regular expressions and NFAs, and the relationship between these notions. A regular expression is unambiguous if it denotes each string in at most one way. A more restrictive notion of 1-unambiguity, or 1-determinism, was introduced by Brüggemann-Klein and Wood [4]. A regular expression is 1-unambiguous if its position automaton is deterministic. Every regular language has an unambiguous regular expression but the 1-unambiguous expressions define a strict subclass of regular languages [4, 14].

An NFA is unambiguous if any string has at most one accepting computation. Formally, the degree of ambiguity of an NFA $A$ on a string $w, \mathrm{da}_{A}(w)$, is the number of accepting computations of $A$ on $w$. The degree of ambiguity of $A$ on strings of length $m$ is defined as

$$
\operatorname{da}_{A}(m)=\max \left\{\operatorname{da}_{A}(w) \mid w \in \Sigma^{m}\right\}
$$

Strictly speaking, we use the symbol $\mathrm{da}_{A}$ to denote two different functions: it denotes a function $\Sigma^{*} \rightarrow \mathbb{N}$ and a function $\mathbb{N} \rightarrow \mathbb{N}$.

The degree of ambiguity of $A$ is said to be finite (or bounded) if the values $\mathrm{da}_{A}(m), m \in \mathbb{N}$ are bounded, and in this case we denote

$$
\mathrm{da}_{A}^{\mathrm{sup}}=\sup _{m \in \mathbb{N}} \mathrm{da}_{A}(m)
$$

The NFA $A$ is unambiguous if da ${ }_{A}^{\text {sup }}=1$. Clearly every DFA is unambiguous.
Following Ravikumar and Ibarra [42], with respect to the degree of ambiguity we consider five different classes of NFAs: DFAs, unambiguous NFAs (UFA), finitely ambiguous NFAs (FNFA), polynomially ambiguous NFAs (PNFA) and general (potentially exponentially ambiguous) NFAs. An NFA $A$ is strictly polynomially ambiguous if $A$ is not finitely ambiguous and there is a polynomial $p(\cdot)$ such that $\operatorname{da}_{A}(m) \leq p(m)$ for all $m \in \mathbb{N}$. The polynomial degree of growth of $A$ is the
minimal degree of a polynomial $p^{\prime}(m)$ that upper bounds the function $\mathrm{da}_{A}(m)$. An NFA $A$ is strictly exponentially ambiguous if it is not polynomially ambiguous.

It is known that for a fixed $k \in \mathbb{N}$ the equivalence of FNFAs with degree of ambiguity $k$ can be tested in polynomial time [27, 49]. This is significant because, as we will see, the determinization of even UFAs can cause an exponential size blow-up. Also, different variants of the minimization problem for UFAs remain intractable, see [16] for references.

The syntactic definition of an NFA $A$ does not directly tell us what is the degree of ambiguity of $A$. It was shown by Mandel and Simon [33] and Reutenauer [43], and by others independently, that it is decidable whether a given NFA is finitely ambiguous or polynomially ambiguous. Reutenauer [43] also gave an algorithm to compute the polynomial degree of growth of an NFA.

Building on charaterizations by Ibarra and Ravikumar [21] and Reutenauer [43], Weber and Seidl [50] gave a simpler structural characterization of finitely ambiguous and polynomial ambiguous NFAs that yields a polynomial time algorithm for the corresponding decision problems. The characterization implies also that, for an NFA with unbounded ambiguity, the degree of ambiguity must grow at least linearly.

Theorem 1 (Weber and Seidl [50]). It can be decided in polynomial time whether a given NFA $A$ is finitely ambiguous, strictly polynomially ambiguous or strictly exponentially ambiguous. Furthermore, the polynomial degree of growth of $A$ can be computed in polynomial time.

For the question of determining the exact finite degree of ambiguity, the complexity depends essentially on whether the finite degree of ambiguity is a constant or considered part of the input. For a fixed $k$, it can be tested in polynomial time whether the degree of ambiguity of an NFA is greater than $k$ [49], but when $k$ is part of the input the complexity is essentially worse.

Theorem 2 (Chan and Ibarra [5]). For a given NFA $A$ and $k \in \mathbb{N}$, testing whether the degree of ambiguity of $A$ is at least $k$ is PSPACE-complete.

A relevant question is also how large can be the degree of ambiguity of an $n$ state FNFA. A double exponential upper bound was given already by Mandel and Simon [33] and this was impoved to $2^{\Theta\left(n^{3}\right)}$ by Reutenauer [43]. The bound was further improved by Weber and Seidl [50] who also show that for some subclasses of NFAs the maximal finite degree of ambiguity is exactly $2^{\Theta(n)}$.

Theorem 3 (Weber and Seidl [50]). The degree of ambiguity of an n-state FNFA is at most $5^{\frac{n}{2}} \cdot n^{n}$.

### 3.1 Ambiguity and state complexity

Clearly every regular language can be recognized by an unambiguous NFA, but the succinctness of the description depends significantly on the degree of ambiguity. Schmidt [46] first developed methods to prove lower bounds for the size of UFAs
and also showed that the determinization of UFAs causes, in the worst case, an exponential size blow-up. The lower bound was improved by different authors and the precise worst case size blow-up was determined by Leung [32]. Leiss [29] constructed $n$-state UFAs with multiple initial states where any equivalent DFA needs $2^{n}-1$ states and Leung [32] gave a construction for the same exponential size blow-up using UFAs with only one initial state.
Theorem 4 (Leiss [29], Leung [32]). For each $n \in \mathbb{N}$, there exists an UFA with $n$ states such that the minimal equivalent DFA has $2^{n}-1$ states. For each $n \in \mathbb{N}$, there exists an FNFA with $n$ states such that any equivalent UFA has $2^{n}-1$ states.

Note that because our definition allows DFAs to be incomplete the above bound for the UFA determinization differs by one from the bound stated in [32]. Inputdriven pushdown automata (IDPDA) define a subclass of deterministic context-free languages that retains many of the desirable properties of the regular languages. In particular, an $n$-state nondeterministic IDPDA has an equivalent deterministic machine with $2^{\Theta\left(n^{2}\right)}$ states [1]. Recently, Okhotin and Salomaa [36] have shown that, analogously with Theorem 4, determinizing an unambiguous IDPDA and converting a general nondeterministic IDPDA to an unambiguous one both cause, in the worst case, the same $2^{\Theta\left(n^{2}\right)}$ size blow-up.

For state complexity comparisons between NFAs with different growth rates of ambiguity we use the following terminology. Consider classes $X$ and $Y$ of devices (the classes we consider are DFAs, UFAs, FNFAs, PNFAs and general NFAs, possibly with additional restictions). We say that class $Y$ is (super-polynomially) separated from class $X$, if there exists a collection of languages $L_{n}, n \in \mathbb{N}$, such that $L_{n}$ is recognized by a device from class $Y$ having $n$ states, but for any polynomial $p(n)$ and for sufficiently large values of $n$, a device from class $X$ for $L_{n}$ must have more than $p(n)$ states. This means, roughly speaking, that simulation of devices of class $Y$ by devices of class $X$, in the worst case, causes a super-polynomial size blow-up.

Ravikumar and Ibarra [42] first considered systematically succinctness comparisons between FNFAs, PNFAs and general NFAs. In particular, they established the following result for NFAs accepting bounded languages.

Theorem 5 (Ravikumar and Ibarra [42]). Any NFA accepting a bounded language can be converted to an FNFA with at most polynomial size blow-up. The class of FNFAs (respectively, the class of UFAs) recognizing a bounded language is super-polynomially separated from the corresponding class of UFAs (respectively, of $D F A s)$.

The descriptional complexity comparison between the classes FNFA, PNFA and NFA recognizing general regular languages was left open in [42]. Although in the case of bounded languages, NFAs of exponential ambiguity can be simulated by PNFAs and FNFAs of polynomial size, it was conjectured that for general regular languages the classes are super-polynomially separated. Leung [30] and Hromkovič et al. [19] have established that general NFAs can be super-polynomially more succinct than PNFAs.

Theorem 6 (Leung [30], Hromkovič et al. [19]). The class of NFAs is superpolynomially separated from the class of PNFAs.

The communication complexity techniques used by Hromkovič et al. [19] to prove Theorem 6 yield a substantially simplified proof. However, their proof does not give the optimal size blow-up $2^{n}-1$ for the NFA-to-PNFA transformation that is obtained in the original ad hoc proof where Leung [30] shows that any PNFA for the family of languages $L_{n}=\left(0+\left(01^{*}\right)^{n-1} 0\right)^{*}, n \geq 1$, cannot be smaller than an incomplete DFA. It is easy to give an $n$-state NFA of exponential ambiguity that recognizes $L_{n}$.

Ravikumar and Ibarra [42] also conjectured that polynomially ambiguous NFAs can be significantly more succinct than finitely ambiguous NFAs. This question remained open for over 20 years. After about 10 years Hromkovič et al. [19] gave a partial result showing that there exist $(n+2)$-state PNFAs (with linear degree of ambiguity) such that any equivalent FNFA with degree of ambiguity $k$ must have at least $2^{\frac{n-2}{k}}-2$ states. The question was solved affirmatively by Hromkovič and Schnitger [20] using the powerful communication complexity techniques.

Theorem 7 (Hromkovič and Schnitger [20]). For $n \in \mathbb{N}$ there exists PNFA A with number of states polynomial in $n$ such that any FNFA recognizing the language $L(A)$ has at least $2^{\Omega\left(n^{\frac{1}{3}}\right)}$ states.

Theorem 7 is obtained as a special case of the more technical statement given next in Theorem 8 by setting there the parameter $k$ to be one and, in fact, the degree of ambiguity of the PNFA $A$ is only linear. The general result by Hromkovič and Schnitger [20] gives a super-polynomial succinctness separation between NFAs with degree of ambiguity $O\left(m^{k}\right)$ and $O\left(m^{k-1}\right), k \in \mathbb{N}$.

Theorem 8 (Hromkovič and Schnitger [20]). Let $r$ and $t=\left(r / k^{2}\right)^{\frac{1}{3}}$ be positive integers. There exist languages $L_{r, k}$ having an NFA with degree of ambiguity $O\left(m^{k}\right)$ and $k \cdot \operatorname{poly}(r)$ states such that any NFA for $L_{r, k}$ with degree of ambiguity o $\left(m^{k}\right)$ has at least $2^{\Omega\left(r^{\left(\frac{1}{3} /\right.} / k^{\frac{5}{3}}\right)}$ states.

Theorem 7 and Theorem 8 give a super-polynomial separation, respectively, between PNFAs and FNFAs and between NFAs having different polynomial degree of growth for ambiguity. The statement of Theorem 8 defines the languages $L_{r, k}$ only for restricted values of the subindices, but for the separation result it is sufficient that $L_{r, k}$ exists for infinitely many values of $r$ and $k$. However, the lower bounds are not of the order $2^{\Theta(n)}$ as is known in the separation of general NFAs and PNFAs [30]. In fact, Hromkovič and Schnitger [20] suspect that the lower bound of Theorem 8 may not be optimal even for the languages used in the lower bound construction.

To conclude this section, we mention that Okhotin [35] has studied the state complexity of determinization of unary UFAs and Jirasek et al. [22] recently studied the state complexity of operations on UFAs.

## 4 Limited nondeterminism

Nondeterminism measures can be based on the amount of nondeterminism used in a best accepting computation of an NFA $A$ on a given string $w$, on the amount of nondeterminism in a worst computation of $A$ on $w$ or on the size of the computation tree of $A$ on $w[10,11,19,38]$.

In the following, $A=\left(Q, \Sigma, \delta, q_{0}, F\right)$ is always an NFA. Consider a string $w=$ $b_{1} b_{2} \cdots b_{k}, b_{i} \in \Sigma, i=1, \ldots, k$, and a computation of $A$ on $w$,

$$
C=\left(p_{1}, \ldots, p_{\ell}\right), \quad p_{i} \in Q, 1 \leq i \leq \ell \leq k .
$$

Recall that $\ell<k$ is possible only if $\delta\left(p_{\ell}, b_{\ell+1}\right)=\emptyset$, that is, a computation reads the entire string $w$ unless it encounters an undefined transition.

The guessing of the computation $C, \gamma_{A}(C)$ [11], is

$$
\gamma_{A}(C)=\log _{2}\left|\delta\left(q_{0}, b_{1}\right)\right|+\sum_{i=1}^{\ell-1} \log _{2}\left|\delta\left(p_{i}, b_{i+1}\right)\right| .
$$

The branching of the first step of the computation $C$ is $\left|\delta\left(q_{0}, b_{1}\right)\right|$, and after the first step the state is $p_{1}$. The branching of the second step is then $\left|\delta\left(p_{1}, b_{2}\right)\right|$, and the branching of the $i$ th step is $\left|\delta\left(p_{i-1}, b_{i}\right)\right|, 3 \leq i \leq \ell-1$. Thus, intuitively, $\gamma_{A}(C)$ represents the amount of guessing, in bits of information, that occurs during the computation $C$. If $A$ is a DFA, the amount of guessing in any computation of $A$ is zero.

The branching of the computation $C, \beta_{A}(C)$ [11], is defined as the product of the branchings of the individual transitions of $C$, or in other words, $\beta_{A}(C)=2^{\gamma_{A}(C)}$.

The amount of guessing an NFA uses on a string can be defined either as a best case or a worst case measure. The guessing of a string $w \in L(A)$ [11] is the amount of guessing of the best accepting computation:

$$
\gamma_{A}(w)=\min \left\{\gamma_{A}(C) \mid C \in \operatorname{comp}_{A}^{\operatorname{acc}}(w)\right\}
$$

and the maximum guessing of $A$ on a string $w \in \Sigma^{*}[39]$ is

$$
\gamma_{A}^{\max }(w)=\max \left\{\gamma_{A}(C) \mid C \in \operatorname{comp}_{A}(w)\right\} .
$$

Note that the best case measure is defined as the amount of guessing on the best accepting computation while the maximum guessing considers all, not necessarily complete, computations. Instead of counting the amount of guessing in bits of information, Hromkovič et al. [19] use the advice measure that counts the number of nondeterministic steps on the worst computation on a given input and Leung [31] uses a corresponding best case measure. These measures are within a multiplicative constant (depending only on the NFA $A$ ) of the $\gamma_{A}^{\max }$ and $\gamma_{A}$ measures, respectively.

The branching (respectively, the trace) of $A$ on the string $w$ is then $\beta_{A}(w)=$ $2^{\gamma_{A}(w)}$ (respectively, $\tau_{A}(w)=2^{\gamma_{A}^{\max }(w)}[39,41]$ ).

The total amount of nondeterminism used by $A$ in all computations on a string $w$ is represented by the number of leaves of the computation tree of $A$ on $w$. The
number of leaves is the same as the number of computations of $A$ on $w,\left|\operatorname{comp}_{A}(w)\right|$, and this value is called the tree width of $A$ on $w, \operatorname{tw}_{A}(w)$. The tree width measure is called 'leaf size' in [19].

Similarly as we did with the degree of ambiguity, the tree width, the (maximum) guessing, the branching and the trace of an NFA $A$ defines a function on naturals by taking the maximum value of the measure on strings of length $m(m \in \mathbb{N})$. If $\chi$ is any of tw, $\gamma, \gamma^{\max }, \beta$, or $\tau$ then $\chi_{A}: \mathbb{N} \rightarrow \mathbb{N}$ is defined as

$$
\chi_{A}(m)=\max \left\{\chi_{A}(w) \mid w \in \Sigma^{m}\right\}, \quad m \in \mathbb{N}
$$

We say that the $\chi$-function of $A$ is finite (or bounded) if the value $\chi_{A}^{\text {sup }}={ }^{\text {def }}$ $\sup _{m \in \mathbb{N}} \chi_{A}(m)$ is finite.

Hromkovič et al. [19] have characterized the possible growth rates of the tree width of an NFA. As for degree of ambiguity, the tree width of an NFA cannot be unbounded and sublinear.

Theorem 9 (Hromkovič et al. [19]). For any NFA A, the function $\operatorname{tw}_{A}(m)$ is either bounded by a constant, or between linear and polynomial in $m$, or otherwise in $2^{\Theta(m)}$.

The above characterization can be effectively decided. An NFA $A$ has unbounded tree width if and only if some cycle of $A$ contains a nondeterministic transition and this observation yields a simple polynomial time algorithm to test whether $\operatorname{tw}_{A}(m)$ is bounded [38]. On the other hand, there is no efficient algorithm to determine whether the guessing of an NFA is bounded.

Theorem 10 (Leung [31]). For a given NFA A, it is PSPACE-complete to decide whether $\gamma_{A}(m)$ is bounded.

Interestingly it is known that the guessing of an NFA may be unbounded and grow sublinearly.

Theorem 11 (Simon [48], Goldstine et al. [12]). For each $k \in \mathbb{N}$, there is an NFA A such that $\gamma_{A}(m)=\Theta(\sqrt[k]{m})$.

Due to the exponential correspondence between the guessing and branching measures, Theorem 11 implies that, for each $k \in \mathbb{N}$, there exists an NFA $A$ such that $\beta_{A}(m)=2^{\Theta(\sqrt[k]{m})}$. It is not known whether the branching of an NFA can be polynomially bounded but infinite [39].

Open 1. If NFA A has unbounded branching does this imply that the growth rate of $\beta_{A}(m)$ must be superpolynomial?

It is known that, for a unary NFA $A, \beta_{A}(m)$ is always either bounded or in $2^{\Theta(m)}$ [41] and the possible growth rates of a variant of the branching measure considered in [37] are similarly restricted. For the worst-case branching measure trace, Palioudakis et al. [39] have shown that, for an $n$-state NFA $A, \tau_{A}(m)$ is either bounded or $\tau_{A}(m) \geq 2^{\left\lfloor\frac{m}{n}\right\rfloor}$.

### 4.1 NFAs with large finite nondeterminism

Similarly as in the case of degree of ambiguity [50], for an $n$-state NFA $A$ with bounded guessing (respectively, bounded tree width) we can ask how large can the guessing (respectively, the tree width) of $A$ be. Leung [31] has shown that an $n$-state NFA with limited nondeterminism in any computation can make at most $2^{n}-2$ nondeterministic transitions and has constructed a family of NFAs with bounded nondeterminism that is considerably larger than the number of states.

Theorem 12 (Leung [31]). If $A$ is an n-state NFA with bounded guessing, then $\gamma_{A}(m)=O\left(2^{n}\right)$. There exist $n$-state NFAs $B_{n}, n \in \mathbb{N}$ such that $\gamma_{B_{n}}^{\text {sup }}=2^{\frac{n}{3}}-2$.

A limitation of the above result is that in the NFAs $B_{n}$ are defined over a growing alphabet and a large number of the nondeterministic moves are redundant. It remains open whether there exist $n$-state NFAs $A$ with bounded guessing that is larger than $n$ and where the language $L(A)$ cannot be recognized by an NFA of same size and less nondeterminism [31]. The notion of "less nondeterminism" could be formalized analogously as is done below with the notion of optimality in the case of tree width.

Hromkovič et al. [19] observed that the tree width of an $n$-state NFA, if bounded, is at most $n^{n}$. Palioudakis et al. [38] improved this bound and, furthermore, gave a construction of $n$-state NFAs with all possible values of bounded tree width that do not have "redundant" nondeterminism.

The notion of avoiding redundant nondeterminism is formalized as follows. A finite tree width NFA $A$ with $n$ states is said to have optimal tree width if $L(A)$ cannot be recognized by any NFA $B$ with $n_{1}$ states where $n_{1} \leq n$ and $\mathrm{tw}_{B}^{\text {sup }} \leq \mathrm{tw}_{A}^{\text {sup }}$ and at least one of the inequalities is strict.

Theorem 13 (Palioudakis et al. [38]). The tree width of an n-state finite tree width $N F A$ is at most $2^{n-2}$. For every $n \geq 2$ and $1 \leq k \leq 2^{n-2}$ there exists an $n$-state NFA over a binary alphabet having optimal tree width $k$.

Note that the above bound is less than the upper bound for the finite ambiguity of an $n$-state NFA (from Theorem 3). Naturally, for any NFA $A$ and string $w$, the degree of ambiguity of $A$ on $w$ is at most the tree width of $A$ on $w$ (and usually much smaller than the tree width). However, an upper bound for the finite tree width of an $n$-state NFA does not imply a corresponding bound for the degree of ambiguity because an NFA may have finite ambiguity and unbounded tree width.

### 4.2 Comparing nondeterminism measures and ambiguity

Directly from the definitions it follows that if an NFA $A$ has finite tree width, then the guessing (and branching) of $A$ is also finite, but the converse implication does not need to hold. The tree width of $A$ is finite if and only if the trace of $A$ is finite.
Proposition 1 (Palioudakis et al. [39]). If $A$ is an NFA with finite tree width, then

$$
\mathrm{tw}_{A}^{\mathrm{sup}} \leq \tau_{A}^{\mathrm{sup}} \leq 2^{\mathrm{tw}} \mathrm{w}_{A}^{\mathrm{sup}}-1
$$

It is known that the above inequalities cannot be improved in general, that is, there are NFAs for which either of the inequalities of Proposition 1 becomes and equality [39].

Hromkovič et al. [19] have established relationships between the tree width, maximum guessing and degree of ambiguity in a minimal NFA. They use the name 'leaf size' for tree width and instead of maximum guessing they use an "advice" measure that is within a constant factor of maximum guessing. The advice of an NFA $A$ on a string $w$ counts the largest number of nondeterministic steps in any computation of $A$ on $w$.

Theorem 14 (Hromkovič et al. [19]). If $A$ is a minimal $N F A$, then for all $m \in \mathbb{N}$,

$$
\max \left(\gamma_{A}^{\max }(m), \mathrm{da}_{A}(m)\right) \leq \mathrm{tw}_{A}(m)=O\left(\mathrm{da}_{A}(m) \cdot \gamma_{A}^{\max }(m)\right)
$$

Goldstine et al. [12] have established a subtle relationship between ambiguity and guessing for NFAs where all states are final. They define the ambiguity of a string $w$ as the number of complete computations on $w$. To avoid confusion, we call the number of complete computations of an NFA $A$ on a string $w$ the complete ambiguity ${ }^{2}$ of $A$ on $w$. Note that if all states of $A$ are final, the complete ambiguity of $A$ coincides with the degree of ambiguity as defined in section 3 and if $A$ has no undefined transitions then the complete ambiguity of $A$ coincides with the tree width of $A$.

By definition, the guessing function $\gamma_{A}(m)$ of an NFA grows at most linearly. If the guessing is bounded or grows linearly, then the complete ambiguity may be either bounded or unbounded but, in the intermediate case, where the guessing is unbounded but sublinear, then ambiguity must always be unbounded. Recall from Theorem 11 that there exist NFAs with unbounded and sublinear growth rate of the guessing function.

Theorem 15 (Goldstine et al. [12]). Let $A$ be an NFA. If $\gamma_{A}(m)$ is non-constant and sublinear, then the complete ambiguity of $A$ must be unbounded. On the other hand, if $\gamma_{A}(m)$ is in $O(1)$ or in $\Theta(m)$, then the complete ambiguity may be either bounded or unbounded.

### 4.3 Limited nondeterminism and state complexity

An important descriptional complexity question is the succinctness comparison of NFAs employing different amounts of nondeterminism and, in particular, the determinization size blow-up of NFAs with limited nondeterminism. Goldstine et al. [11] have shown that converting a general NFA to an NFA with finite branching involves, in the worst case, an exponential size blow-up.

Theorem 16 (Goldstine et al. [11]). For each $n \in \mathbb{N}$, there exists an n-state NFA A such that any finite branching NFA recognizing the language $L(A)$ needs at least $2^{n-1}$ states.

[^11]Also, Goldstine et al. [11] have shown that there exist regular languages for which different finite amounts of nondeterminism yield incremental savings in the number of states. The following two theorems give the "spectrum" result of [11] stated in a slightly simplified form.

Theorem 17 (Goldstine et al. [11]). Let $A$ be a minimal DFA of size $2^{n}-1, n \geq 2$. Then
(i) for $2 \leq k \leq \frac{n}{\log _{2} n}$, the optimal size of an NFA with branching $k$ for $L(A)$ is at least $2^{\frac{n}{k}}$, and,
(ii) for $k \geq \frac{n}{\log _{2} n}$, an NFA with branching $k$ for $L(A)$ has size at least $n$.

Furthermore, they show that the bounds of Theorem 17 are close to best possible:

Theorem 18 (Goldstine et al. [11]). For $n \geq 2$ there exists a minimal NFA $A_{n}$ with $n+1$ states such that if we denote by $\sigma_{n}[k]$ the optimal size of an NFA with branching $k$ recognizing $L\left(A_{n}\right)$ then the following relations hold:
(i) $\sigma_{n}[1]=2^{n}$, and, $2^{\frac{n}{k}} \leq \sigma_{n}[k]<2 k \cdot 2^{\frac{n}{k}}$ when $2 \leq k<\frac{n}{\log _{2} n}$,
(ii) $n+1 \leq \sigma_{n}[k]<2 k \cdot 2^{\frac{n}{k}}$ when $\frac{n}{\log _{2} n} \leq k<n$,
(iii) $n+1 \leq \sigma_{n}[k]<4 n$, when $k \geq n$.

Recall that tree width is more restrictive than branching in the sense that an NFA with finite tree width necessarily has finite branching, but the converse implication does not hold, in general. Contrasting the result of Theorem 16, every finite tree width NFA has an equivalent DFA of polynomial size.

Theorem 19 (Palioudakis et al. [38]). For an NFA A with $n$ states having tree width at most $k \leq n-1$, the language $L(A)$ has a DFA of size $1+\sum_{j=1}^{k}\binom{n-1}{j}$. Furthermore, for every $1 \leq k \leq n-1$, there exists an $n$ state NFA $A_{n, k}$ with tree width $k$ over a binary alphabet such that the minimal DFA for $L\left(A_{n, k}\right)$ has $1+\sum_{j=1}^{k}\binom{n-1}{j}$ states.

Palioudakis et al. [38] gives also an upper bound $1+\sum_{i=1}^{k-\ell+1}\binom{n-1}{i}$ for converting an $n$ state NFA with tree width $k$ to an NFA with tree width $2 \leq \ell<k$, but a corresponding lower bound is missing. Also no spectrum result for tree width analogous to the spectrum result for branching (Theorem 18) is known. That is, there is no result that yields good bounds, for a given sequence of languages, for the succinctness of NFAs over a range of different tree width values.

Deterministic finite automata with multiple initial states (MDFA) can be viewed as a restricted type of automata with limited nondeterminism: the only nondeterminism consists of the choice of the initial state. With an elegant construction based on modular arithmetic, Kappes [23] has given an efficient simulation of an NFA with finite branching by an MDFA.

Theorem 20 (Kappes [23]). An NFA with $n$ states and branching $k$ ( $k \in \mathbb{N}$ ) can be simulated by an MDFA with $k \cdot n$ states and $k$ initial states.

The bound as stated in [23] is $k \cdot n+1$ and the construction produces an MDFA with a dead state. Above in Theorem 20 we allow the possibility that an MDFA can have undefined transitions (following the definition of [40]). Palioudakis et al. [40] have established an almost matching lower bound by showing that for infinitely many values $n, k \in \mathbb{N}$ there exists an $n$-state NFA with branching $k$ such that any equivalent MDFA needs at least $\frac{k}{1+\log k} \cdot n$ states.

To conclude we mention that limiting the nondeterminism of an NFA is not sufficient to make the minimization problem tractable. It is well known that minimization of general NFAs is PSPACE-complete. Björklund and Martens [2] have shown that minimization remains NP-hard, roughly speaking, for all finite automaton models that extend the class of DFAs. The hardness result is for the class of $\delta$ NFAs which are a very restricted subclass of tree width two NFAs [2].

## 5 Conclusion and open problems

Descriptional complexity comparison of nondeterministic finite automata of different degrees of ambiguity and employing different amounts of nondeterminism is a foundational question in automata theory. The spectrum result of Goldstine et al. [11] (Theorems 17 and 18) establishes the existence of a sequence of languages for which different finite amounts of branching allow incremental savings in the number of states, and the succinctness comparisons are approximately the best possible.

On the other hand, very little is known about the state complexity of NFAs where the amount of nondeterminism is unbounded and measured as a function of input length. While there is a super-polynomial separation between the size of finitely ambiguous, polynomially ambiguous, and general NFAs, no succinctness comparisons between NFAs of different unbounded branching or unbounded tree width are known. This can be a topic for future research. In particular, it would be interesting to know whether the powerful communication complexity techniques used by Hromkovič et al. [19, 20] for succinctness comparisons of NFAs with different degrees of ambiguity can be used to establish good lower bounds and separation results for the state complexity of NFAs where the branching (or the tree width) is measured as a function of input length.

A further topic of interest could be the succinctness comparison of NFAs of given degree of ambiguity and NFAs of given branching (or tree width). Only a few tentative results are known [38] in this direction.
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#### Abstract

We consider deterministic root-to-frontier (DR) tree recognizers and the tree languages recognized by them from an algebraic point of view. We make use of a correspondence between DR algebras and unary algebras shown by Z. Ésik (1986). We also study a question raised by F. Gécseg (2007) that concerns the definability of families of DR-recognizable tree languages by syntactic path monoids. We show how the families of DR-recognizable tree languages path-definable by a variety of finite monoids (or semigroups) can be derived from varieties of string languages. In particular, the three pathdefinable families of Gécseg and B. Imreh $(2002,2004)$ are obtained this way.
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## 1 Introduction

The tree languages recognized by deterministic root-to-frontier (top-down) tree recognizers form a proper subfamily $D R e c$ of the family Rec of all recognizable tree languages. The members of $D R e c$, the DR-recognizable tree languages, are characterized by the fact that they are completely determined by the labeled paths appearing in their trees (cf. [11, 15, 16, 20]). Any path from the root of a tree to one of its leaves is represented as a word over the so-called path alphabet. Each symbol of this alphabet indicates both the label of a node of a tree and the direction taken at that node. If we group together the paths leading to a leaf labeled with a given symbol $x$ of the leaf alphabet $X$, then all the paths appearing in the trees of a given tree language $T$ form a family $\left\langle T_{x}\right\rangle_{x \in X}$ of languages over the path alphabet, and if $T$ is DR-recognizable, it is completely determined by these languages $T_{x}$. This implies that the DR-recognizable tree languages resemble string languages more than general recognizable tree languages do. In particular, while few known

[^12]families of recognizable tree languages can be characterized by syntactic monoids or semigroups, Gécseg and Imreh $[7,8]$ could characterize three subfamilies of $D R e c$, those of DR nilpotent, DR monotone and DR definite tree languages, in terms of the syntactic path monoids or semigroups introduced in [12]. We shall show that there exist many more such examples: any $*$ - or + -variety of string languages, as defined by Eilenberg [2], yields a subfamily of $D R e c$ that can be characterized by syntactic path monoids or semigroups.

If we regard the path alphabet as a unary ranked alphabet, then the path set of a tree language $T$ becomes a unary tree language $\delta(T)$ that carries the same information as the family $\left\langle T_{x}\right\rangle_{x \in X}$. A DR recognizer may be seen as a finite DR algebra equipped with an initial state and a final state assignment. In [3] Zoltán Ésik associated with each DR algebra a unary algebra over the path alphabet, and noted that using this association one may apply ideas of standard general algebra to DR algebras. We complete the bijection between the two types of algebras by the converse transformation from unary algebras to DR algebras. The usefulness of this bijection derives from the fact that it preserves subalgebras, homomorphisms, congruences and direct products. In particular, we may refer to varieties of finite unary algebras when considering varieties of finite DR algebras. By extending this correspondence to tree recognizers, we study the connections between DRrecognizable tree languages and their unary path languages.

We shall recall or introduce all the special concepts used here. The basic universal algebra needed can be found in the first two chapters of [1], for example. For tree automata and tree languages, the reader may consult [11] and for the theory of varieties of (string) languages the books [2] and [17].

This paper is dedicated to the memory of Zoltán Ésik whom I learned know already in the 1970s. He has made many important contributions in several areas of theoretical computer science, and all his work is characterized by mathematical elegance and precision. It is a pleasure to acknowledge the inspiration I got from one of his, probably less well known, papers.

## 2 Preliminaries

For any integer $n>0$, let $[n]=\{1, \ldots, n\}$. Let $A$ be any set. For any $i \in[n]$, let $\pi_{i}: A^{n} \rightarrow A,\left(a_{1}, \ldots, a_{n}\right) \mapsto a_{i}$ be the $i^{t h}$ projection map. The power-set of $A$ is denoted by $\wp(A)$. If $\varphi: A \rightarrow B$ is a mapping, the image $\varphi(a)$ of an element $a \in A$ may be denoted also by $a \varphi$. Especially homomorphisms will be written this way as right operators. For any equivalence $\theta \in \operatorname{Eq}(A)$ on $A$, we write $a \theta$ for the $\theta$-class of an element $a \in A$, and $A / \theta:=\{a \theta \mid a \in A\}$ is the quotient set. For any alphabet $X$, the set of (finite) words over $X$ is denoted by $X^{*}$ and the empty word by $\varepsilon$.

Let $\Sigma$ be a ranked alphabet, i.e., a finite set of operation symbols, which does not contain nullary symbols. For each $m \geq 1, \Sigma_{m}$ denotes the set of $m$-ary symbols in $\Sigma$. The rank type of $\Sigma$ is the set $r(\Sigma):=\left\{m \mid \Sigma_{m} \neq \emptyset\right\}$. In what follows, $\Sigma$ is always a ranked alphabet of rank type $R$ and $X$ is an ordinary finite non-empty alphabet, called a leaf alphabet, disjoint from $\Sigma$. The set $T_{\Sigma}(X)$ of $\Sigma X$-trees is the
least set such that $X \subseteq T_{\Sigma}(X)$, and $f\left(t_{1}, \ldots, t_{m}\right) \in T_{\Sigma}(X)$, for all $m \in R, f \in \Sigma_{m}$ and $t_{1}, \ldots, t_{m} \in T_{\Sigma}(X)$. A $\Sigma X$-tree language is any subset of $T_{\Sigma}(X)$. Often we speak about trees and tree languages without specifying the alphabets.

A $\Sigma$-algebra $\mathcal{A}$ consists of a nonempty set $A$ and a $\Sigma$-indexed family of operations on $A$ such that if $f \in \Sigma_{m}(m \in R)$, then $f^{\mathcal{A}}: A^{m} \rightarrow A$ is an $m$-ary operation. We write $\mathcal{A}=(A, \Sigma)$, and call $\mathcal{A}$ finite if $A$ is a finite set. Subalgebras, homomorphisms, congruences etc. are defined as usual. For any class $\mathbf{K}$ of $\Sigma$-algebras, let $S(\mathbf{K})$ consist of all algebras isomorphic to a subalgebra of a member of $\mathbf{K}, H(\mathbf{K})$ be the class of all images of members of $\mathbf{K}$, and $P_{f}(\mathbf{K})$ be the class of algebras isomorphic to a finite direct product of members of $\mathbf{K}$. A class $\mathbf{K}$ of finite $\Sigma$-algebras is a variety of finite $\Sigma$-algebras (a $\Sigma$-VFA for short) if $S(\mathbf{K}), H(\mathbf{K}), P_{f}(\mathbf{K}) \subseteq \mathbf{K}$. The $\Sigma-V F A$ generated by a class $\mathbf{K}$ of finite $\Sigma$-algebras is denoted by $V_{f}(\mathbf{K})$.

The $\Sigma X$-term algebra $\mathcal{T}_{\Sigma}(X)=\left(T_{\Sigma}(X), \Sigma\right)$ is defined by setting, for all $m \in$ $R, f \in \Sigma_{m}$ and $t_{1}, \ldots, t_{m} \in T_{\Sigma}(X), f^{\mathcal{T}_{\Sigma}(X)}\left(t_{1}, \ldots, t_{m}\right)=f\left(t_{1}, \ldots, t_{m}\right)$.

A $\Sigma X$-recognizer $\mathbf{A}=(\mathcal{A}, \alpha, F)$ consists of a finite $\Sigma$-algebra $\mathcal{A}=(A, \Sigma)$, an initial assignment $\alpha: X \rightarrow A$, and a set $F \subseteq A$ of final states. The $\Sigma X$-tree language recognized by $\mathbf{A}$ is the set $T(\mathbf{A}):=\left\{t \in T_{\Sigma}(X) \mid t \alpha_{\mathcal{A}} \in F\right\}$ where $\alpha_{\mathcal{A}}: \mathcal{T}_{\Sigma}(X) \rightarrow \mathcal{A}$ is the homomorphic extension of $\alpha$. A $\Sigma X$-tree language is called recognizable, or regular, if it is recognized by a $\Sigma X$-recognizer. Let $\operatorname{Rec}(\Sigma, X)$ denote the set of all recognizable $\Sigma X$-tree languages.

If $\Sigma=\Sigma_{1}$, we call $\Sigma$ a unary alphabet and $\Sigma$-algebras are unary algebras. A unary alphabet $\Sigma$ may also be treated as an ordinary alphabet and we write $\Sigma$-terms as expressions $\xi u$, where $\xi$ is a variable and $u \in \Sigma^{*}$. The term functions induced by such terms $\xi u$ in a $\Sigma$-algebra $\mathcal{C}=(C, \Sigma)$ are mappings $u^{\mathcal{C}}: C \rightarrow C, c \mapsto c u^{\mathcal{C}}$, defined by $c \varepsilon^{\mathcal{C}}=c$ and $c u^{\mathcal{C}}=g^{\mathcal{C}}\left(c v^{\mathcal{C}}\right)$ for $u=v g \quad\left(v \in \Sigma^{*}, g \in \Sigma\right)$.

On the other hand, we may view an ordinary (finite) alphabet $Z$ as a unary ranked alphabet and define $Z$-automata as unary algebras $\mathcal{A}=(A, Z)$ in which each letter $z \in Z$ induces a unary operation $z^{\mathcal{A}}: A \rightarrow A, a \mapsto a z^{\mathcal{A}}$. For any word $w=z_{1} \ldots z_{k}$ in $Z^{*}\left(k \geq 0, z_{1}, \ldots, z_{k} \in Z\right)$, the operation $w^{\mathcal{A}}: A \rightarrow A$ is the composition of $z_{1}^{\mathcal{A}}, \ldots, z_{k}^{\overline{\mathcal{A}}}$. A $Z$-recognizer is now a system $\mathbf{A}=\left(\mathcal{A}, a_{0}, F\right)$, where $\mathcal{A}=(A, Z)$ is a finite $Z$-algebra, $a_{0} \in A$ is the initial state, and $F \subseteq A$ is the set of final states. The language recognized by $\mathbf{A}$ is the $\operatorname{set} L(\mathbf{A}):=\left\{w \in Z^{*} \mid a_{0} w^{\mathcal{A}} \in F\right\}$. A language $L \subseteq Z^{*}$ is regular if it is recognized by a $Z$-recognizer.

Often we will say that a string or tree language is recognized by an algebra $\mathcal{A}$ if it is recognized by a recognizer of an appropriate kind based on $\mathcal{A}$.

## 3 DR algebras and unary algebras

In what follows, the frequently recurring phrase deterministic root-to-frontier is abbreviated to DR. The following basic algebraic notions for DR algebras were defined by Virágh [20], but most of them are obtained from those defined for DR tree recognizers in [10]. To simplify the notation, we extend mappings and equivalence relations to $m$-tuples: if $\mathbf{a}=\left(a_{1}, \ldots, a_{m}\right) \in A^{m}$, then for any map $\varphi: A \rightarrow B$, let $\mathbf{a} \bar{\varphi}:=\left(a_{1} \varphi, \ldots, a_{m} \varphi\right)$, and for any $\theta \in \operatorname{Eq}(A)$, let $\mathbf{a} \bar{\theta}:=\left(a_{1} \theta, \ldots, a_{m} \theta\right)$.

A (finite) $D R \Sigma$-algebra consists of a nonempty (finite) set $A$ and a $\Sigma$-indexed family of root-to-frontier operations $f_{\mathcal{A}}: A \longrightarrow A^{m}(f \in \Sigma)$, where the arity $m$ is that of $f\left(\in \Sigma_{m}\right)$. Again we write simply $\mathcal{A}=(A, \Sigma)$.

Let $\mathcal{A}=(A, \Sigma)$ and $\mathcal{B}=(B, \Sigma)$ be any $\mathrm{DR} \Sigma$-algebras. Then $\mathcal{A}$ is a subalgebra of $\mathcal{B}$ if $A \subseteq B$ and $f_{\mathcal{A}}(a)=f_{\mathcal{B}}(a)$ for all $f \in \Sigma$ and $a \in A$. A mapping $\varphi: A \rightarrow B$ is a homomorphism from $\mathcal{A}$ to $\mathcal{B}$, and we write $\varphi: \mathcal{A} \rightarrow \mathcal{B}$, if $f_{\mathcal{A}}(a) \bar{\varphi}=f_{\mathcal{B}}(a \varphi)$ for all $f \in \Sigma$ and $a \in A$. If $\varphi$ is also bijective, it is an isomorphism, and we write $\mathcal{A} \cong \mathcal{B}$ if $\mathcal{A}$ and $\mathcal{B}$ are isomorphic. The direct product of $\mathcal{A}$ and $\mathcal{B}$ is the $\mathrm{DR} \Sigma$-algebra $\mathcal{A} \times \mathcal{B}=(A \times B, \Sigma)$ such that for all $m \in R, f \in \Sigma_{m}$ and $(a, b) \in A \times B$, if $f_{\mathcal{A}}(a)=$ $\left(a_{1}, \ldots, a_{m}\right)$ and $f_{\mathcal{A}}(b)=\left(b_{1}, \ldots, b_{m}\right)$, then $f_{\mathcal{A} \times \mathcal{B}}((a, b))=\left(\left(a_{1}, b_{1}\right), \ldots,\left(a_{m}, b_{m}\right)\right)$. The general finite direct product $\mathcal{A}_{1} \times \cdots \times \mathcal{A}_{n}(n \geq 0)$ is defined the same way.

A congruence on $\mathcal{A}$ is an equivalence $\theta$ on $A$ such that for any $a, a^{\prime} \in A$ and $f \in \Sigma$, if $a \theta a^{\prime}$, then $f_{\mathcal{A}}(a) \bar{\theta}=f_{\mathcal{A}}\left(a^{\prime}\right) \bar{\theta}$. Let $\operatorname{Con}(\mathcal{A})$ denote the set of all congruences on $\mathcal{A}$. For any $\theta \in \operatorname{Con}(\mathcal{A})$, the quotient $D R$ algebra $\mathcal{A} / \theta=(A / \theta, \Sigma)$ is defined by $f_{\mathcal{A} / \theta}(a \theta):=f_{\mathcal{A}}(a) \bar{\theta}$ for all $a \in A$ and $f \in \Sigma$.

All the usual facts about subalgebras, homomorphisms, congruences, etc. hold for $\operatorname{DR}$ algebras, too. For example, the kernel of any homomorphism $\varphi: \mathcal{A} \rightarrow \mathcal{B}$ is a congruence on $\mathcal{A}$, and $\mathcal{A} / \operatorname{ker} \varphi \cong \mathcal{B}$ if $\varphi$ is surjective.

The tree languages recognized by deterministic root-to-frontier recognizers are characterized by the labeled paths appearing in their trees. The paths are described using the path alphabet $\widehat{\Sigma}:=\bigcup_{m \in R} \Sigma_{m} \times[m]$. A pair $(f, i) \in \widehat{\Sigma}$ is written simply as $f_{i}$. We regard $\widehat{\Sigma}$ either as a unary ranked alphabet or as an ordinary alphabet.

Following Ésik [3] we associate with any DR $\Sigma$-algebra $\mathcal{A}=(A, \Sigma)$ a unary algebra $\mathcal{A}^{u}=(A, \widehat{\Sigma})$ such that $f_{i}^{\mathcal{A}^{u}}(a)=f_{\mathcal{A}}(a) \pi_{i}$ for all $a \in A, m \in R, f \in \Sigma_{m}$ and $i \in[m]$. Let us also introduce a converse transformation: for any $\widehat{\Sigma}$-algebra $\mathcal{C}=(C, \widehat{\Sigma})$, let $\mathcal{C}^{d}=(C, \Sigma)$ be the DR $\Sigma$-algebra with $f_{\mathcal{C}^{d}}(c)=\left(f_{1}^{\mathcal{C}}(c), \ldots, f_{m}^{\mathcal{C}}(c)\right)$ for all $c \in C, m \in R$ and $f \in \Sigma_{m}$. Since $\mathcal{A}^{u d}=\mathcal{A}$ for any DR $\Sigma$-algebra $\mathcal{A}$ and $\mathcal{C}^{d u}=\mathcal{C}$ for any $\widehat{\Sigma}$-algebra $\mathcal{C}$, there is a natural bijective correspondence between DR $\Sigma$-algebras and $\widehat{\Sigma}$-algebras.

Lemma 3.1. Let $\mathcal{A}=(A, \Sigma)$ and $\mathcal{B}=(B, \Sigma)$ be any $D R \Sigma$-algebras.
(a) $\mathcal{A}$ is a subalgebra of $\mathcal{B}$ if and only if $\mathcal{A}^{u}$ is a subalgebra of $\mathcal{B}^{u}$.
(b) A mapping $\varphi: A \rightarrow B$ is a homomorphism from $\mathcal{A}$ to $\mathcal{B}$ if and only if it is a homomorphism from $\mathcal{A}^{u}$ to $\mathcal{B}^{u}$.
(c) $(\mathcal{A} \times \mathcal{B})^{u}=\mathcal{A}^{u} \times \mathcal{B}^{u}$.
(d) $\operatorname{Con}(\mathcal{A})=\operatorname{Con}\left(\mathcal{A}^{u}\right)$.
(e) $(\mathcal{A} / \theta)^{u}=\mathcal{A}^{u} / \theta$ for any $\theta \in \operatorname{Con}(\mathcal{A})$.

Proof. All five statements follow directly from the appropriate definitions, and (c) was noted already in [3]. Let us verify (e) as an example.

Firstly, $(\mathcal{A} / \theta)^{u}$ and $\mathcal{A}^{u} / \theta$ are $\widehat{\Sigma}$-algebras with the same set $A / \theta$ of elements. Moreover, for any $a \in A, m \in R, f \in \Sigma_{m}$ and $i \in[m]$,

$$
f_{i}^{(\mathcal{A} / \theta)^{u}}(a \theta)=f_{\mathcal{A} / \theta}(a \theta) \pi_{i}=f_{\mathcal{A}}(a) \bar{\theta} \pi_{i}=f_{\mathcal{A}}(a) \pi_{i} \theta=f_{i}^{\mathcal{A}^{u}}(a) \theta=f_{i}^{\mathcal{A}^{u} / \theta}(a \theta)
$$

so also their operations are the same.

## 4 DR tree recognizers and unary recognizers

Let us now extend the correspondence between DR algebras and unary algebras to recognizers. A $D R \Sigma X$-recognizer $\mathbf{A}=\left(\mathcal{A}, a_{0}, \alpha\right)$ consists of a finite $\mathrm{DR} \Sigma$-algebra $\mathcal{A}=(A, \Sigma)$, an initial state $a_{0} \in A$, and a final state assignment $\alpha: X \rightarrow \wp(A)$. To accept or reject an input tree $t \in T_{\Sigma}(X), \mathbf{A}$ starts at the root of $t$ in state $a_{0}$, and if it has reached a node $\nu$ of $t$ labeled with $f \in \Sigma_{m}$ in state $a$ and $f_{\mathcal{A}}(a)=\left(a_{1}, \ldots, a_{m}\right)$, then it continues its working at the $i^{t h}$ immediate successor node of $\nu$ in state $a_{i}$ $(i \in[m])$. The tree is accepted if $\mathbf{A}$ reaches each leaf in a state $a(\in A)$ matching the label $x(\in X)$ of that leaf, i.e., $a \in \alpha(x)$. For a formal definition, we extend $\alpha$ to a mapping $\widetilde{\alpha}: T_{\Sigma}(X) \rightarrow \wp(A)$ by setting $\widetilde{\alpha}(x)=\alpha(x)$ for each $x \in X$, and $\widetilde{\alpha}(t)=\left\{a \in A \mid f_{\mathcal{A}}(a) \in \widetilde{\alpha}\left(t_{1}\right) \times \ldots \times \widetilde{\alpha}\left(t_{m}\right)\right\}$ for $t=f\left(t_{1}, \ldots, t_{m}\right)$. Then $T(\mathbf{A}):=\left\{t \in T_{\Sigma}(X) \mid a_{0} \in \widetilde{\alpha}(t)\right\}$ is the tree language recognized by $\mathbf{A}$, and the $\Sigma X$-tree language $T(\mathbf{A})$ is said to be $D R$-recognizable. Let $D \operatorname{Rec}(\Sigma, X)$ denote the set of DR-recognizable $\Sigma X$-tree languages. Two DR $\Sigma X$-recognizers $\mathbf{A}$ and $\mathbf{B}$ are equivalent if $T(\mathbf{A})=T(\mathbf{B})$.

The set $\delta(t) \subseteq T_{\widehat{\Sigma}}(X)$ of paths in a $\Sigma X$-tree $t$ is defined by $\delta(x)=\{x\}$ for $x \in X$, and $\delta(t)=f_{1} \delta\left(t_{1}\right) \cup \ldots \cup f_{m} \delta\left(t_{m}\right)$ for $t=f\left(t_{1}, \ldots, t_{m}\right)$. Thus $\delta(t)$ is a set of unary trees in Polish form. The path language of a $\Sigma X$-tree language $T$ is the set $\delta(T):=\bigcup\{\delta(t) \mid t \in T\}$. The path closure $\Delta(T):=\delta^{-1}(\delta(T))$ of $T \subseteq T_{\Sigma}(X)$ consists of all $\Sigma X$-trees $t$ such that $\delta(t) \subseteq \delta(T)$, and $T$ is path closed if $T=\Delta(T)$. Quite generally, for any $U \subseteq T_{\widehat{\Sigma}}(X)$, the set $\delta^{-1}(U):=\left\{t \in T_{\Sigma}(X) \mid \delta(t) \subseteq U\right\}$ is path-closed. As shown in [16], a regular tree language is DR-recognizable if and only if it is path closed. For properties of the operators $\delta$ and $\Delta$, cf. [15, 20].

Remark 4.1. Let $\Sigma$ be unary. Then $\widehat{\Sigma}=\left\{f_{1} \mid f \in \Sigma\right\}$ and we may use $\Sigma$ itself as the path alphabet. Furthermore, we may regard any $\operatorname{DR} \Sigma$-algebra $\mathcal{A}=(A, \Sigma)$ also as a $\Sigma$-algebra by identifying any 1-tuple $(a)$ with the element $a(\in A)$, but as a DR $\Sigma X$-recognizer and as a $\Sigma X$-recognizer $\mathcal{A}$ reads the input trees in opposite directions. Nevertheless, it is clear that $\operatorname{Dec}(\Sigma, X)=\operatorname{Rec}(\Sigma, X)$ for every $X$.

Let us now regard $\widehat{\Sigma}$ as a usual alphabet. For each $x \in X$, the set of $x$-paths in a $\Sigma X$-tree $t$ is $g_{x}(t):=\left\{u \in \widehat{\Sigma}^{*} \mid u x \in \delta(t)\right\}$. For any $T \subseteq T_{\Sigma}(X)$ and $x \in X$, let $T_{x}$ denote the set $\bigcup\left\{g_{x}(t) \mid t \in T\right\}$ of $x$-paths appearing in $T$. Obviously, $\delta(T)$ can be recovered from the family $\left\langle T_{x}\right\rangle_{x \in X}$.

Next we recall a few notions from $[10,11]$. Let $\mathbf{A}=\left(\mathcal{A}, a_{0}, \alpha\right)$ be a $\operatorname{DR} \Sigma X$ recognizer and $\mathcal{A}=(A, \Sigma)$. For any $a \in A$, let $\mathbf{A}_{a}:=(\mathcal{A}, a, \alpha)$. A state $a$ is a 0 -state if $T\left(\mathbf{A}_{a}\right)=\emptyset$, and it is reachable if $a_{0} \Rightarrow_{\mathcal{A}}^{*} a$ for the reflexive transitive closure $\Rightarrow_{\mathcal{A}}^{*}$ of the relation $\Rightarrow_{\mathcal{A}} \subseteq A \times A$, where for any $a, b \in A, a \Rightarrow_{\mathcal{A}} b$ if and only if $b=f_{\mathcal{A}}(a) \pi_{i}$ for some $m \in R, f \in \Sigma_{m}$ and $i \in[m]$. The recognizer $\mathbf{A}$ is normalized, if for all $m \in R, f \in \Sigma_{m}$ and $a \in A$, either every component in $f_{\mathcal{A}}(a)=\left(a_{1}, \ldots, a_{m}\right)$ is a 0 -state or no $a_{i}$ is a 0-state, reduced if $T\left(\mathbf{A}_{a}\right)=T\left(\mathbf{A}_{b}\right)$ implies $a=b(a, b \in A)$, connected if all of its states are reachable, and it is minimal
if it is connected and reduced. In [10] it was shown that any DR $\Sigma X$-recognizer can be converted into an equivalent normalized minimal $\mathrm{DR} \Sigma X$-recognizer, and this is also minimal with respect to the number of states and unique up to isomorphism (the isomorphism of $\operatorname{DR} \Sigma X$-recognizers is defined in the natural way, cf. [10]).

Let us associate with any $\mathrm{DR} \Sigma X$-recognizer $\mathbf{A}=\left(\mathcal{A}, a_{0}, \alpha\right)$ the $\mathrm{DR} \widehat{\Sigma} X$ recognizer $\mathbf{A}^{u}=\left(\mathcal{A}^{u}, a_{0}, \alpha\right)$, and with any DR $\widehat{\Sigma} X$-recognizer $\mathbf{C}=\left(\mathcal{C}, c_{0}, \gamma\right)$ the DR $\Sigma X$-recognizer $\mathbf{C}^{d}=\left(\mathcal{C}^{d}, c_{0}, \gamma\right)$. Obviously, $\mathbf{A}^{u d}=\mathbf{A}$ and $\mathbf{C}^{d u}=\mathbf{C}$.
Proposition 4.1. $T(\mathbf{A})=\delta^{-1}\left(T\left(\mathbf{A}^{u}\right)\right.$ ) for any $D R \Sigma X$-tree recognizer $\mathbf{A}$.
Proof. Let $\mathbf{A}=\left(\mathcal{A}, a_{0}, \alpha\right)$ with $\mathcal{A}=(A, \Sigma)$. We show by induction on $t$ that for all $t \in T_{\Sigma}(X)$ and $a \in A, t \in T\left(\mathbf{A}_{a}\right)$ if and only if $t \in \delta^{-1}\left(T\left(\mathbf{A}_{a}^{u}\right)\right)$. The case $t \in X$ is obvious, so let $t=f\left(t_{1}, \ldots, t_{m}\right)$. If $f_{\mathcal{A}}(a)=\left(a_{1}, \ldots, a_{m}\right)$, then

$$
\begin{array}{lll}
t \in T\left(\mathbf{A}_{a}\right) & \text { iff } & t_{1} \in T\left(\mathbf{A}_{a_{1}}\right), \ldots, t_{m} \in T\left(\mathbf{A}_{a_{m}}\right) \\
& \text { iff } & \delta\left(t_{1}\right) \subseteq T\left(\mathbf{A}_{a_{1}}^{u}\right), \ldots, \delta\left(t_{m}\right) \subseteq T\left(\mathbf{A}_{a_{m}}^{u}\right) \\
\text { iff } & f_{1} \delta\left(t_{1}\right), \ldots, f_{m} \delta\left(t_{m}\right) \subseteq T\left(\mathbf{A}_{a}^{u}\right) \\
& \text { iff } & \delta(t) \subseteq T\left(\mathbf{A}_{a}^{u}\right) \\
& \text { iff } & t \in \delta^{-1}\left(T\left(\mathbf{A}_{a}^{u}\right)\right) .
\end{array}
$$

Hence, $T\left(\mathbf{A}_{a}\right)=\delta^{-1}\left(T\left(\mathbf{A}_{a}^{u}\right)\right)$ and, in particular, $T(\mathbf{A})=\delta^{-1}\left(T\left(\mathbf{A}^{u}\right)\right)$.
Corollary 4.1. $T\left(\mathbf{C}^{d}\right)=\delta^{-1}(T(\mathbf{C}))$ for any $D R \widehat{\Sigma} X$-recognizer $\mathbf{C}$.
Proof. $T\left(\mathbf{C}^{d}\right)=\delta^{-1}\left(T\left(\mathbf{C}^{d u}\right)\right)=\delta^{-1}(T(\mathbf{C}))$ by Proposition 4.1 and $\mathbf{C}^{d u}=\mathbf{C}$.
Proposition 4.2. $T\left(\mathbf{A}^{u}\right)=\delta(T(\mathbf{A}))$ for any normalized $D R \Sigma X$-recognizer $\mathbf{A}$.
Proof. Let $\mathbf{A}=\left(\mathcal{A}, a_{0}, \alpha\right)$ with $\mathcal{A}=(A, \Sigma)$. The inclusion $\delta(T(\mathbf{A})) \subseteq T\left(\mathbf{A}^{u}\right)$ follows from Proposition 4.1 and the fact that $\delta\left(\delta^{-1}(U)\right) \subseteq U$ for any $U \subseteq T_{\widehat{\Sigma}}(X)$.

For the converse inclusion we need the assumption that $\mathbf{A}$ is normalized. It is enough to show that for all $a \in A$ and $r \in T_{\widehat{\Sigma}}(X)$, if $r \in T\left(\mathbf{A}_{a}^{u}\right)$, then $r \in \delta(t)$ for some $t \in T\left(\mathbf{A}_{a}\right)$. This we do by induction on $r$. For $r \in X$, we may let $t:=r$. Next, let $r=f_{i} s$ for some $f \in \Sigma_{m}, m \in R, i \in[m]$ and $s \in T_{\widehat{\Sigma}}(X)$, and assume that the claim holds for $s$. If $f_{\mathcal{A}}(a)=\left(a_{1}, \ldots, a_{m}\right)$, then $s \in T\left(\mathbf{A}_{a_{i}}^{u}\right)$ implies that $s \in \delta\left(t_{i}\right)$ for some $t_{i} \in T\left(\mathbf{A}_{a_{i}}\right)$. Since $a_{i}$ is not a 0 -state, there is for every $j \in[m], j \neq i$ a tree $t_{j} \in T\left(\mathbf{A}_{a_{j}}\right)$. Clearly, $t:=f\left(t_{1}, \ldots, t_{m}\right) \in T\left(\mathbf{A}_{a}\right)$ and $r \in \delta(t)$.

The following fact appears, in a different form, already in [16].
Corollary 4.2. If $T \in D \operatorname{Rec}(\Sigma, X)$, then $\delta(T) \in D \operatorname{Rec}(\widehat{\Sigma}, X)$.
Proposition 4.3. A normalized $D R \Sigma X$-recognizer $\mathbf{A}$ is minimal if and only if $\mathbf{A}^{u}$ is a minimal $D R \widehat{\Sigma} X$-recognizer of $\delta(T(\mathbf{A}))$.

Proof. Let $\mathbf{A}=\left(\mathcal{A}, a_{0}, \alpha\right)$ with $\mathcal{A}=(A, \Sigma)$. Consider any two states $a, b \in A$. If $T\left(\mathbf{A}_{a}\right)=T\left(\mathbf{A}_{b}\right)$, then $T\left(\mathbf{A}_{a}^{u}\right)=\delta\left(T\left(\mathbf{A}_{a}\right)\right)=\delta\left(T\left(\mathbf{A}_{b}\right)\right)=T\left(\mathbf{A}_{b}^{u}\right)$ by Proposition 4.2. On the other hand, if $T\left(\mathbf{A}_{a}^{u}\right)=T\left(\mathbf{A}_{b}^{u}\right)$, then Proposition 4.2 yields $\delta\left(T\left(\mathbf{A}_{a}\right)\right)=$
$\delta\left(T\left(\mathbf{A}_{b}\right)\right)$. Since $T\left(\mathbf{A}_{a}\right)$ and $T\left(\mathbf{A}_{b}\right)$ are path-closed, this means that $T\left(\mathbf{A}_{a}\right)=$ $T\left(\mathbf{A}_{b}\right)$. Hence, $\mathbf{A}$ is reduced if and only if $\mathbf{A}^{u}$ is reduced.

It is obvious that the reachability relations $\Rightarrow_{\mathcal{A}}^{*}$ and $\Rightarrow_{\mathcal{A}^{u}}^{*}$ of $\mathbf{A}$ and $\mathbf{A}^{u}$ are identical. Hence, $\mathbf{A}$ is connected if and only if $\mathbf{A}^{u}$ is connected.

Next we show how a DR $\Sigma$-algebra recognizing a $\Sigma X$-tree language $T$ yields a DR $\widehat{\Sigma}$-algebra recognizing the $\widehat{\Sigma}$-languages $T_{x}(x \in X)$, and how a DR $\Sigma$-algebra recognizing $T$ is obtained from DR $\widehat{\Sigma}$-algebras recognizing the $\widehat{\Sigma}$-languages $T_{x}$.

Proposition 4.4. Let $T$ be a $D R$-recognizable $\Sigma X$-tree language.
(a) If a finite $D R \Sigma$-algebra $\mathcal{A}=(A, \Sigma)$ recognizes $T$, then $\mathcal{A}^{u}=(A, \widehat{\Sigma})$ recognizes every language $T_{x}(x \in X)$.
(b) For each $x \in X$, let $\mathcal{A}_{x}=\left(A_{x}, \widehat{\Sigma}\right)$ be a finite $\widehat{\Sigma}$-algebra that recognizes $T_{x}$. Then the direct product $\prod\left(\mathcal{A}_{x}^{d} \mid x \in X\right)$ recognizes $T$.

Proof. Let $\mathbf{A}=\left(\mathcal{A}, a_{0}, \alpha\right)$ be a $\operatorname{DR} \Sigma X$-recognizer of $T$. It is easy to see that, for each $x \in X$, the $\widehat{\Sigma}$-recognizer $\mathbf{A}_{x}=\left(\mathcal{A}^{u}, a_{0}, \alpha(x)\right)$ recognizes $T_{x}$.

To prove (b), consider for each $x \in X$ a $\widehat{\Sigma}$-recognizer $\mathbf{A}_{x}=\left(\mathcal{A}_{x}, a_{x 0}, F_{x}\right)$ of $T_{x}$. The direct product $\mathcal{A}:=\prod_{x \in X} \mathcal{A}_{x}^{d}$ simulates the computation of $\mathcal{A}_{x}$ by its $x$-component along every path of a given tree $t \in T_{\Sigma}(X)$. Hence, started in state $\left(a_{x 0}\right)_{x \in X}, \mathcal{A}$ should accept $t$ if and only if it reaches, for each $y \in X$, every $y$ labeled leaf in a state $\left(a_{x}\right)_{x \in X}$ such that $a_{y} \in F_{y}$. This means that $T=T(\mathbf{A})$ for $\mathbf{A}=\left(\mathcal{A},\left(a_{x 0}\right)_{x \in X}, \alpha\right)$ if we define $\alpha$ by $\alpha(y)=\prod_{x \in X} G_{y}(x)$, where $G_{y}(y)=F_{y}$ and $G_{y}(x)=A_{x}$ for all $x \in X, x \neq y$.

## 5 Definability by syntactic monoids

Let us first recall (cf. [2, 17]) that the syntactic congruence of a string language $L \subseteq Z^{*}$ is the relation $\theta_{L}$ on $Z^{*}$ defined by

$$
u \theta_{L} v \quad \text { iff } \quad\left(\forall w, w^{\prime} \in Z^{*}\right)\left(w u w^{\prime} \in L \leftrightarrow w v w^{\prime} \in L\right),
$$

and that the syntactic monoid of $L$ is the quotient monoid $\mathrm{M}(L):=Z^{*} / \theta_{L}$.
Next we define the syntactic monoids and syntactic path monoids of tree languages introduced in [19] and [12], respectively.

Let $\xi$ be a symbol that does not appear in our alphabets $\Sigma$ or $X$. A $\Sigma X$-context is a $\Sigma(X \cup\{\xi\})$-tree in which $\xi$ occurs exactly once. The set of all $\Sigma X$-contexts is denoted by $C_{\Sigma}(X)$. If $p, q \in C_{\Sigma}(X)$ and $t \in T_{\Sigma}(X)$, then $p \cdot q=q(p)$ and $t \cdot q=q(t)$ are the $\Sigma X$-context and the $\Sigma X$-tree obtained by replacing the $\xi$ in $q$ by $p$ or $t$, respectively. Then $C_{\Sigma}(X)$ forms for the product $p \cdot q$ a monoid in which $\xi$ is the identity element. If $\Sigma$ is unary, no $X$-symbols appear in $\Sigma X$-contexts, and hence we write $C_{\Sigma}$ for $C_{\Sigma}(X)$.

The syntactic monoid congruence $\mu_{T}$ of a $\Sigma X$-tree language $T$ is the relation on $C_{\Sigma}(X)$ is defined by

```
p \mp@subsup{\mu}{T}{}q\quad\mathrm{ iff }\quad(\forallt\in\mp@subsup{T}{\Sigma}{}(X))(\forallr\in\mp@subsup{C}{\Sigma}{}(X))(t\cdotp\cdotr\inT\leftrightarrowt\cdotq\cdotr\inT),
```

and the syntactic monoid of $T$ is the quotient monoid $\operatorname{SM}(T):=C_{\Sigma}(X) / \mu_{T}$. The syntactic path congruence $\widehat{\mu}_{T}$ is the relation on $C_{\widehat{\Sigma}}$ defined by

$$
p \widehat{\mu}_{T} q \quad \text { iff } \quad\left(\forall s \in T_{\widehat{\Sigma}}(X)\right)\left(r \in C_{\widehat{\Sigma}}\right)(s \cdot p \cdot r \in \delta(T) \leftrightarrow s \cdot q \cdot r \in \delta(T))
$$

and the syntactic path monoid of $T$ is the quotient monoid $\operatorname{PM}(T):=C_{\widehat{\Sigma}} / \widehat{\mu}_{T}$.
In [19] it was shown that $T$ is regular if and only if $\operatorname{SM}(T)$ is finite, and in [12] that a path closed $T$ is DR-recognizable if and only if $\operatorname{PM}(T)$ is finite.

In [12] $\operatorname{PM}(T)$ was defined as the quotient $\widehat{\Sigma}^{*} / \theta_{T}$ where $\theta_{T}$ is the intersection of the congruences $\theta_{T_{x}}(x \in X)$. It is easy to see that $C_{\widehat{\Sigma}} / \widehat{\mu}_{T} \cong \widehat{\Sigma}^{*} / \theta_{T}$, and hence the next lemma follows from the fact that $\theta_{T}=\bigcap\left\{\theta_{T_{x}} \mid x \in X\right\}$. To see this, combine Theorem II.6.2 and Lemma II.8.2 of [1]. In [5] the corresponding fact about transition monoids was used.

Lemma 5.1. For any $T \in D \operatorname{Rec}(\Sigma, X), \operatorname{PM}(T)$ is a subdirect product of the monoids $\mathrm{M}\left(T_{x}\right)(x \in X)$.

If $\Sigma$ is unary and we use $\Sigma$ itself as the path alphabet, then $T_{\widehat{\Sigma}}(X)=T_{\Sigma}(X)$ and $C_{\widehat{\Sigma}}=C_{\Sigma}$. Moreover, $\delta(U)=U$ for any $U \subseteq T_{\Sigma}(X)$, and $\widehat{\mu}_{U}$ and $\mu_{U}$ become identical. Hence, $\operatorname{PM}(U) \cong \operatorname{SM}(U)$ for any unary tree language $U$. Similarly, for any ranked alphabet $\Sigma$, we may use $\widehat{\Sigma}$ as its own path alphabet, and then $\delta(\delta(T))=\delta(T)$ for any $T \subseteq T_{\Sigma}(X)$, which implies $\widehat{\mu}_{T}=\widehat{\mu}_{\delta(T)}$. By combining these observations, we obtain the following result.

Proposition 5.1. $\operatorname{PM}(T) \cong \operatorname{PM}(\delta(T)) \cong \mathrm{SM}(\delta(T))$ for any $\Sigma X$-tree language $T$.
In [5] Gécseg poses the following question. Assume that some property $\mathcal{P}$ of regular string languages is determined by a class $\mathbf{M}$ of finite monoids in the sense that a language has property $\mathcal{P}$ if and only if its syntactic monoid is in $\mathbf{M}$. Under what conditions can we conclude that the 'corresponding' property of regular tree languages is similarly determined by $\mathbf{M}$ ? In [6] the question is also considered for DR tree languages in terms of syntactic path monoids. Let us describe the result of [6] concerning the DR-case.

A class $\mathbf{M}$ of finite monoids is said to be closed under subdirect products if any subdirect product of a finite family of members of $\mathbf{M}$ also belongs to $\mathbf{M}$, and it is closed under subdirect factors if whenever a subdirect product of a finite family of monoids belongs to $\mathbf{M}$, then all the factors are in $\mathbf{M}$, too ${ }^{1}$. A property $\mathcal{P}$ of DR tree languages is path-defined by $\mathbf{M}$ if a DR-recognizable tree language $T$ has property $\mathcal{P}$ if and only if $\mathrm{PM}(T) \in \mathbf{M}$. Somewhat reformulated, Theorem 11 of [6] reads as follows.

Proposition 5.2. (F. Gécseg 2011) Let $\mathcal{P}$ be a property of tree languages that is also defined for string languages, and let $\mathbf{M}$ be a class of finite monoids. Assume that the following three conditions are satisfied.
(1) A $D R$-recognizable $\Sigma X$-tree language $T$ has property $\mathcal{P}$ if and only if $T_{x}$ has property $\mathcal{P}$ for every $x \in X$.

[^13](2) For string languages the property $\mathcal{P}$ is defined by $\mathbf{M}$.
(3) $\mathbf{M}$ is closed under subdirect products and subdirect factors.

Then $\mathcal{P}$ is path-defined for $D R$-recognizable tree languages by $\mathbf{M}$.
Condition (3) is explained by Lemma 5.1. If $\mathbf{M}$ is a variety of finite monoids $(\mathrm{VFM})$, i.e., if $S(\mathbf{M}), H(\mathbf{M}), P_{f}(\mathbf{M}) \subseteq \mathbf{M}$, condition (3) is always satisfied. Hence, it is redundant when we consider properties that define varieties of string languages (cf. $[2,17]$ ), and this concerns many of the best-known families of regular languages. In what follows, we replace "properties" by families of tree or string languages.

A family of tree languages (FTL) $\mathcal{V}$ assigns to all pairs $\Sigma, X$ a set $\mathcal{V}(\Sigma, X)$ of $\Sigma X$-tree languages. We write $\mathcal{V}=\{\mathcal{V}(\Sigma, X)\}$ with the understanding that $\Sigma$ and $X$ range over the appropriate alphabets. If $\Sigma$ is allowed to range over the unary ranked alphabets only, then $\mathcal{V}$ is a family of unary tree languages (FUTL). From any FTL $\mathcal{V}=\{\mathcal{V}(\Sigma, X)\}$ we get a FUTL $\mathcal{V}^{u}=\left\{\mathcal{V}^{u}(\Sigma, X)\right\}$ by restricting the range of $\Sigma$ to unary alphabets. We call $\mathcal{V}=\{\mathcal{V}(\Sigma, X)\}$ a $D R$ family of tree languages ( $D R-F T L$ ) if $\mathcal{V}(\Sigma, X) \subseteq D \operatorname{Rec}(\Sigma, X)$ for all $\Sigma$ and $X$. Similarly, a FUTL $\mathcal{V}=\{\mathcal{V}(\Sigma, X)\}$ is a $D R-F U T L$ if $\mathcal{V}(\Sigma, X) \subseteq D \operatorname{Rec}(\Sigma, X)$ for every unary $\Sigma$ and every $X$.

Let $\mathbf{M}$ be a class of finite monoids. For any $\Sigma$ and $X$, let

$$
\mathbf{M}^{p}(\Sigma, X):=\{T \in D \operatorname{Rec}(\Sigma, X) \mid \operatorname{PM}(T) \in \mathbf{M}\}
$$

Then $\mathbf{M}^{p}=\left\{\mathbf{M}^{p}(\Sigma, X)\right\}$ is the $D R$-FTL path-defined by $\mathbf{M}$, and $\mathbf{M}^{u}:=\left(\mathbf{M}^{p}\right)^{u}$ is the DR-FUTL path-defined by M.

Note that owing to Proposition 5.1, the third condition could be dropped in the following variant of Proposition 5.2.

Proposition 5.3. Let $\mathcal{V}=\{\mathcal{V}(\Sigma, X)\}$ be a DR-FTL, and let $\mathbf{M}$ be a class of finite monoids. If
(1) $\mathcal{V}^{u}=\mathbf{M}^{u}$, and
(2) $T \in \mathcal{V}(\Sigma, X)$ if and only if $\delta(T) \in \mathcal{V}^{u}(\widehat{\Sigma}, X)$ for all $\Sigma, X$ and $T \subseteq T_{\Sigma}(X)$, then $\mathcal{V}=\mathbf{M}^{p}$.

Proof. Consider any $\Sigma$ and $X$. For every $T \in D \operatorname{Rec}(\Sigma, X)$,

$$
\begin{array}{lll}
T \in \mathbf{M}^{p}(\Sigma, X) & \text { iff } & \operatorname{PM}(T) \in \mathbf{M} \quad \text { iff } \quad \operatorname{PM}(\delta(T)) \in \mathbf{M} \\
& \text { iff } & \delta(T) \in \mathbf{M}^{u}(\widehat{\Sigma}, X) \quad \text { iff } \quad \delta(T) \in \mathcal{V}^{u}(\widehat{\Sigma}, X) \\
& \text { iff } & T \in \mathcal{V}(\Sigma, X),
\end{array}
$$

where we used the definition of $\mathbf{M}^{p}$, Proposition 5.1, the definition of $\mathbf{M}^{u}$, assumption (1), and finally assumption (2). Hence $\mathcal{V}=\mathbf{M}^{p}$.

Let us now show a way to get all DR-FTLs path-defined by a VFM. For this, recall that Eilenberg [2] defines a *-variety as a family of languages with certain closure properties and shows that every $*$-variety $\mathcal{L}=\{\mathcal{L}(Z)\}$ is defined by a unique

VFM M in the sense that for any $L \subseteq Z^{*}, L \in \mathcal{L}(Z)$ if and only if $\mathrm{M}(L) \in \mathbf{M}$. For any $*$-variety $\mathcal{L}$, let $\mathcal{V}_{\mathcal{L}}=\left\{\mathcal{V}_{\mathcal{L}}(\Sigma, X)\right\}$ be the FTL where

$$
\mathcal{V}_{\mathcal{L}}(\Sigma, X)=\left\{T \in D \operatorname{Rec}(\Sigma, X) \mid(\forall x \in X) T_{x} \in \mathcal{L}(\widehat{\Sigma})\right\}
$$

for all $\Sigma$ and $X$.
Proposition 5.4. If $\mathcal{L}=\{\mathcal{L}(Z)\}$ is a *-variety and $\mathbf{M}$ is the corresponding VFM, then $\mathcal{V}_{\mathcal{L}}=\left\{\mathcal{V}_{\mathcal{L}}(\Sigma, X)\right\}$ is a DR-FTL path-defined by $\mathbf{M}$.

Proof. Let $T \in D \operatorname{Rec}(\Sigma, X)$. Since $\operatorname{PM}(T)$ is a subdirect product of the monoids $\mathrm{M}\left(T_{x}\right)(x \in X)$ and $\mathbf{M}$ is a VFM, we conclude that $\mathrm{PM}(T) \in \mathbf{M}$ if and only if $\mathrm{M}\left(T_{x}\right) \in \mathbf{M}$ for every $x \in X$. Because $T \in \mathcal{V}_{\mathcal{L}}(\Sigma, X)$ if and only if $T_{x} \in \mathcal{L}(\widehat{\Sigma})$ for every $x \in X$, and $T_{x} \in \mathcal{L}(\widehat{\Sigma})$ if and only if $\mathbf{M}\left(T_{x}\right) \in \mathbf{M}(x \in X)$, this implies that $T \in \mathcal{V}_{\mathcal{L}}(\Sigma, X)$ if and only if $\operatorname{PM}(T) \in \mathbf{M}$. Hence, $\mathcal{V}_{\mathcal{L}}=\mathbf{M}^{p}$.

Next we show that every DR-FTL path-defined by a VFM is obtained this way.
Proposition 5.5. If a $D R-F T L \mathcal{V}=\{\mathcal{V}(\Sigma, X)\}$ is path-defined by a VFM M and $\mathcal{L}=\{\mathcal{L}(Z)\}$ is the $*$-variety defined by $\mathbf{M}$, then $\mathcal{V}=\mathcal{V}_{\mathcal{L}}$.
Proof. Consider any $\Sigma$ and $X$. For every $T \in \operatorname{Dec}(\Sigma, X)$,

$$
\begin{array}{lll}
T \in \mathcal{V}(\Sigma, X) & \text { iff } & \operatorname{PM}(T) \in \mathbf{M} \quad \text { iff } \quad \operatorname{PM}\left(T_{x}\right) \in \mathbf{M} \text { for every } x \in X \\
& \text { iff } & T_{x} \in \mathcal{L}(\widehat{\Sigma}) \text { for every } x \in X \quad \text { iff } \quad T \in \mathcal{V}_{\mathcal{L}}(\Sigma, X)
\end{array}
$$

where we used the assumptions of the proposition and Lemma 5.1.
Many families of regular languages are characterized by syntactic semigroups rather than by syntactic monoids, and in [6] Gécseg gives the corresponing versions of his results. Let us modify our Propositions $5.3,5.4$ and 5.5 in the same manner.

Firstly, all languages to be considered are $\varepsilon$-free, and $*$-varieties are replaced by + -varieties and VFMs by varieties of finite semigroups (VFSs). Also, instead of the syntactic monoid $\mathrm{M}(L)$ of a language $L \subseteq Z^{+}\left(:=Z^{*} \backslash\{\varepsilon\}\right)$ we use its syntactic semigroup $\mathrm{S}(T)$. For these notions, cf. [2] or [17]. Furthermore, the syntactic path monoid $\operatorname{PM}(T)$ of a $\Sigma X$-tree language is replaced by the syntactic path semigroup $\operatorname{PS}(T):=C_{\widehat{\Sigma}}^{+} / \widehat{\sigma}_{T}$, where $C_{\widehat{\Sigma}}^{+}:=C_{\widehat{\Sigma}} \backslash\{\xi\}$ and $\widehat{\sigma}_{T}$ is $\widehat{\mu}_{T}$ restricted to $C_{\widehat{\Sigma}}^{+}$.

Let $T_{\Sigma}^{+}(X):=T_{\Sigma}(X) \backslash X$, and let us call a $\Sigma X$-tree language $T \varepsilon$-free if $T \subseteq$ $T_{\Sigma}^{+}(X)$. Obviously $T$ is $\varepsilon$-free if and only if every $T_{x}(x \in X)$ is $\varepsilon$-free. Furthermore, we call a DR-FTL or a DR-FUTL $\mathcal{V}=\{\mathcal{V}(\Sigma, X)\} \varepsilon$-free if every tree language in $\mathcal{V}$ is $\varepsilon$-free. The $\varepsilon$-free DR-FTL $\mathbf{S}^{p}=\left\{\mathbf{S}^{p}(\Sigma, X)\right\}$ path-defined by a class of finite semigroups $\mathbf{S}$ is defined by

$$
\mathbf{S}^{p}(\Sigma, X):=\left\{T \in D \operatorname{Rec}(\Sigma, X) \mid T \subseteq T_{\Sigma}^{+}(X), \operatorname{PS}(T) \in \mathbf{S}\right\}
$$

and the $\varepsilon$-free $D R$-FUTL path-defined by $\mathbf{S}$ is $\mathbf{S}^{u}:=\left(\mathbf{S}^{p}\right)^{u}$. Finally, for any +-variety $\mathcal{L}=\{\mathcal{L}(Z)\}$, let $\mathcal{V}_{\mathcal{L}}=\left\{\mathcal{V}_{\mathcal{L}}(\Sigma, X)\right\}$ be the $\varepsilon$-free DR-FTL defined by $\mathcal{V}_{\mathcal{L}}(\Sigma, X):=\left\{T \in D \operatorname{Rec}(\Sigma, X) \mid T \subseteq T_{\Sigma}^{+}(X),(\forall x \in X) T_{x} \in \mathcal{L}(\widehat{\Sigma})\right\}$.

We may now state the following variants of Propositions 5.3, 5.4 and 5.5.

Proposition 5.6. Let $\mathcal{V}=\{\mathcal{V}(\Sigma, X)\}$ be an $\varepsilon$-free $D R$ - $F T L$, and let $\mathbf{S}$ be a class of finite semigroups. If (1) $\mathcal{V}^{u}=\mathbf{S}^{u}$, and (2) $T \in \mathcal{V}(\Sigma, X)$ if and only if $\delta(T) \in$ $\mathcal{V}(\widehat{\Sigma}, X)$ for all $\Sigma, X$ and $T \subseteq T_{\Sigma}^{+}(X)$, then $\mathcal{V}=\mathbf{S}^{p}$.

Proposition 5.7. If $\mathcal{L}=\{\mathcal{L}(Z)\}$ is a +-variety and $\mathbf{S}$ is the corresponding VFS, then $\mathcal{V}_{\mathcal{L}}=\left\{\mathcal{V}_{\mathcal{L}}(\Sigma, X)\right\}$ is an $\varepsilon$-free $D R$-FTL path-defined by $\mathbf{S}$.
Proposition 5.8. If an $\varepsilon$-free $D R-F T L \mathcal{V}=\{\mathcal{V}(\Sigma, X)\}$ is path-defined by a VFS $\mathbf{S}$ and $\mathcal{L}=\{\mathcal{L}(Z)\}$ is the + -variety defined by $\mathbf{S}$, then $\mathcal{V}=\mathcal{V}_{\mathcal{L}}$.

## $6 \quad$ Some examples

Let us now apply the above results to the families of DR-recognizable tree languages considered by Gécseg and Imreh $[5,6,7,8]$. In [7] they studied monotone string and tree automata and languages. Since monotonicity is basically a property of the underlying algebras, we begin by defining monotone algebras. A $Z$-algebra $\mathcal{A}=(A, Z)$ is monotone if there is a partial order $\leq$ on $A$ such that $a \leq a z^{\mathcal{A}}$ for all $a \in A$ and $z \in Z$. A language is monotone if it is recognized by a finite monotone algebra. Let $\operatorname{Mon}=\{\operatorname{Mon}(Z)\}$ be the family monotone languages.

A DR $\Sigma$-algebra $\mathcal{A}$ is monotone if $\mathcal{A}^{u}$ is monotone. A $\Sigma X$-tree language is $D R$ monotone if it is recognized by a finite monotone DR $\Sigma$-algebra. Let $D M o n=$ $\{D \operatorname{Mon}(\Sigma, X)\}$ be the DR-FTL of DR monotone tree languages. These definitions are equivalent to the ones of Gécseg and Imreh [7] and the next lemma is an immediate consequence of their corresponding results.

Lemma 6.1. $A D R \Sigma$-algebra $\mathcal{A}=(A, \Sigma)$ is monotone if and only if the reachability relation $\Rightarrow_{\mathcal{A}}^{*}$ is a partial order on $A$. Moreover, if $\mathcal{A}$ is monotone for some partial order $\leq$, then $a \Rightarrow_{\mathcal{A}}^{*} b$ implies $a \leq b(a, b \in A)$.

Let $\mathbf{M}_{\text {cld }}$ be the class of the finite monoids in which all right-unit submonoids are closed under divisors. These notions, introduced in [7], can be defined by saying that a finite monoid $M$ belongs to $\mathbf{M}_{c l d}$ if $s\left(r_{1} r_{2}\right)=s$ implies $s r_{1}=s$ for all $s, r_{1}, r_{2} \in M$; each $s \in M$ has its right-unit submonoid $\operatorname{RU}(s):=\{r \in M \mid s r=s\}$. In [7] it was shown that that a regular string language is monotone if and only if its syntactic monoid is in $\mathbf{M}_{\text {cld }}$, and in [5] Proposition 5.2 was used for showing that the DR monotone tree languages are path-defined by $\mathbf{M}_{\text {cld }}$. That $\mathbf{M}_{c l d}$ is closed under subdirect products and factors is also implied by the following fact.
Proposition 6.1. $\mathbf{M}_{\text {cld }}$ is a VFM.
Proof. It is clear that $S\left(\mathbf{M}_{c l d}\right), P_{f}\left(\mathbf{M}_{c l d}\right) \subseteq \mathbf{M}_{c l d}$. To prove $H\left(\mathbf{M}_{c l d}\right) \subseteq \mathbf{M}_{c l d}$, let $\varphi: M \rightarrow M^{\prime}$ be an epimorphism and assume that $M \in \mathbf{M}_{c l d}$. If $M^{\prime} \notin \mathbf{M}_{c l d}$, there are elements $a^{\prime}, b^{\prime}, c^{\prime} \in M^{\prime}$ such that $a^{\prime} b^{\prime} c^{\prime}=a^{\prime}$, but $a^{\prime} b^{\prime} \neq a^{\prime}$. Let $a, b, c \in M$ be elements for which $a \varphi=a^{\prime}, b \varphi=b^{\prime}$ and $c \varphi=c^{\prime}$. Since $M$ is finite, there are numbers $k \geq 0, m \geq 1$ such that $(b c)^{k+m}=(b c)^{k}$. Let $d:=a(b c)^{k}$. Then $d \cdot\left(b \cdot\left(c(b c)^{m-1}\right)\right)=a(b c)^{k+m}=d$ but $d \cdot b \neq d$ because $(d \cdot b) \varphi=a^{\prime} b^{\prime}$ while $d \varphi=a^{\prime}$. This would mean that $b \notin \operatorname{RU}(d)$ although $b \cdot\left(c(b c)^{m-1}\right) \in \operatorname{RU}(d)$. Hence, $M^{\prime} \in \mathbf{M}_{\text {cld }}$ must hold.

Since Mon is defined by $\mathbf{M}_{\text {cld }}$, it follows from Eilenberg's Variety Theorem that $\operatorname{Mon}=\{\operatorname{Mon}(Z)\}$ is a $*$-variety.

Proposition 6.2. $D M o n=\mathcal{V}_{M o n}$.
Proof. Let $T \in D \operatorname{Rec}(\Sigma, X)$. If $T \in \operatorname{Don}(\Sigma, X)$, then $T$ is recognized by a finite monotone DR $\Sigma$-algebra $\mathcal{A}$. By Proposition 4.4, every $T_{x}(x \in X)$ is recognized by the monotone $\widehat{\Sigma}$-algebra $\mathcal{A}^{u}$. Hence, $T \in \mathcal{V}_{M o n}(\Sigma, X)$.

Conversely, if $T_{x} \in \operatorname{Mon}(\widehat{\Sigma})$ for every $x \in X$, then each $T_{x}$ is recognized by a monotone $\widehat{\Sigma}$-algebra $\mathcal{A}_{x}$. By Proposition $4.4 T$ is recognized by the direct product of the algebras $\mathcal{A}_{x}^{d}$, and this DR algebra is monotone (cf. Proposition 7.2 below).

By Proposition 5.4, Theorem 22 of [7] follows from Proposition 6.2.
Corollary 6.1. DMon is path-defined by the VFM $\mathbf{M}_{\text {cld }}$.
As a second example we consider nilpotent DR algebras and tree languages. Since nilpotent string languages are characterized by their syntactic semigroups, we shall use Proposition 5.7. The finite and co-finite $\varepsilon$-free languages form a + -variety $N i l=\{\operatorname{Nil}(Z)\}$ which corresponds to the VFS Nil of finite nilpotent semigroups: a semigroup $S$ is nilpotent if it has a zero-element 0 and there is a number $k \geq 1$ such that $s_{1} \cdot \ldots \cdot s_{k}=0$ for all $s_{1}, \ldots, s_{k} \in S$ (cf. [2, 17]). A $Z$-algebra $\mathcal{A}=(A, Z)$ is nilpotent if there exist an element $\tilde{a} \in A$ and a number $k \geq 0$ such that $a v^{\mathcal{A}}=\tilde{a}$ for all $a \in A$ and every $v \in Z^{*}$ of length $k$. It is easy to see that the $\varepsilon$-free languages recognized by these algebras are exactly the members of Nil (cf. [9], p. 125).

Let us call a DR $\Sigma$-algebra $\mathcal{A}$ nilpotent if the $\widehat{\Sigma}$-algebra $\mathcal{A}^{u}$ is nilpotent. It is clear that this definition is equivalent to the one of [8]. A $\Sigma X$-tree language is $D R$ nilpotent if it is recognized by a finite nilpotent DR $\Sigma$-algebra. Let $D N i l=$ $\{\operatorname{DNil}(\Sigma, X)\}$ be the FTL of $\varepsilon$-free DR nilpotent tree languages.

Proposition 6.3. $D N i l=\mathcal{V}_{N i l}$.
Proof. The proposition follows from Proposition 4.4 and the facts mentioned above. Firstly, if $T \subseteq T_{\Sigma}^{+}(X)$ is recognized by a finite nilpotent DR $\Sigma$-algebra $\mathcal{A}$, then every $T_{x}$ is recognized by the finite nilpotent $\widehat{\Sigma}$-algebra $\mathcal{A}^{u}$, and therefore belongs to $N i l(\widehat{\Sigma})$. On the other hand, if each $T_{x}$ is recognized by a finite nilpotent $\widehat{\Sigma}$-algebra $\mathcal{A}_{x}$, then $T$ is recognized by the finite nilpotent DR $\Sigma$-algebra $\prod\left(\mathcal{A}_{x}^{d} \mid x \in X\right)$.

Proposition 5.7 yields the following result proved in [8].

## Corollary 6.2. DNil is path-defined by the VFS Nil.

As our third example we discuss the DR definite tree languages considered in $[6,8]$. Let us first recall that a $Z$-algebra $\mathcal{A}=(A, Z)$ is definite if there is a $k \geq 0$ such that $a v^{\mathcal{A}}=b v^{\mathcal{A}}$ for all $a, b \in A$ and every $v \in Z^{*}$ of length $k$. The languages recognized by definite algebras are also called definite, and they are the languages of the form $E \cup Z^{*} F$ where, for some $k \geq 0, E$ is a set of words of length $<k$ and $F$ is a set of words of length $k$ (cf. [9], for example). The $\varepsilon$-free definite languages form
a + -variety $\operatorname{Def}=\{\operatorname{Def}(Z)\}$ characterized by the VFS $\mathbf{D}$ of all finite semigroups $S$ such that $S e=\{e\}$ for every idempotent $e \in S$ (cf. [2]).

Let us call a DR $\Sigma$-algebra $\mathcal{A}$ definite if the $\widehat{\Sigma}$-algebra $\mathcal{A}^{u}$ is definite, and say that a $\Sigma X$-tree language is $D R$ definite if it is recognized by a finite definite DR $\Sigma$-algebra. Again, these definitions are equivalent to those of [8]. Let $D D e f=$ $\{D \operatorname{Def}(\Sigma, X)\}$ be the DR-FTL of all $\varepsilon$-free DR definite tree languages.

It follows directly from our definitions and Proposition 4.4 that $D D e f=\mathcal{V}_{D e f}$. Hence, Proposition 5.7 yields the following result proved in [8].
Proposition 6.4. DDef is path-defined by the VFS D.
Thus all three families of DR-recognizable tree languages shown in $[6,8]$ to be path-definable by a class of finite monoids or semigroups are obtained from a *- or a + -variety using Proposition 5.4 or Proposition 5.7. By Propositions 5.5 and 5.8 this can be expected once we know that the corresponding family of string languages is a $*$ - or a + -variety. Indeed, any $*-$ and + -variety will yield a DR-FTL or an $\varepsilon$-free DR-FTL path-definable by a VFM or a VFS, respectively.

## 7 Varieties of finite DR algebras

In this section we discuss varieties of finite $\mathrm{DR} \Sigma$-algebras for an arbitrarily fixed ranked alphabet $\Sigma$. The class operators $S, H, P_{f}$ and $V_{f}$ are defined for DR $\Sigma$ algebras in the natural way, and we call a class $\mathbf{K}$ of finite DR $\Sigma$-algebras a variety of finite $D R \Sigma$-algebras (DR $\Sigma$-VFA) if $S(\mathbf{K}), H(\mathbf{K}), P_{f}(\mathbf{K}) \subseteq \mathbf{K}$.

In [3] Ésik defines $\mathbf{K}^{u}:=\left\{\mathcal{A}^{u} \mid \mathcal{A} \in \mathbf{K}\right\}$ for any class $\mathbf{K}$ of DR $\Sigma$-algebras. He noted that $\mathbf{K}$ is a variety of $\operatorname{DR} \Sigma$-algebras if and only if $\mathbf{K}^{u}$ is a variety of $\widehat{\Sigma}$-algebras, and that notions from the theory of varieties of algebras may therefore be extended to DR algebras. We shall apply the operation $\mathbf{K} \mapsto \mathbf{K}^{u}$ to classes of finite $\mathrm{DR} \Sigma$-algebras, and we also introduce the converse operation that associates with each class $\mathbf{U}$ of finite $\widehat{\Sigma}$-algebras the class $\mathbf{U}^{d}:=\left\{\mathcal{C}^{d} \mid \mathcal{C} \in \mathbf{U}\right\}$ of finite DR $\Sigma$-algebras. Obviously, $\mathbf{K}^{u d}=\mathbf{K}$ and $\mathbf{U}^{d u}=\mathbf{U}$.

Lemma 7.1. Let $\mathbf{K}$ be a class of finite $D R \Sigma$-algebras and $\mathbf{U}$ be a class of finite $\widehat{\Sigma}$-algebras. Then
(a) $H(\mathbf{K})^{u}=H\left(\mathbf{K}^{u}\right), S(\mathbf{K})^{u}=S\left(\mathbf{K}^{u}\right)$ and $P_{f}(\mathbf{K})^{u}=P_{f}\left(\mathbf{K}^{u}\right)$, and
(b) $H(\mathbf{U})^{d}=H\left(\mathbf{U}^{d}\right), S(\mathbf{U})^{d}=S\left(\mathbf{U}^{d}\right)$ and $P_{f}(\mathbf{U})^{d}=P_{f}\left(\mathbf{U}^{d}\right)$.

Hence, $\mathbf{K}$ is a $D R \Sigma$-VFA if and only if $\mathbf{K}^{u}$ is a $\widehat{\Sigma}-V F A$, and $\mathbf{U}$ is a $\widehat{\Sigma}-V F A$ if and only if $\mathbf{U}^{d}$ is a $D R \Sigma-V F A$.
Proof. The equalities in (a) and (b) are immediate consequences of Lemma 3.1, and the remaining claims follow from them.

An easy modification of Tarski's well-known HSP-theorem (cf. [1], p. 61) yields $V_{f}(\mathbf{K})=H S P_{f}(\mathbf{K})$ for any ranked alphabet $\Sigma$ and any class $\mathbf{K}$ of finite $\Sigma$-algebras (cf. [18], for example). Let us derive the corresponding representation for finite DR $\Sigma$-algebras.

Proposition 7.1. $V_{f}(\mathbf{K})=H S P_{f}(\mathbf{K})$ for any class $\mathbf{K}$ of finite $D R \Sigma$-algebras.
Proof. Clearly, $\mathbf{K} \subseteq H S P_{f}(\mathbf{K})$. As a special case of the fact noted above, we get $V_{f}\left(\mathbf{K}^{u}\right)=H S P_{f}\left(\mathbf{K}^{u}\right)$. This means, in particular, that $H S P_{f}\left(\mathbf{K}^{u}\right)$ is a $\widehat{\Sigma}$-VFA. Since $H S P_{f}(\mathbf{K})^{u}=H S P_{f}\left(\mathbf{K}^{u}\right)$, this implies by Lemma 7.1 that $H S P_{f}(\mathbf{K})$ is a DR $\Sigma$-VFA. If $\mathbf{L}$ is a DR $\Sigma$-VFA with $\mathbf{K} \subseteq \mathbf{L}$, then $H S P_{f}(\mathbf{K}) \subseteq H S P_{f}(\mathbf{L})=\mathbf{L}$. Hence, $\operatorname{HSP}_{f}(\mathbf{K})$ is the DR $\Sigma$-VFA generated by $\mathbf{K}$.

Lemma 7.1 and Proposition 7.1 yield the following fact.
Corollary 7.1. $V_{f}(\mathbf{K})=V_{f}\left(\mathbf{K}^{u}\right)^{d}$ for any class $\mathbf{K}$ of finite $D R \Sigma$-algebras.
Let $\mathbf{D M o n}_{\Sigma}, \mathbf{D N i l}_{\Sigma}$ and $\mathbf{D D e f}_{\Sigma}$ denote the classes of all finite monotone, nilpotent and definite DR $\Sigma$-algebras, respectively.
Proposition 7.2. $\mathbf{D M o n}_{\Sigma}, \mathbf{D N i l}_{\Sigma}$ and $\mathbf{D D e f}_{\Sigma}$ are $D R \Sigma$ - $V F A s$.
Proof. By Lemma 7.1, it suffices to verify that the corresponding classes DMon ${ }_{\Sigma}^{u}$, $\mathbf{D N i l} \Sigma_{\Sigma}^{u}$ and $\mathbf{D D e f}_{\Sigma}^{u}$ of unary algebras are $\widehat{\Sigma}$-VFAs.

Gécseg and Imreh [7] proved that all finite direct products and homomorphic images of monotone finite automata are monotone. These results apply directly to unary algebras, and hence $P_{f}\left(\mathbf{D M o n}_{\Sigma}^{u}\right) \subseteq \mathbf{D M o n}_{\Sigma}^{u}$ and $H\left(\mathbf{D M o n}_{\Sigma}^{u}\right) \subseteq \mathbf{D M o n}_{\Sigma}^{u}$. Since it is clear that subalgebras of monotone algebras are monotone, we may conclude that $\mathbf{D M o n}_{\Sigma}^{u}$ is a $\widehat{\Sigma}$-VFA.

In [18] it was noted that for any ranked alphabet $\Sigma$, the finite nilpotent $\Sigma$ algebras form an $\Sigma$-VFA, and in [4] Ésik proved the corresponding fact about finite definite $\Sigma$-algebras. Hence, also $\mathbf{D N i l} \Sigma_{\Sigma}^{u}$ and $\mathbf{D D e f}_{\Sigma}^{u}$ are $\widehat{\Sigma}$-VFAs.

Let us now consider equational definitions of DR $\Sigma$-VFAs. The terms appearing in $\widehat{\Sigma}$-identities are written as expressions $\xi u$, where $\xi$ is a variable and $u \in \widehat{\Sigma}^{*}$. There are two types of $\widehat{\Sigma}$-identities, the regular identities $\xi u \approx \xi v$ and the irregular identities $\xi u \approx \xi^{\prime} v$, in which $\xi$ and $\xi^{\prime}$ are two distinct variables. A $\widehat{\Sigma}$-algebra $\mathcal{C}=(C, \widehat{\Sigma})$ satisfies $\xi u \approx \xi v$ if $u^{\mathcal{C}}=v^{\mathcal{C}}$, and it satisfies $\xi u \approx \xi^{\prime} v$, where $\xi \neq \xi^{\prime}$, if $c u^{\mathcal{C}}=d v^{\mathcal{C}}$ for all $c, d \in C$. Furthermore, $\mathcal{C}$ ultimately satisfies an $\omega$-sequence

$$
E=\left\langle\ell_{0} \approx r_{0}, \ell_{1} \approx r_{1}, \ell_{2} \approx r_{2}, \ldots\right\rangle
$$

of $\widehat{\Sigma}$-identities if there exists an $n_{0} \geq 0$ such that $\mathcal{C}$ satisfies $\ell_{n} \approx r_{n}$ for every $n \geq n_{0}$. The class $E^{u}$ of finite $\widehat{\Sigma}$-algebras ultimately defined by $E$ consists of the finite $\widehat{\Sigma}$-algebras ultimately satisfying $E$. By a well-known theorem by Eilenberg and Schützenberger (cf. [2, 17]), a class K of finite $\widehat{\Sigma}$-algebras is a $\widehat{\Sigma}$-VFA if and only if $\mathbf{K}=E^{u}$ for some $\omega$-sequence $E$ of $\widehat{\Sigma}$-identities.

Following Ésik [3] we say that a $D R \Sigma$-algebra $\mathcal{A}$ satisfies a $\widehat{\Sigma}$-identity $\ell \approx r$ if $\mathcal{A}^{u}$ satisfies $\ell \approx r$. Naturally, $\mathcal{A}$ ultimately satisfies an $\omega$-sequence $E$ of $\widehat{\Sigma}$-identities if $\mathcal{A}^{u}$ ultimately satisfies $E$. The class of finite DR $\Sigma$-algebras ultimate satisfying $E$ is denoted by $E^{d}$. Thus $E^{u}$ is a class of $\widehat{\Sigma}$-algebras and $E^{u d}:=\left(E^{u}\right)^{d}$ is the corresponding class of $\mathrm{DR} \Sigma$-algebras. Similarly, $E^{d u}:=\left(E^{d}\right)^{u}$ is the class of $\widehat{\Sigma}$-algebras corresponding to the class $E^{d}$ of $D R \Sigma$-algebras. Since $E^{u d}=E^{d}$ and
$E^{d u}=E^{u}$, the next proposition follows from the Eilenberg-Schützenberger theorem and Lemma 7.1.

Proposition 7.3. A class $\mathbf{K}$ of finite $D R \Sigma$-algebras is a $D R \Sigma-V F A$ if and only if $\mathbf{K}=E^{d}$ for some $\omega$-sequence $E$ of $\widehat{\Sigma}$-identities.

## 8 Concluding remarks

We have considered some aspects of DR tree recognizers and DR-recognizable tree languages. Our algebraic approach is in a large part based on the connection between DR algebras and unary algebras put forward by Ésik [3]. It was used for describing the relationship between a DR-recognizable tree language and its path language as well as in the discussion of varieties of finite DR algebras.

In Section 5 we showed that any $*$ - or + -variety defines a family of DRrecognizable tree languages path-definable by a variety of finite monoids or a variety of finite semigroups, respectively. Hence there are many families of DR-recognizable tree languages that could be investigated similarly as the families DMon, DNil and $D D e f$ were studied in the papers $[7,8,13,14]$. On a more general level, one should describe the common properties of all such families. In particular, it is conceivable that they are characterized by some closure properties. It is also natural to consider the families of DR-recognizable tree languages that correspond to a varieties of finite DR algebras. Such questions belong to a variety theory of DR-recognizable tree languages still to be developed.
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#### Abstract

In this paper we investigate local-to-global phenomena for a new family of complexity functions of infinite words indexed by $k \geq 0$. Two finite words $u$ and $v$ are said to be $k$-abelian equivalent if for all words $x$ of length less than or equal to $k$, the number of occurrences of $x$ in $u$ is equal to the number of occurrences of $x$ in $v$. This defines a family of equivalence relations, bridging the gap between the usual notion of abelian equivalence (when $k=1$ ) and equality (when $k=\infty$ ). Given an infinite word $w$, we consider the associated complexity function which counts the number of $k$-abelian equivalence classes of factors of $w$ of length $n$. As a whole, these complexity functions have a number of common features: Each gives a characterization of periodicity in the context of bi-infinite words, and each can be used to characterize Sturmian words in the framework of aperiodic one-sided infinite words. Nevertheless, they also exhibit a number of striking differences, the study of which is one of the main topics of our paper.


## 1 Introduction

A fundamental problem in both mathematics and computer science is to describe local constraints which imply global regularities. A splendid example of this phenomena may be found in the framework of combinatorics on words. In their seminal papers [19, 20], G. A. Hedlund and M. Morse proved that a bi-infinite word $w$ is periodic if and only if for some positive integer $n$, the word $w$ contains at most $n$ distinct factors of length $n$. In other words, it describes the exact borderline between periodicity and aperiodicity of words in terms of the factor complexity function which counts the number of distinct factors of each length $n$. An analogous result was established some thirty years later by E. Coven and G. A. Hedlund in the framework of abelian equivalence. They show that a bi-infinite word is periodic if

[^14]and only if for some positive integer $n$ all factors of $w$ are abelian equivalent. Thus once again it is possible to distinguish between periodic and aperiodic words on a local level by counting the number of abelian equivalence classes of factors of length $n$.

In this paper we study the local-to-global behavior for a new family of complexity functions $\mathcal{P}_{w}^{k}$ of infinite words indexed by $k \in \mathbb{Z}_{+} \cup\{\infty\}$ where $\mathbb{Z}_{+}=\{1,2,3, \ldots\}$ denotes the set of positive integers. Let $k \in \mathbb{Z}_{+} \cup\{\infty\}$ and $A$ be a finite non-empty set. Two finite words $u, v \in A^{*}$ are said to be $k$-abelian equivalent if for all $x \in A^{*}$ of length at most $k$, the number of occurrences of $x$ in $u$ is equal to the number of occurrences of $x$ in $v$. This defines a family of equivalence relations $\sim_{k}$ on $A^{*}$, bridging the gap between the usual notion of abelian equivalence (when $k=1$ ) and equality (when $k=\infty$ ). Abelian equivalence of words has long been a subject of great interest (see, for instance, Erdős's problem, $[5,6,7,9,17,22,23,24,26])$. Although the notion of $k$-abelian equivalence is quite new, there are already a number of papers on the topic $[11,12,13,14,15,18]$.

Given an infinite word $w \in A^{\omega}$, we consider the associated complexity function $\mathcal{P}_{w}^{k}: \mathbb{Z}_{+} \rightarrow \mathbb{Z}_{+}$which counts the number of $k$-abelian equivalence classes of factors of $w$ of length $n$. Thus $\mathcal{P}_{w}^{\infty}$ corresponds to the usual factor complexity (sometimes called subword complexity in the literature) while $\mathcal{P}_{w}^{1}$ corresponds to abelian complexity. As it turns out, each intermediate complexity function $\mathcal{P}_{w}^{k}$ can be used to detect periodicity of words. As a starting point of our research, we list two classical results on factor and abelian complexity in connection with periodicity, and their $k$-abelian counterparts proved by the authors in [15]. We note that in each case, the first two items are included in the third.

Theorem 1. Let $w$ be a bi-infinite word over a finite alphabet. Then the following properties hold:

- (M. Morse, G. A. Hedlund, [19]) The word $w$ is periodic if and only if $\mathcal{P}_{w}^{\infty}(n)<n+1$ for some $n \geq 1$.
- (E. M. Coven, G. A. Hedlund, [6]) The word $w$ is periodic if and only if $\mathcal{P}_{w}^{1}(n)<2$ for some $n \geq 1$.
- The word $w$ is periodic if and only if $\mathcal{P}_{w}^{k}(n)<\min \{n+1,2 k\}$ for some $k \in \mathbb{Z}_{+} \cup\{\infty\}$ and $n \geq 1$.

Also, each complexity provides a characterization for an important class of binary words, the so-called Sturmian words:

Theorem 2. Let $w$ be an aperiodic one-sided infinite word. Then the following properties hold:

- (M. Morse, G. A. Hedlund, [20]). The word $w$ is Sturmian if and only if $\mathcal{P}_{w}^{\infty}(n)=n+1$ for all $n \geq 1$.
- (E. M. Coven, G. A. Hedlund, [6]). The word $w$ is Sturmian if and only if $\mathcal{P}_{w}^{1}(n)=2$ for all $n \geq 1$.
- The word $w$ is Sturmian if and only if $\mathcal{P}_{w}^{k}(n)=\min \{n+1,2 k\}$ for all $k \in$ $\mathbb{Z}_{+} \cup\{\infty\}$ and $n \geq 1$.

However, in other respects, these various complexities exhibit radically different behaviors. For instance, in the context of one-sided infinite words, the first item in Theorem 1 gives rise to a characterization of ultimately periodic words, while for the other two, the result holds in only one direction: If $\mathcal{P}_{w}^{k}(n)<\min \{n+1,2 k\}$ for some $k \in \mathbb{Z}_{+}$and $n \geq 1$ then $w$ is ultimately periodic, but not conversely (see [15]). For instance in the simplest case when $k=1$, it is easy to see that if $w$ is the ultimately periodic word $01^{\omega}$, then for each positive integer $n$ there are precisely two abelian classes of factors of $w$ of length $n$. However, the same is true of the (aperiodic) infinite Fibonacci word $w=0100101001001 \cdots$ defined as the fixed point of the morphism $0 \mapsto 01,1 \mapsto 0$. Analogously, in Theorem 2 the first item holds without the added assumption that $w$ be aperiodic, while the other two items do not. Another striking difference between them is in their rate of growth. Consider for instance the binary Champernowne word $\mathcal{C}=011011100101110111 \cdots$ obtained by concatenating the binary representation of the consecutive natural numbers. Let $w$ denote the morphic image of $\mathcal{C}$ under the Thue-Morse morphism $0 \mapsto 01,1 \mapsto 10$. Then while $\mathcal{P}_{w}^{\infty}(n)$ has exponential growth, it can be shown that $\mathcal{P}_{w}^{1}(n) \leq 3$ for all $n$. Yet another fundamental disparity concerns the difference $\mathcal{P}_{w}^{k}(n+1)-\mathcal{P}_{w}^{k}(n)$. For factor complexity, one always has $\mathcal{P}_{w}^{\infty}(n+1)-\mathcal{P}_{w}^{\infty}(n) \geq 0$, while for general $k$ this inequality is far from being true.

A primary objective in this paper is to study the asymptotic lower and upper complexities defined by

$$
\mathcal{L}_{w}^{k}(n)=\min _{m \geq n} \mathcal{P}_{w}^{k}(m) \quad \text { and } \quad \mathcal{U}_{w}^{k}(n)=\max _{m \leq n} \mathcal{P}_{w}^{k}(m)
$$

Surprisingly these quantities can deviate from one another quite drastically. Indeed, one of our main results is to compute these values for the famous Thue-Morse word. We show that the upper limit is logarithmic, while the lower limit is just constant, in fact at most 8 in the case $k=2$. This is quite unexpected considering the Thue-Morse word is both pure morphic and abelian periodic (of period 2). If we however allow more general words, then we obtain much stronger evidence of the non-existence of gaps in low $k$-abelian complexity classes. We construct uniformly recurrent infinite words having arbitrarily low upper limit and just constant lower limit. The concept of $k$-abelian complexity also leads to many interesting open questions. We conclude the paper in Section 6 by mentioning some of these problems.

This is an extended version of an article that was presented at the 18th conference on Developments in Language Theory [16].

## 2 Preliminaries

Let $\Sigma$ be a finite non-empty set called the alphabet. The set of all finite words over $\Sigma$ is denoted by $\Sigma^{*}$ and the set of all (right) infinite words is denoted by $\Sigma^{\omega}$. The
set of positive integers is denoted by $\mathbb{Z}_{+}$. A function $f: \mathbb{Z}_{+} \rightarrow \mathbb{R}$ is increasing if $f(m) \leq f(n)$ for all $m<n$, and strictly increasing if $f(m)<f(n)$ for all $m<n$.

Let $w \in \Sigma^{\omega}$. The word $w$ is periodic if there is $u \in \Sigma^{*}$ such that $w=u^{\omega}$, and ultimately periodic if there are $u, v \in \Sigma^{*}$ such that $w=v u^{\omega}$. If $w$ is not ultimately periodic, then it is aperiodic. Let $u=a_{0} \cdots a_{m-1}$ and $a_{0}, \ldots, a_{m-1} \in \Sigma$. The prefix of length $n$ of $u$ is $\operatorname{pref}_{n}(u)=a_{0} \cdots a_{n-1}$ and the suffix of length $n$ of $u$ is $\operatorname{suff}_{n}(u)=a_{m-n} \cdots a_{m-1}$. If $0 \leq i \leq m$, then the notation $\operatorname{rfact}_{n}^{i}(u)=a_{i} \cdots a_{i+n-1}$ is used. The length of a word $u$ is denoted by $|u|$ and the number of occurrences of another word $x$ as a factor of $u$ by $|u|_{x}$. As a trivial boundary case, $|u|_{\varepsilon}=|u|+1$. Two words $u, v \in \Sigma^{*}$ are abelian equivalent if $|u|_{a}=|v|_{a}$ for all $a \in \Sigma$.

Let $k \in \mathbb{Z}_{+}$. Two words $u, v \in \Sigma^{*}$ are $k$-abelian equivalent if $|u|_{x}=|v|_{x}$ for all words $x$ of length at most $k$. $k$-abelian equivalence is denoted by $\sim_{k}$. If the length of $u$ and $v$ is at least $k-1$, then $u \sim_{k} v$ if and only if $|u|_{x}=|v|_{x}$ for all words $x$ of length $k$ and $\operatorname{pref}_{k-1}(u)=\operatorname{pref}_{k-1}(v)$ and $\operatorname{suff}_{k-1}(u)=\operatorname{suff}_{k-1}(v)$. This gives an alternative definition for $k$-abelian equivalence. A proof can be found in [15].

Let $w \in \Sigma^{\omega}$. The set of factors of $w$ of length $n$ is denoted by $\mathcal{F}_{w}(n)$. The factor complexity of $w$ is the function $\mathcal{P}_{w}^{\infty}: \mathbb{Z}_{+} \rightarrow \mathbb{Z}_{+}$defined by

$$
\mathcal{P}_{w}^{\infty}(n)=\# \mathcal{F}_{w}(n)
$$

where $\#$ is used to denote the cardinality of a set. Let $k \in \mathbb{Z}_{+}$. The $k$-abelian complexity of $w$ is the function $\mathcal{P}_{w}^{k}: \mathbb{Z}_{+} \rightarrow \mathbb{Z}_{+}$defined by

$$
\mathcal{P}_{w}^{k}(n)=\#\left(\mathcal{F}_{w}(n) / \sim_{k}\right)
$$

Factor complexity functions are always increasing, and even strictly increasing for aperiodic words. For $k$-abelian complexity this is not true. This is why we define upper $k$-abelian complexity $\mathcal{U}_{w}^{k}$ and lower $k$-abelian complexity $\mathcal{L}_{w}^{k}$ :

$$
\mathcal{U}_{w}^{k}(n)=\max _{m \leq n} \mathcal{P}_{w}^{k}(m) \quad \text { and } \quad \mathcal{L}_{w}^{k}(n)=\min _{m \geq n} \mathcal{P}_{w}^{k}(m)
$$

These two functions can be significantly different. For example, if $w$ is the ThueMorse word and $k \geq 2$, then $\mathcal{U}_{w}^{k}(n)=\Theta(\log n)$ and $\mathcal{L}_{w}^{k}(n)=\Theta(1)$. This will be proved in Section 4.

When using $\Theta$-notation, the parameter $k$ and the size of the alphabet are assumed to be fixed, so the implied constants of the $\Theta$-notation can depend on them.

The abelian complexity of a binary word $w \in\{0,1\}^{\omega}$ can be determined by using the formula (see [24])

$$
\begin{equation*}
\mathcal{P}_{w}^{1}(n)=\max \left\{|u|_{1} \mid u \in \mathcal{F}_{n}(w)\right\}-\min \left\{|u|_{1} \mid u \in \mathcal{F}_{n}(w)\right\}+1 \tag{1}
\end{equation*}
$$

For $k \in \mathbb{Z}_{+} \cup\{\infty\}$, we define

$$
q^{k}: \mathbb{Z}_{+} \rightarrow \mathbb{Z}_{+}, q^{k}(n)=\min \{n+1,2 k\} .
$$

The significance of this function is that if $w$ is Sturmian, then $\mathcal{P}_{w}^{k}=q^{k}$. This is further discussed in Section 3.

There are large classes of words for which the $k$-abelian complexities are of the same order for many values of $k$. This is shown in the next two lemmas. Thus when analyzing the growth rate of the $k$-abelian complexity of a word, it may be sufficient to analyze the abelian or 2-abelian complexity.

Lemma 1. Let $w \in\{0,1\}^{\omega}$ be such that every factor of $w$ of length $k$ contains at most one occurrence of 1 . Then $\mathcal{P}_{w}^{k}(n)=\Theta\left(\mathcal{P}_{w}^{1}(n)\right)$.

Proof. Clearly $\mathcal{P}_{w}^{k}(n) \geq \mathcal{P}_{w}^{1}(n)$. Let $u$ be a factor of $w$ of length $n$. Let $x=$ $0^{i} 10^{k-i-1}$. Every factor of $w$ of length $k$ except $0^{k}$ is of this form, because every factor of $w$ of length $k$ contains at most one occurrence of 1 . For the same reason, $|u|_{x}=|u|_{1}-a$, where $a \in\{0,1,2\}$ depending on $\operatorname{pref}_{k-1}(u)$ and $\operatorname{suff}_{k-1}(u)$. It follows that the $k$-abelian equivalence class of $u$ is determined by $\operatorname{pref}_{k-1}(u)$, $\operatorname{suff}_{k-1}(u)$, and $|u|_{1}$. The number of possible pairs $\left(\operatorname{pref}_{k-1}(u)\right.$, $\left.\operatorname{suff}_{k-1}(u)\right)$ is at most $k^{2}$, and the number of possible values for $|u|_{1}$ is $\mathcal{P}_{w}^{1}(n)$, so $\mathcal{P}_{w}^{k}(n) \leq$ $k^{2} \mathcal{P}_{w}^{1}(n)$.

Lemma 2. Let $k, m \geq 2$ and let $w$ be a fixed point of an $m$-uniform morphism $h$. Let $i$ be such that $m^{i} \geq k-1$. Then $\mathcal{P}_{w}^{k}\left(m^{i}(n+1)\right)=O\left(\mathcal{P}_{w}^{2}(n)\right)$.

Proof. Every factor of $w$ of length $m^{i}(n+1)$ can be written as $p h^{i}(u) q$, where $u$ is a factor of $w$ of length $n$ and $|p q|=m^{i}$. The $k$-abelian equivalence class of $p h^{i}(u) q$ is determined by $p, q$, and the 2 -abelian equivalence class of $u$. The number of possible pairs $(p, q)$ is $O(1)$, and the number of possible values for the 2-abelian equivalence class of $u$ is $\mathcal{P}_{w}^{2}(n)$. The claim follows.

In particular, Lemma 2 can be applied to the Thue-Morse word to analyze its $k$-abelian complexity once the behavior of its 2 -abelian complexity is known.

It has been shown that there are many words for which the $k$-abelian and $(k+1)$ abelian complexities are similar, but there are also many words for which they are very different. For example, there are words having bounded $k$-abelian complexity but linear $(k+1)$-abelian complexity. These words can even be assumed to be $k$-abelian periodic, meaning that they are of the form $u_{1} u_{2} \cdots$, where $u_{1}, u_{2}, \ldots$ are $k$-abelian equivalent. This is shown in the next lemma.

Lemma 3. For every $k \geq 1$, there is a $k$-abelian periodic word $w$ such that $\mathcal{P}_{w}^{k+1}(n)=\Theta(n)$.

Proof. Let $W \in\{0,1\}^{\omega}$ be a word with linear abelian complexity (e.g., the Champernowne word) and let $h$ be the morphism defined by

$$
h(0)=0^{k+1} 10^{k-1} 1, \quad h(1)=0^{k} 10^{k} 1 .
$$

Then the word $w=h(W)$ is $k$-abelian periodic of period $2 k+2$. If $u, v \in\{0,1\}^{*}$ are not abelian equivalent, then $h(u)$ and $h(v)$ are not $(k+1)$-abelian equivalent because the factor $10^{k-1} 1$ appears only inside $h(0)$. On the other hand, if $u, v \in\{0,1\}^{*}$ are
abelian equivalent and $p, q \in\{0,1\}^{*}$, then $p h(u) q$ and $p h(v) q$ are $(k+1)$-abelian equivalent. It follows that

$$
\begin{equation*}
\mathcal{P}_{w}^{k+1}((2 k+2) n)=\Theta\left(\mathcal{P}_{W}^{1}(n)\right)=\Theta(n) \tag{2}
\end{equation*}
$$

We know that

$$
\begin{equation*}
\mathcal{P}_{w}^{k+1}(n+1) \leq 2 \mathcal{P}_{w}^{k+1}(n) \tag{3}
\end{equation*}
$$

for all $n$ (this would work for all words $w$ if 2 would be replaced by the size of the alphabet). Every $n$ can be written as $(2 k+2) n^{\prime}+r$, where $0 \leq r<2 k+2$, so from (2) and (3) it follows that

$$
\mathcal{P}_{w}^{k+1}(n)=\mathcal{P}_{w}^{k+1}\left((2 k+2) n^{\prime}+r\right) \leq 2^{r} \mathcal{P}_{w}^{k+1}\left((2 k+2) n^{\prime}\right)=\Theta\left(n^{\prime}\right)=\Theta(n)
$$

Similarly, every $n$ can be written as $(2 k+2) n^{\prime}-r$, where $0 \leq r<2 k+2$, so from (2) and (3) it follows that

$$
\mathcal{P}_{w}^{k+1}(n)=\mathcal{P}_{w}^{k+1}\left((2 k+2) n^{\prime}-r\right) \geq 2^{-r} \mathcal{P}_{w}^{k+1}\left((2 k+2) n^{\prime}\right)=\Theta\left(n^{\prime}\right)=\Theta(n)
$$

The claim follows.

## 3 Minimal $k$-Abelian Complexities

In this section classes of words with small $k$-abelian complexity are studied. Some well-known results about factor complexity are compared to results on $k$-abelian complexity proved in [15]. It should be expected that ultimately periodic words have low complexity, and this is indeed true for $k$-abelian complexity, although the $k$-abelian complexity of some ultimately periodic words is higher that the $k$-abelian complexity of some aperiodic words. For many complexity measures, Sturmian words have the lowest complexity among aperiodic words. This is also true for $k$-abelian complexity.

We recall the famous theorem of Morse and Hedlund [19] characterizing ultimately periodic words in terms of factor complexity. This theorem can be generalized for $k$-abelian complexity: If $\mathcal{P}_{w}^{k}(n)<q^{k}(n)$ for some $n$, then $w$ is ultimately periodic, and if $w$ is ultimately periodic, then $\mathcal{P}_{w}^{\infty}(n)$ is bounded. This was proved in [15].

If $k$ is finite, then this generalization does not give a characterization of ultimately periodic words, because the function $q^{k}$ is bounded. In fact, it is impossible to characterize ultimately periodic words in terms of $k$-abelian complexity. For example, the word $0^{2 k-1} 1^{\omega}$ has the same $k$-abelian complexity as every Sturmian word. On the other hand, for every ultimately periodic word $w$ there is a finite $k$ such that $\mathcal{P}_{w}^{k}(n)<q^{k}(n)$ for all sufficiently large $n$.

The theorem of Morse and Hedlund has a couple of immediate consequences. The words $w$ with $\mathcal{P}_{w}^{\infty}(n)=n+1$ for all $n$ are, by definition, Sturmian words. Thus the following classification is obtained:

- $w$ is ultimately periodic $\Leftrightarrow \mathcal{P}_{w}^{\infty}$ is bounded.
- $w$ is Sturmian $\Leftrightarrow \mathcal{P}_{w}^{\infty}(n)=n+1$ for all $n$.
- $w$ is aperiodic and not Sturmian $\Leftrightarrow \mathcal{P}_{w}^{\infty}(n) \geq n+1$ for all $n$ and $\mathcal{P}_{w}^{\infty}(n)>n+1$ for some $n$.

This can be generalized for $k$-abelian complexity if the equivalences are replaced with implications:

- $w$ is ultimately periodic $\Rightarrow \mathcal{P}_{w}^{k}$ is bounded.
- $w$ is Sturmian $\Rightarrow \mathcal{P}_{w}^{k}=q^{k}$.
- $w$ is aperiodic and not Sturmian $\Rightarrow \mathcal{P}_{w}^{k}(n) \geq q^{k}(n)$ for all $n$ and $\mathcal{P}_{w}^{k}(n)>$ $q^{k}(n)$ for some $n$.

For $k=1$ this follows from the theorem of Coven and Hedlund [6]. For $k \geq 2$ it follows from a theorem in [15].

The above result means that one similarity between factor complexity and $k$ abelian complexity is that Sturmian words have the lowest complexity among aperiodic words. Another similarity between them is that ultimately periodic words have bounded complexity, and the largest values can be arbitrarily high: For every $n$, there is a finite word $u$ having every possible factor of length $n$. Then $\mathcal{P}_{u^{\omega}}^{k}(n)$ is as high as it can be for any word, i.e., the number of $k$-abelian equivalence classes of words of length $n$.

Another direct consequence of the theorem of Morse and Hedlund is that there is a gap between constant complexity and the complexity of Sturmian words. For $k$-abelian complexity there cannot be a gap between bounded complexities and $q^{k}$, because the function $q^{k}$ itself is bounded. However, the question whether there is a gap above bounded complexity is more difficult. The answer is that there is no such gap, even if only uniformly recurrent words are considered. This is proved in Section 5.

## $4 \quad k$-Abelian Complexity of the Thue-Morse Word

In this section the $k$-abelian complexity of the Thue-Morse word is analyzed. Before that, the abelian complexity of a closely related word is determined.

Let $\sigma$ be the morphism defined by $\sigma(0)=01, \sigma(1)=00$. Let

$$
S=01000101010001000100010101000101 \cdots
$$

be the period-doubling word, which is the fixed point of $\sigma$; see, e.g., [8].
The abelian complexity of $S$ is completely determined by the recurrence relations in the next lemma and by the first value $\mathcal{P}_{S}^{1}(1)=2$. These relations were proved independently in [3]. It is an easy consequence that the abelian complexity of $S$ is 2-regular (2-regular sequences were defined in [2]). The 2-abelian complexity of the Thue-Morse word has been conjectured to be 2-regular [25], and this is proved in [10] and [21].

Lemma 4. For $n \geq 1$,

$$
\mathcal{P}_{S}^{1}(2 n)=\mathcal{P}_{S}^{1}(n) \quad \text { and } \quad \mathcal{P}_{S}^{1}(4 n \pm 1)=\mathcal{P}_{S}^{1}(n)+1
$$

Proof. Let

$$
p_{n}=\min \left\{|u|_{1} \mid u \in \mathcal{F}_{n}(S)\right\} \quad \text { and } \quad q_{n}=\max \left\{|u|_{1} \mid u \in \mathcal{F}_{n}(S)\right\}
$$

Let $\overline{0}=1$ and $\overline{1}=0$. For $a \in\{0,1\}, \sigma(a)=0 \bar{a}$ and $\sigma^{2}(a)=010 a$. Because

$$
\mathcal{F}_{2 n}(S)=\left\{\sigma(u) \mid u \in \mathcal{F}_{n}(S)\right\} \cup\left\{\bar{a} \sigma(u) 0 \mid a u \in \mathcal{F}_{n}(S)\right\}
$$

it can be seen that $p_{2 n}=n-q_{n}$ and $q_{2 n}=n-p_{n}$. Because

$$
\begin{aligned}
\mathcal{F}_{4 n-1}(S)= & \left\{\sigma^{2}(u) 010 \mid u \in \mathcal{F}_{n-1}(S)\right\} \cup\left\{10 a \sigma^{2}(u) \mid a u \in \mathcal{F}_{n}(S)\right\} \cup \\
& \left\{0 a \sigma^{2}(u) 0 \mid a u \in \mathcal{F}_{n}(S)\right\} \cup\left\{a \sigma^{2}(u) 01 \mid a u \in \mathcal{F}_{n}(S)\right\}
\end{aligned}
$$

it can be seen that

$$
\begin{aligned}
p_{4 n-1} & =\min \left\{p_{n-1}+n, p_{n}+n, p_{n}+n-1, p_{n}+n\right\}=p_{n}+n-1, \\
q_{4 n-1} & =\max \left\{q_{n-1}+n, q_{n}+n, q_{n}+n-1, q_{n}+n\right\}=q_{n}+n
\end{aligned}
$$

Because

$$
\begin{aligned}
\mathcal{F}_{4 n+1}(S)= & \left\{\sigma^{2}(u) 0 \mid u \in \mathcal{F}_{n}(S)\right\} \cup\left\{10 a \sigma^{2}(u) 01 \mid a u \in \mathcal{F}_{n}(S)\right\} \cup \\
& \left\{0 a \sigma^{2}(u) 010 \mid a u \in \mathcal{F}_{n}(S)\right\} \cup\left\{a \sigma^{2}(u) \mid a u \in \mathcal{F}_{n+1}(S)\right\}
\end{aligned}
$$

it can be seen that

$$
\begin{aligned}
p_{4 n+1} & =\min \left\{p_{n}+n, p_{n}+n+1, p_{n}+n, p_{n+1}+n-1\right\} \\
q_{4 n+1} & =\max \left\{q_{n}+n, q_{n}+n+1, q_{n}+n, q_{n+1}+n-1\right\}
\end{aligned}=q_{n}+n+1 . ~ \$
$$

The claim follows because $\mathcal{P}_{S}^{1}(n)=q_{n}-p_{n}+1$ for all $n$ by (1).
Theorem 3. For $n \geq 1$ and $m \geq 0$,

$$
\mathcal{P}_{S}^{1}(n)=O(\log n), \quad \mathcal{P}_{S}^{1}\left(\left(2 \cdot 4^{m}+1\right) / 3\right)=m+2, \quad \mathcal{P}_{S}^{1}\left(2^{m}\right)=2 .
$$

Proof. Follows from Lemma 4 by induction.
The abelian complexity of $S$ has a logarithmic upper bound and a constant lower bound. These bounds are the best possible increasing bounds.

Corollary 1. $\mathcal{U}_{S}^{1}(n)=\Theta(\log n)$ and $\mathcal{L}_{S}^{1}(n)=2$.
Let $\tau$ be the Thue-Morse morphism defined by $\tau(0)=01, \tau(1)=10$. Let

$$
T=01101001100101101001011001101001 \cdots
$$

be the Thue-Morse word, which is a fixed point of $\tau$. The first values of $\mathcal{P}_{T}^{2}$ are

$$
2,4,6,8,6,8,10,8,6,8,8,10,10,10,8,8,6,8,10,10
$$

The 2-abelian equivalence of factors of $T$ can be determined with the help of the following lemma.

Lemma 5. Words $u, v \in\{0,1\}^{*}$ are 2-abelian equivalent if and only if

$$
|u|=|v|, \quad|u|_{00}=|v|_{00}, \quad|u|_{11}=|v|_{11}, \quad \text { and } \quad \operatorname{pref}_{1}(u)=\operatorname{pref}_{1}(v)
$$

Proof. The "only if" direction follows immediately from the alternative definition of 2 -abelian equivalence. For the other direction, it follows from the assumptions that $|u|_{01}+|u|_{10}=|v|_{01}+|v|_{10}$. In any word $w \in\{0,1\}^{*}$, the numbers $|w|_{01}$ and $|w|_{10}$ can differ by at most one. If $|w|_{01}+|w|_{10}$ is even, then $|w|_{01}=|w|_{10}$. If it is odd and $\operatorname{pref}_{1}(w)=0$, then $|w|_{01}=|w|_{10}+1$. If it is odd and $\operatorname{pref}_{1}(w)=1$, then $|w|_{01}+1=|w|_{10}$. This means that $|u|_{01}=|v|_{01}$ and $|u|_{10}=|v|_{10}$ and $u$ and $v$ are 2 -abelian equivalent.

The following lemma states that if $u$ is a factor of $T$, then the numbers $|u|_{00}$ and $|u|_{11}$ can differ by at most one.

Lemma 6. In the image of any word under $\tau$, between any two occurrences of 00 there is an occurrence of 11 and vice versa.

Proof. 00 can only occur in the middle of $\tau(10)$, and 11 can only occur in the middle of $\tau(01)$. The claim follows because 10 's and 01 's alternate in all binary words.

Let $u$ be a factor of $T$. If $|u|$ and $|u|_{00}+|u|_{11}$ are given, then there are at most 4 possibilities for the 2-abelian equivalence class of $u$. This is stated in a more precise way in the next lemma. First we define a function $\phi$ as follows. If $w=a_{1} \cdots a_{n}$, then $\phi(w)=b_{1} \cdots b_{n-1}$, where $b_{i}=0$ if $a_{i} a_{i+1} \in\{01,10\}$ and $b_{i}=1$ if $a_{i} a_{i+1} \in\{00,11\}$. If $w=a_{1} a_{2} \cdots$ is an infinite word, then $\phi(w)=b_{1} b_{2} \cdots$ is defined in an analogous way.

Lemma 7. Let $u_{1}, \ldots, u_{n}$ be factors of $T$. Let $\phi\left(u_{1}\right), \ldots, \phi\left(u_{n}\right)$ be abelian equivalent and $\left|\phi\left(u_{1}\right)\right|_{1}=m$. If $m$ is even, then $u_{1}, \ldots, u_{n}$ are in at most 2 different 2-abelian equivalence classes, and if $m$ is odd, then $u_{1}, \ldots, u_{n}$ are in at most 4 different 2-abelian equivalence classes.

Proof. We have $\left|u_{i}\right|_{00}+\left|u_{i}\right|_{11}=\left|\phi\left(u_{i}\right)\right|_{1}=m$ for all $i$. By Lemma 6, we have $\left\{\left|u_{i}\right|_{00},\left|u_{i}\right|_{11}\right\}=\{\lfloor m / 2\rfloor,\lceil m / 2\rceil\}$. If $m$ is even, there are at most two different possible values for the triples $\left(\left|u_{i}\right|_{00},\left|u_{i}\right|_{11}, \operatorname{pref}_{1}\left(u_{i}\right)\right)$, and if $m$ is odd, there are at most four different possible values. The claim follows from Lemma 5.

Now it can be proved that the 2-abelian complexity of $T$ is of the same order as the abelian complexity of $\phi(T)$. It is known that $\phi(T)$ is actually the perioddoubling word $S$ [1].

Lemma 8. For $n \geq 2$,

$$
\mathcal{P}_{S}^{1}(n-1) \leq \mathcal{P}_{T}^{2}(n) \leq 3 \mathcal{P}_{S}^{1}(n-1)+ \begin{cases}0 & \text { if } \mathcal{P}_{S}^{1}(n-1) \text { is even } \\ 1 & \text { if } \mathcal{P}_{S}^{1}(n-1) \text { is odd }\end{cases}
$$

Proof. If the factors of $T$ of length $n$ are $u_{1}, \ldots, u_{m}$, then the factors of $\phi(T)$ of length $n-1$ are $\phi\left(u_{1}\right), \ldots, \phi\left(u_{m}\right)$. If $u_{i}$ and $u_{j}$ are 2 -abelian equivalent, then $\phi\left(u_{i}\right)$ and $\phi\left(u_{j}\right)$ are abelian equivalent, so the first inequality follows. The second inequality follows from Lemma 7 , because the number of different values $\left|\phi\left(u_{i}\right)\right|_{1}$ is $\mathcal{P}_{S}^{1}(n-1)$, and at least $\left\lfloor\mathcal{P}_{S}^{1}(n-1) / 2\right\rfloor$ of these different values are even.

Theorem 4. For $n \geq 1$ and $m \geq 0$,

$$
\mathcal{P}_{T}^{2}(n)=O(\log n), \quad \mathcal{P}_{T}^{2}\left(\left(2 \cdot 4^{m}+4\right) / 3\right)=\Theta(m), \quad \mathcal{P}_{T}^{2}\left(2^{m}+1\right) \leq 6
$$

Proof. Follows from Lemma 8 and Theorem 3.
With the help of Lemma 2, we see that the $k$-abelian complexity of $T$ behaves in a similar way as the abelian complexity of $S$.

Corollary 2. Let $k \geq 2$. Then $\mathcal{U}_{T}^{k}(n)=\Theta(\log n)$ and $\mathcal{L}_{T}^{k}(n)=\Theta(1)$.

## 5 Arbitrarily Slowly Growing $k$-Abelian Complexities

In this section we study whether there is a gap above bounded $k$-abelian complexity. This question can be formalized in several different ways:

1. Does there exist an increasing unbounded function $f: \mathbb{Z}_{+} \rightarrow \mathbb{Z}_{+}$such that for every infinite word $w$, either $\mathcal{P}_{w}^{k}$ is bounded or $\mathcal{P}_{w}^{k}=\Omega(f)$ ?
2. Does there exist an increasing unbounded function $f: \mathbb{Z}_{+} \rightarrow \mathbb{Z}_{+}$such that for every infinite word $w$, either $\mathcal{P}_{w}^{k}$ is bounded or $\mathcal{P}_{w}^{k} \neq O(f)$ ?
3. Does there exist an increasing unbounded function $f: \mathbb{Z}_{+} \rightarrow \mathbb{Z}_{+}$such that for every infinite word $w$, either $\liminf \mathcal{P}_{w}^{k}<\infty$ or $\mathcal{P}_{w}^{k} \neq O(f)$ ?

The first question has already been answered negatively in Section 4. The answers to the second and third question are also negative. In the case of the second question, we prove this by a uniformly recurrent construction, and in the case of the third question, we prove this by a recurrent construction.

First, consider the second question. Let $n_{1}, n_{2}, \ldots$ be a sequence of integers greater than 1. Let $m_{j}=\prod_{i=1}^{j} n_{i}$ for $j=0,1,2, \ldots$ Let $a_{i}=0$ if the greatest $j$ such that $m_{j} \mid i$ is even and $a_{i}=1$ otherwise. Let $U=a_{1} a_{2} a_{3} \cdots$. The idea is that the faster the sequence $n_{1}, n_{2}, \ldots$ grows, the slower the $k$-abelian complexity of the word $U$ grows.

The word $U$ could also be described by a Toeplitz-type construction: Start with the word $\left(0^{n_{1}-1} \diamond\right)^{\omega}$, then replace the $\diamond$ 's by the letters of $\left(1^{n_{2}-1} \diamond\right)^{\omega}$, then replace the remaining $\diamond$ 's by the letters of $\left(0^{n_{3}-1} \diamond\right)^{\omega}$, then replace the remaining $\diamond$ 's by the letters of $\left(1^{n_{4}-1} \diamond\right)^{\omega}$, and keep repeating this procedure so that $U$ is obtained as a limit. It follows from the construction that $U \in\left(\operatorname{pref}_{m_{j}-1}(U)\{0,1\}\right)^{\omega}$ for all $j$.

Lemma 9. The word $U$ is uniformly recurrent.
Proof. For every factor $u$ of $U$, there is a $j$ such that $u$ is a factor of $\operatorname{pref}_{m_{j}-1}(U)$. Because $U \in\left\{\operatorname{pref}_{m_{j}-1}(U) 0, \operatorname{pref}_{m_{j}-1}(U) 1\right\}^{\omega}$, every factor of $U$ of length $2 m_{j}-2$ contains $u$.

Lemma 10. For every $n \geq 2$, let $n^{\prime}$ be such that $m_{n^{\prime}-1}<n \leq m_{n^{\prime}}$. Then

$$
\mathcal{P}_{U}^{1}(n) \leq n^{\prime}+1
$$

For all $J \geq 1$, if $n=2 \sum_{j=1}^{J}\left(m_{2 j}-m_{2 j-1}\right)$, then

$$
\mathcal{P}_{U}^{1}(n) \geq \frac{n^{\prime}+1}{2}
$$

For all $j \geq 1$,

$$
\mathcal{P}_{U}^{1}\left(m_{j}\right)=2 .
$$

Proof. Formula (1) will be used repeatedly in this proof. Another important simple fact is that if $a, b, c$ are integers and $c$ divides $a$, then $\lfloor(a+b) / c\rfloor=a / c+\lfloor b / c\rfloor$.

For all $n \geq 1$,

$$
\left|\operatorname{pref}_{n}(U)\right|_{1}=\sum_{i=1}^{\infty}(-1)^{i+1}\left\lfloor\frac{n}{m_{i}}\right\rfloor
$$

and for all $n \geq 1$ and $l \geq 0$,

$$
\left|\operatorname{rfact}_{n}^{l}(U)\right|_{1}=\left|\operatorname{pref}_{n+l}(U)\right|_{1}-\left|\operatorname{pref}_{l}(U)\right|_{1}=\sum_{i=1}^{\infty}(-1)^{i+1}\left(\left\lfloor\frac{n+l}{m_{i}}\right\rfloor-\left\lfloor\frac{l}{m_{i}}\right\rfloor\right) .
$$

For all $i$,

$$
\left\lfloor\frac{(n+l)}{m_{i}}\right\rfloor-\left\lfloor\frac{l}{m_{i}}\right\rfloor \in\left\{\left\lfloor\frac{n}{m_{i}}\right\rfloor,\left\lceil\frac{n}{m_{i}}\right\rceil\right\} .
$$

Moreover, for every $n$ and $l$ there is an $i^{\prime}$ such that, for $i \geq n^{\prime}$,

$$
\left\lfloor\frac{n+l}{m_{i}}\right\rfloor-\left\lfloor\frac{l}{m_{i}}\right\rfloor= \begin{cases}1 & \text { if } n^{\prime} \leq i<i^{\prime} \\ 0 & \text { if } i \geq i^{\prime}\end{cases}
$$

so

$$
\sum_{i=n^{\prime}}^{\infty}(-1)^{i+1}\left(\left\lfloor\frac{n+l}{m_{i}}\right\rfloor-\left\lfloor\frac{l}{m_{i}}\right\rfloor\right) \in\left\{0,(-1)^{n^{\prime}+1}\right\} .
$$

Thus there are at most $n^{\prime}+1$ possible values for $\left|\operatorname{rfact}_{n}^{l}(U)\right|_{1}$ and $\mathcal{P}_{U}^{1}(n) \leq n^{\prime}+1$.
Consider the second claim. Let $n=2 \sum_{j=1}^{J}\left(m_{2 j}-m_{2 j-1}\right)$. The sequence $\left(m_{j}\right)$ is increasing and, moreover, $m_{j+1} \geq 2 m_{j}$ for all $j$, so by standard estimates for alternating sums,

$$
m_{2 J} \leq 2\left(m_{2 J}-m_{2 J-1}\right)<n<2 m_{2 J} \leq m_{2 J+1} .
$$

Thus $n^{\prime}=2 J+1$. Let $l=m_{2 J+1}-n / 2$. Then

$$
\left|\operatorname{rfact}_{n}^{l}(U)\right|_{1}-\left|\operatorname{pref}_{n}(U)\right|_{1}=\sum_{i=1}^{\infty}(-1)^{i+1}\left(\left\lfloor\frac{n+l}{m_{i}}\right\rfloor-\left\lfloor\frac{l}{m_{i}}\right\rfloor-\left\lfloor\frac{n}{m_{i}}\right\rfloor\right)
$$

and for $i \leq 2 J$ (recall that $m_{i} \mid m_{j}$ when $j \geq i$ )

$$
\begin{aligned}
& \left\lfloor\frac{(n+l)}{m_{i}}\right\rfloor-\left\lfloor\frac{l}{m_{i}}\right\rfloor-\left\lfloor\frac{n}{m_{i}}\right\rfloor \\
= & \frac{m_{2 J+1}+\sum_{(i+1) / 2 \leq j \leq J}\left(m_{2 j}-m_{2 j-1}\right)}{m_{i}}+\left\lfloor\frac{\sum_{1 \leq j<(i+1) / 2}\left(m_{2 j}-m_{2 j-1}\right)}{m_{i}}\right\rfloor \\
& -\frac{m_{2 J+1}-\sum_{(i+1) / 2 \leq j \leq J}\left(m_{2 j}-m_{2 j-1}\right)}{m_{i}}-\left\lfloor-\frac{\sum_{1 \leq j<(i+1) / 2}\left(m_{2 j}-m_{2 j-1}\right)}{m_{i}}\right\rfloor \\
& -\frac{2 \sum_{(i+1) / 2 \leq j \leq J}\left(m_{2 j}-m_{2 j-1}\right)}{m_{i}}-\left\lfloor\frac{2 \sum_{1 \leq j<(i+1) / 2}\left(m_{2 j}-m_{2 j-1}\right)}{m_{i}}\right\rfloor \\
= & \left\lfloor\frac{s}{m_{i}}\right\rfloor-\left\lfloor-\frac{s}{m_{i}}\right\rfloor-\left\lfloor\frac{2 s}{m_{i}}\right\rfloor,
\end{aligned}
$$

where $s=\sum_{1 \leq j<(i+1) / 2}\left(m_{2 j}-m_{2 j-1}\right)$. If $i$ is even, then $m_{i} / 2 \leq s<m_{i}$, and if $i$ is odd and $i>1$, then $m_{i-1} / 2 \leq s<m_{i-1}$. Thus

$$
\left\lfloor\frac{s}{m_{i}}\right\rfloor-\left\lfloor-\frac{s}{m_{i}}\right\rfloor-\left\lfloor\frac{2 s}{m_{i}}\right\rfloor= \begin{cases}0 & \text { if } i \text { is even or } i=1 \\ 1 & \text { if } i \text { is odd and } i>1\end{cases}
$$

and

$$
\begin{aligned}
\mathcal{P}_{U}^{1}(n) & \geq\left|\operatorname{rfact}_{n}^{l}(U)\right|_{1}-\left|\operatorname{pref}_{n}(U)\right|_{1}+1 \\
& =\sum_{i^{\prime}=2}^{J}(-1)^{\left(2 i^{\prime}-1\right)+1}+\sum_{i=2 J+1}^{\infty}(-1)^{i+1}\left(\left\lfloor\frac{n+l}{m_{i}}\right\rfloor-\left\lfloor\frac{l}{m_{i}}\right\rfloor-\left\lfloor\frac{n}{m_{i}}\right\rfloor\right)+1 \\
& =J+1=\frac{n^{\prime}+1}{2}
\end{aligned}
$$

Consider the third claim. Because $U \in\left\{\operatorname{pref}_{m_{j}-1}(U) 0, \operatorname{pref}_{m_{j}-1}(U) 1\right\}^{\omega}$, every factor of $U$ of length $m_{j}$ is abelian equivalent to either the word $\operatorname{pref}_{m_{j}-1}(U) 0$ or the word $\operatorname{pref}_{m_{j}-1}(U) 1$. Thus $\mathcal{P}_{U}^{1}\left(m_{j}\right) \leq 2$. Both $\operatorname{pref}_{m_{j}-1}(U) 0$ and $\operatorname{pref}_{m_{j}-1}(U) 1$ are factors of $U$, so $\mathcal{P}_{U}^{1}\left(m_{j}\right)=2$.

If $n_{i}=2$ for all $i$, then the word $U$ is the period-doubling word $S$. Thus Lemma 10 gives an alternative proof for Corollary 1.

Theorem 5. For every increasing unbounded function $f: \mathbb{Z}_{+} \rightarrow \mathbb{Z}_{+}$, there is a uniformly recurrent word $w \in\{0,1\}^{\omega}$ such that $\mathcal{P}_{w}^{k}(n)=O(f(n))$ but $\mathcal{P}_{w}^{k}(n)$ is not bounded.

Proof. Follows from Lemmas 1, 9 and 10.
Consider the third question. Let $m_{0}, m_{1}, \ldots$ be a sequence of positive integers. Let $v_{0}=0^{m_{0}} 1$ and $v_{n}=v_{n-1} v_{n-1} 0^{m_{i}}$ for $n \geq 1$. Let $V$ be the limit of the sequence $v_{0}, v_{1}, v_{2}, \ldots$ Again, the idea is that the faster the sequence $m_{0}, m_{1}, \ldots$ grows, the slower the $k$-abelian complexity of the word $V$ grows.

Lemma 11. The word $V$ is recurrent and $\liminf \mathcal{P}_{V}^{1}(n)=\infty$.
Proof. Every factor of $V$ is a factor of $v_{n}$ for some $n$, and $v_{n} v_{n}$ is a prefix of $V$, so every factor appears at least twice in $V$. Thus $V$ is recurrent.

The word $V$ has factors $0^{i}$ for all $i$, so by (1), $\mathcal{P}_{V}^{1}$ is increasing. Moreover, the word $V$ has factors with arbitrarily many 1 's, so $\lim \inf \mathcal{P}_{V}^{1}(n)=\infty$.

Lemma 12. For every $n \geq m_{0}+2$, let $n^{\prime}$ be such that $\left|v_{n^{\prime}-1}\right|<n \leq\left|v_{n^{\prime}}\right|$. Then

$$
\mathcal{P}_{V}^{1}(n) \leq 2^{n^{\prime}}+1
$$

Proof. The word $V$ has factors $0^{i}$ for all $i$, so by (1),

$$
\mathcal{P}_{V}^{1}(n)=\max \left\{|v|_{1} \mid v \in \mathcal{F}_{n}(V)\right\}+1 .
$$

Because $V \in\left(\left\{v_{n^{\prime}}\right\} \cup 0^{*}\right)^{\omega}$,

$$
\max \left\{|v|_{1} \mid v \in \mathcal{F}_{n}(V)\right\} \leq\left|v_{n^{\prime}}\right|_{1}=2^{n^{\prime}}
$$

The claim follows.
Theorem 6. For every increasing unbounded function $f: \mathbb{Z}_{+} \rightarrow \mathbb{Z}_{+}$, there is a recurrent word $w \in\{0,1\}^{\omega}$ such that $\mathcal{P}_{w}^{k}(n)=O(f(n))$ but $\liminf \mathcal{P}_{w}^{k}(n)=\infty$.
Proof. Follows from Lemmas 1, 11 and 12.

## 6 Conclusion

In this paper we have investigated some generalizations of the results of Morse and Hedlund and those of Coven and Hedlund for $k$-abelian complexity. We have pointed out many similarities but also many differences. We have studied the $k$ abelian complexity of the Thue-Morse word and proved that there are uniformly recurrent words with arbitrarily slowly growing $k$-abelian complexities.

There are many open questions and possible directions for future work. Inspired by Lemma 3, the relations of $k$-abelian complexities for different values of $k$ could be studied. In fact, several questions related to this idea were answered in [4]. Another interesting topic would be the $k$-abelian complexities of morphic words. For example, for a morphic (or pure morphic) word $w$, how slowly can $\mathcal{U}_{w}^{k}(n)$ grow without being bounded? Can it grow slower than logarithmically? More generally, can the possible $k$-abelian complexities of some subclass of morphic words be classified?
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# Initial Algebra for a System of Right-Linear Functors* 

Anna Labella ${ }^{a}$ and Rocco De Nicola ${ }^{b}$


#### Abstract

In 2003 we showed that right-linear systems of equations over regular expressions, when interpreted in a category of trees, have a solution whenever they enjoy a specific property that we called hierarchicity and that is instrumental to avoid critical mutual recursive definitions. In this note, we prove that a right-linear system of polynomial endofunctors on a cocartesian monoidal closed category which enjoys parameterized left list arithmeticity, has an initial algebra, provided it satisfies a property similar to hierarchicity.
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## 1 Introduction

Our paper [4] acknowledges that "the ideas that led to the work stemmed from discussions with Zoltán Ésik"; as a homage to Zoltán here we generalise the results of [4] to a much larger setting. There we defined the class of the linear systems whose solution is expressible as a tuple of nondeterministic regular expressions [3] when they are interpreted as trees of actions rather than as sets of action sequences. We exactly characterized those systems that have a regular expression as a "canonical" solution, and showed that any regular expression can be obtained as a canonical solution of a system of the defined class.

The key ingredient for obtaining the wanted solution was our restriction to "hierarchical" equations that were instrumental to avoid critical mutual recursive definitions. Indeed, if we model variables as nodes of graphs and their dependences as directed arcs, we required that whenever a variable $y$ depends on $x,(x$ is at the beginning of a loop that contains $y$ ) we have that $y$ never occurs in other loops originated by other variables different from $x$.

Thus, in [4] we proved that a right-linear system of equations, interpreted in a category of trees has a solution whenever it is hierarchical. In this short note

[^15]we prove that a right-linear system of polynomial endofunctors on a cocartesian monoidal closed category which enjoys parameterized left list arithmeticity, has an initial algebra, provided it satisfies a property similar again to a hierarchicity condition. We could thus say that the "solution" for the system provided here is canonical in a strict sense.

## 2 Initial algebras and llist-arithmeticity

In order to introduce an initial algebra for a linear polynomial endofunctor expressed in terms of (canonical) sum + and a possibly non commutative tensor product $\otimes$, we have to consider a notion of recursive object which generalizes Cockett definition [2] of $\operatorname{rec}(U, V)$, where the canonical product $\times$ played the role of multiplication. As a matter of fact, we still ask for an initial algebra for an endofunctor $U \otimes(-)+V: C \rightarrow C$ in a monoidal category $(C, \otimes, I)$, but we have to be aware of a non commutative situation. We chose to have the left composition, because our result is particularly meaningful for categories which are monoidal (right) closed whose objects have an elegant representation (see Proposition 1).
Definition 1. Given a cocartesian monoidal category $(C, \otimes, I)$, we call $U^{*} V$ the initial algebra of the functor $U \otimes(-)+V$, if it does exist. In that case there is a morphism $U \otimes\left(U^{*} V\right)+V \rightarrow U^{*} V$ canonical w.r.t. any other $U \otimes(-)+V$-algebra. This means that, $U^{*} V$ is equipped with two morphisms $\rho_{0}, \rho_{1}$ such that, given another object $X$ with two similar morphisms $x_{0}, x_{1}$, there is a unique morphism $\lambda$ making the following diagram commute.


In case $C$ is a partial order, $U^{*} V$ is the minimal solution of the corresponding inequation $U \otimes X+V \leq X$. But, in any case, being $U^{*} V$ an initial algebra, we have that $U \otimes U^{*} V+V \simeq U^{*} V\left(U \otimes U^{*} V+V=U^{*} V\right.$, in the case of partial order), i.e. it is an initial fixed point.

When $\otimes$ is the canonical product, we do get the well known definition of $\operatorname{rec}(U, V)$ provided by Cockett [2], i.e., the $V$-parameterized list $(U)$, that becomes $\operatorname{list}(U)$ when $V \simeq \mathbf{1}$ is the terminal object. Since the constant value of the tensor product we consider is on the left and the tensor product is non-commutative, we will talk about left lists, that we will refer as llist and as parameterized llist.

For a generic tensor product, $\otimes$, we have that the initial algebra of $U \otimes(-)+V$ is $U^{*} V$ that we call parameterized $\operatorname{llist}(\mathrm{U})$; in case $V \simeq I$ the initial algebra is $U^{*} I$ that we call $\operatorname{llist}(\mathrm{U})$.

One can easily prove (see Adámek theorem in [1]) that in a monoidal cocartesian category, which has colimits for every countable chain, there is an initial algebra for all the functors above. Such initial algebras can be obtained as initial fixed points, i.e., as colimits of the chain built starting from the initial object 0 and then repeatedly applying the functor.

Proposition 1. In a monoidal cocartesian, chain cocomplete category $C$, semidistributive on the right, in the sense of [5], we have that:

1. There is a canonical morphism $U^{*} V \rightarrow U^{*} I \otimes V$
2. If tensor product distributes on the right w.r.t. chain colimits, e.g. it has a right adjoint, then we have $U^{*} V \simeq U^{*} I \otimes V$

## Proof.

1. It suffices to prove that $U^{*} I \otimes V$ is a fixed point of the same functor as $U^{*} V$. From this, the existence of the required canonical morphism would follow because $U^{*} V$ is the initial fixed point. To prove that $U^{*} I \otimes V$ is a fixed point, let us apply the functor $U \otimes(-)+V$ to $U^{*} I \otimes V$. By using the associativity law and the right distributivity law, we get the following series of isomorphisms:

$$
U \otimes\left(U^{*} I \otimes V\right)+V \simeq\left(U \otimes U^{*} I\right) \otimes V+I \otimes V \simeq\left(I+U \otimes U^{*} I\right) \otimes V \simeq U^{*} I \otimes V
$$

2. If the tensor product preserves chain colimits, it preserves also fixed points. In particular it is true in case $C$ is monoidal (right)-closed.

If we write $U^{*}$ instead of $U^{*} I$, Proposition 1 allows us to interchangeably use $U^{*} \otimes V$ and $U^{*} V$ when working with monoidal closed categories.

By relying on Proposition 1 we have that if $C$ has $\operatorname{llist}(U)$, it has also parameterized $l l i s t(U)$. In analogy with the case of categories with cartesian product where a category having (parameterized) lists is called list-arithmetic ${ }^{1}$, we will call our category left - list-arithmetic or llist-arithmetic when it has (parameterized) llists.

Proposition 2. Given a cocartesian monoidal right closed category $C$ which has initial algebra for the functor $U \otimes(-)+I$, it has initial algebra for all the functors $U \otimes(-)+V$.
Proof. The proof follows from Proposition 1. If $U^{*}$ is an initial algebra for functor $U \otimes(-)+I, U^{*} \otimes V$ is an initial algebra for functor $U \otimes(-)+V$.

We can now consider three instances of llist-arithmetic categories that build on $A^{*}$, the free monoid generated by an alphabet $A$ :

[^16]$P\left(A^{*}\right)$ the algebra of sets of words on $A$, a monoidal category w.r.t. concatenation whose morphisms are inclusions. Here parameterized $\operatorname{llist}(\mathrm{U}, \mathrm{V})$, i.e. $U^{*} V$, is the binary Kleene star $U^{*} V$ and as a consequence of Proposition 1 we have that it is reducible to the unary star because $P\left(A^{*}\right)$ is a monoidal right closed category (the derivation operation is right adjoint to concatenation). In this case, the tensor product distributes over sums on both sides.

Set $\mid A^{*}$ the topos of $A^{*}$-labelled sets, where the (non-commutative) tensor product is obtained from the concatenation in $A^{*}$. By taking a (commutative) monoid $M$, we could obtain from $S e t \mid M$ a (commutative) monoidal structure.
$\operatorname{Tree}(A)$ is generalization of $P\left(A^{*}\right)$. Structured sets of computations are organised as a category of generalised trees built over a (complete) meet-semilattice monoid generated from $A$. The tensor product $\otimes$ is provided by the concatenation of trees allowed by the concatenation of $A^{*}$. This concatenation is non commutative and only right-distributive w.r.t. sums [5], but also right closed. The category $\operatorname{Tree}(A)$ has initial algebra for functors $s \otimes(-)+t$, i.e it is llist-arithmetic with the llist $s^{*} t$ given by iteration of a tree $s$, followed every time by a copy of $t[4]^{2}$.

## 3 Right-linear hierarchical systems of functors

It is a result of classical theory of regular languages [8] that we can consider a grammar on an alphabet $A$ as a continuous operator from $P\left(A^{*}\right)^{n}$ to $P\left(A^{*}\right)^{n}$ consisting of a system of n linear equations in n variables. This system can be "solved" by repeatedly applying the rule

$$
X=U^{*} V \text { implies } X=U \otimes X+V \quad(*-\text { rule })
$$

In this way, we obtain a minimal fixed point for the operator associated with the grammar. In the present categorical context, we could say this rule is a direct consequence the llist-arithmeticity of the considered structure.

In [4], we extended this result to the category $\operatorname{Tree}(A)$, but, due to the fact that only a right side distributivity of tensor product w.r.t. sum holds, we had to restrict the class of solvable systems by considering only so-called right-linear hierarchical systems ( $r l h s$ ) that allowed us to avoid critical mutual recursive definitions. Formulated according to the current terminology the result of [4] is described by the following proposition.
Proposition 3. In the category Tree $(A)$, the $*-$ rule provides a solution for hierarchical (see below) finite right-linear systems of polynomial equations.

Now we do generalize this result again and show that llist-arithmeticity in a cocartesian right-distributive monoidal category $C$ all finite right-linear hierarchical systems of functors have an initial algebras.

[^17]When such a category $C$ contains as its objects the elements of an alphabet $A$, some of the objects of $C$ can be rendered as regular expressions generated by means of the following BNF starting from the elments $a$ of an alphabet $A$.

$$
E::=0|I| a|E+E| E \otimes E \mid E^{*} \quad \text { where } a \text { is in } A
$$

In such a grammar, 0 denotes the initial object of our category, $I$ denotes the unit for $\otimes$, that is the tensor product of $C$. Moreover + stands for the coproduct of $C$ and ${ }^{*}$ denotes the llist-constructor.

Our result will be formulated by relying on such terminology. Indeed, if we suppose that $C$ is cocartesian monoidal closed and elements of $A$ are its objects, then the interpretation of llists will allow the construction of parameterized llists, as described in Proposition 2.

Our aim is to prove that, by relying on the following rule

$$
\left.U \otimes X+V \rightarrow X \text { implies } U^{*} V \rightarrow X \quad \text { (initiality }- \text { rule }\right)
$$

that guarantees that if there is a morphism $U \otimes X+V \rightarrow X$ then there is a canonical morphism $U^{*} V \rightarrow X$, it is possible to find an initial algebra for every right-linear hierarchical system of functors on regular expressions.

Summing up, we will extend the result proved in [4] for $\operatorname{Tree}(A)$ to a category $C$ with the properties mentioned above. To this aim we have to formulate it in terms of functors instead of equations of linear functions in order to prove that the obtained solution is canonical because it is the initial algebra of the system of functors.

We need to provide some definitions.

## Definition 2.

- Given a category $C$ interpreting regular expressions, a functor $F: C^{n} \rightarrow C$ of the form $\sum_{1 \leq i \leq n} U_{i} \otimes X_{i}+V$ is called right-linear polynomial functor in $n$ variables.
- A right-linear polynomial functor is called simple when all $U_{i}$ and $V$ do not contain the ()* operator.
- A right-linear polynomial system of functors of dimension $n$ is a n-tuple

$$
\Phi=<F_{1}, \ldots, F_{n}>: C^{n} \rightarrow C^{n}
$$

of right-linear polynomial functors in $n$ variables.
Given a functor $F: C \times D \rightarrow C$, for every object $d$ of $D$, we can consider the endofunctor $F((-), d): C \rightarrow C$.

Moreover, if $F$ is a functor with $n$-argument $\sum_{1 \leq i \leq n} U_{i} \otimes X_{i}+V: C^{n} \rightarrow C$, we can write it as $U_{1} \otimes X_{1}+\sum_{2 \leq i \leq n} U_{i} \otimes X_{i}+V: \bar{C} \times C^{n-1} \rightarrow C$.

Then, taking $d$ as $\sum_{2<i<n} U_{i} \bar{\otimes} X_{i}+V$, llist-arithmeticity implies that the functor $U_{1} \otimes(-)+d: C \rightarrow C$ has an initial algebra $U_{1}^{*} \otimes d$ for every $d$. Obviously, the same can be done for every index $i$.

Let us recall now Bekič theorem about initial algebras of functors [6] that is important because it means that the simultaneous construction of an initial algebra for a system of $n$ operators in $n$ variables can be replaced by recursively constructing of initial algebras for one operator at a time.

## Bekič theorem

Given two functors $F: C \times D \rightarrow C$ and $G: C \times D \rightarrow D$, let $\left(F^{\mu}(d), \chi_{d}\right)$ be an initial $F((-), d)$-algebra for each object $d$ of $D$ and suppose that there exists an initial algebra, say $<\xi, \zeta>$ with $\xi: F^{\mu}(\beta) \rightarrow \alpha, \zeta: G(\alpha, \beta) \rightarrow \beta$, of the functor $<F^{\mu} \circ p r_{D}, G>: C \times D \rightarrow C \times D$, where the first component is obtained by composing the projection $p r_{D}: C \times D \rightarrow D$ with the functor constructing the $D$-parameterized initial algebra $F^{\mu}: D \rightarrow C$; then the pair $<\chi_{\beta}, G(\xi, \beta) \cdot \zeta>$ where

- $\chi_{\beta}: F\left(F^{\mu}(\beta), \beta\right) \rightarrow F^{\mu}(\beta)$
- $G(\xi, \beta) \cdot \zeta: G\left(F^{\mu}(\beta), \beta\right) \rightarrow \beta$
is an initial algebra of the functor $<F, G>: C \times D \rightarrow C \times D$.
To understand the impact of this theorem in our context, let us consider a simple case where $F$ and $G$ are two right-linear polynomial functors over two variables ${ }^{3}$ and $C$ coincides with $D$ :

$$
\left\{\begin{array}{l}
F \equiv a x+b y \\
G \equiv a^{\prime} x+b^{\prime} y+c^{\prime}
\end{array}\right.
$$

We take the initial algebra $a^{*} b y$ (not depending on $x$ ) associated with the first functor, when it is considered as $F((-), b y)$, and then we substitute this value in the expression of $G$ to obtain $a^{\prime} a^{*} b y+b^{\prime} y+c^{\prime}$. We can get from this an initial algebra for the pair $\langle F, G\rangle$, i.e. for the system. Indeed, using distributivity on the right, we get $\left(a^{\prime} a^{*} b+b^{\prime}\right) y+c^{\prime}$ and thus, thanks to the initiality rule, we get $\left(a^{\prime} a^{*} b+b^{\prime}\right)^{*} c^{\prime}$ as the second component of the initial algebra for the functor system above.

It is worth noting that this has been possible only because there was no constant term in the definition of $F$. Indeed, the slightly different system

$$
\left\{\begin{array}{l}
F^{\prime} \equiv a x+b y+c \\
G \equiv a^{\prime} x+b^{\prime} y+c^{\prime}
\end{array}\right.
$$

is not solvable using the same machinery. In fact, in this case, we would obtain $a^{*}(b y+c)$ as initial algebra for $F^{\prime}((-), b y+c)$, and once this is substituted in $G$ we would get $a^{\prime} a^{*}(b y+c)+b^{\prime} y+c^{\prime}$, but then, due to the lack of left distributivity, the initiality rule cannot be used.

[^18]In general, for $n$ functors, we have that, if $F$ is $F_{1}$, then $G$ is $\left\langle F_{2}, \ldots, F_{n}\right\rangle$ and the initial algebras can be inductively obtained by performing appropriate substitutions. We fix a variable, say $x_{1}$, in the expression of $F_{1}$ and consider the parameterization of $F_{1}$ w.r.t. the sum of all the monomials not containing $x_{1}$. We calculate the parameterized initial algebra and substitute this value everywhere for $x_{1}$. Please notice that a constant functor has this constant with its identity as an initial algebra.

Summing up, in our case the first requirement of Bekič's theorem is always satisfied because our category is llist-arithmetic; but we have to impose additional conditions on the system of functors in order to meet the second requirement.

Given the system $\Phi \equiv<F_{1}, \ldots, F_{n}>$ with variables $x_{1} \ldots, x_{n}$, let us now define a different indexing for both, functors and variables. This will allow us to introduce a (partial) order on the set of variables in $\Phi$ in such a way that we can exclude their mutual interference when we build the initial algebra step by step. The partial ordering, $\leq$, is obtained by using a string of natural numbers as index for every variable while guaranteeing that two different variables do not have the same index. For any two indexed variables $x_{s}$ and $x_{t}$, we will write $x_{s} \leq x_{t}$ if $t$ is a prefix of $s$.

We will consider hierarchical (rlhs) any system for which it is possible to introduce an indexing that satisfies a number of conditions that we will introduce below.

Definition 3. Let $x_{s} \leq x_{t}$, we say that

- $x_{s}$ is ruled by $x_{t}$ if $x_{t}$ appears in $F_{s}$.
- $x_{s}$ is recursive if $x_{s}$ appears in the expression of $F_{s}$;
- $x_{s}$ is strictly recursive if it is recursive and is not ruled by any other variable.

Definition 4. Right Linear Hierarchical Systems - rlhs
A system of right-linear functors $\Phi$ whose variables are ordered by $\leq i s$ hierarchical if it is possible to associate, as index to every functor, a common prefix of the indexes of the variables appearing in its expression (either of the same length or at most one number longer), with the only possible exception for one of the variables, in case this rules on all the others. Moreover, the indexing has to guarantee that:

1. the ordering of the indexes of the functors is tree-shaped;
2. a variable can be ruled by at most another one;
3. If $x_{i}$ appears in $F_{i}$ (it is recursive), then alternatively, either $F_{i}$ does contain a constant different from 0 , or it does contain a variable ruling on $x_{i}$;
4. If $x_{i}$ does not appear in $F_{i}$, then all variables that are immediately smaller than $x_{i}$ (one number more in their index) appear in $F_{i}$ and, some of them can have a common ruling variable while the others are strictly recursive in the functor corresponding to them.

If we look at the examples above, we have that we can index the first system as

$$
\left\{\begin{array}{l}
F_{0} \equiv a x_{0}+b x_{\epsilon} \\
F_{\epsilon} \equiv a^{\prime} x_{0}+b^{\prime} x_{\epsilon}+c^{\prime}
\end{array}\right.
$$

to obtain a rlhs.
Due to the presence of a constant in both the expressions, we cannot provide a similar ordering for the second system. Indeed, none of the two functors can satisfy condition 3. of Definition 4.

$$
\left\{\begin{array}{l}
F_{0} \equiv a x_{0}+b x_{\epsilon}+c \\
F_{\epsilon} \equiv a^{\prime} x_{0}+b^{\prime} x_{\epsilon}+c^{\prime}
\end{array}\right.
$$

We give now a more complex example of a right-linear system that can be indexed in such a way that it is rlhs. Please notice that, in the example below, we provide directly the indexed equational system. The original one can be recovered by giving different names to the variables and the functors with different indexes. After presenting the indexed system we also outline the procedure to obtain its initial algebra.

Example 1. Consider the following system

$$
\Phi:<F_{211}, F_{212}, F_{21}, F_{22}, F_{11}, F_{1}, F_{2}, F_{\epsilon}>
$$

where we have indexed functors and, accordingly, their variables.

$$
\begin{aligned}
& F_{211} \equiv c x_{211}+x_{2} \\
& F_{212} \equiv a x_{212}+b x_{2} \\
& F_{21} \equiv x_{211}+x_{212} \\
& F_{22} \equiv c x_{22}+I \\
& F_{11} \equiv a x_{11}+b \\
& F_{1} \equiv x_{11}+c \\
& F_{2} \equiv x_{21}+x_{22} \\
& F_{\epsilon} \equiv a x_{1}+x_{2}+a
\end{aligned}
$$

All variables under $x_{21}$ depend on the ruling variable $x_{2}$ (which becomes recursive when substitutions are made into $F_{2}$ ), and the corresponding functors do not contain any constant. We will start from $F_{211}$ and $F_{212}$, that are leaf functors according to $\leq$. The parametrized initial algebra for $F_{211}$ is $c^{*} x_{2}$ while the one for $F_{212}$ is $a^{*} b x_{2}$. Since $F_{211}$ and $F_{212}$ have no constant and $x_{211}$ and $x_{212}$ have the same ruling variable, we can substitute $c^{*} x_{2}$ and $a^{*} b x_{2}$ in $F_{21}$ to obtain $c^{*} x_{2}+a^{*} b x_{2}=\left(c^{*}+a^{*} b\right) x_{2}$ thanks to right distributivity. We can now consider $F_{22}$. Its initial algebra is the constant $c^{*}$, thus in $F_{2}$ we can replace $x_{21}$ and $x_{22}$ with
$\left(c^{*}+a^{*} b\right) x_{2}$ and $c^{*}$, which yields $\left(c^{*}+a^{*} b\right) x_{2}+c^{*}$ that has $\left(c^{*}+a^{*} b\right)^{*} c^{*}$ as initial algebra. We consider now $F_{11}$, whose initial algebra is $a^{*} b$, that we substitute in $F_{1}$ to obtain $\left(a^{*} b\right)+c$ as initial algebra; finally once we substitute all variables in $F_{\epsilon}$ with the corresponding initial algebras we get the constant $\left(a\left(a^{*} b+c\right)+\left(c^{*}+a^{*} b\right)^{*} c^{*}+a\right.$. Which is the basis for obtaining the full solution by means of appropriate substitutions.

Theorem 1. In a right semidistributive category $C$ where we have a parameterized initial algebra for linear polynomial functors (parameterized llists), all right-linear hierarchical systems of functors, with chosen indexing, have a family of regular expressions as their initial algebra.

Proof. Given a hierarchical right-linear functors system, we can find an initial algebra for it by repeatedly using the (initiality - rule) above, and by relying on Bekič theorem. This theorem provides an initial algebra for a system of functors in presence of parameterized initial algebras; to take advantage of it we need to show that the restricted set of hierarchical systems satisfy its two conditions. The first condition, i.e. the existence of parameterized initial algebras for a chosen functor in a recursive variable holds by hypothesis, the second one corresponds to the fact that the reduced system (with fewer functors) obtained after substituting the initial algebra has still an initial algebra. We then proceed by induction on the length of indexes starting from the longest ones. This is possible because, by exploiting right distributivity, we can take out a (ruling) variable as a common factor from terms containing it. This is due to our definition of $r l h s$.

Let us start by considering a functor $F_{i}$ which has maximal index. The expression corresponding to $F_{i}$ cannot contain variables with indexes longer than $i$. Thus, the expression may contain $x_{i}$ and at most a single variable, say $x_{t}$ ruling on it $(t$ is a strict prefix of $i$, moreover when such ruling variable is present the expression does not contain any constants.

Let us consider the two cases separately:

1. In case $x_{i}$ is strictly recursive, we obtain as initial algebra of $F_{i}$ a constant term which might be 0 in case the expression contains only 0 as a constant.
2. In case the expression of $F_{i}$ contains a variable $x_{t}$ ruling on $x_{i}$, the initiality rule gives a parameterized (w.r.t. $x_{t}$ ) initial algebra.

When substituting these terms in $F_{s}$ with $s$ an immediate prefix of $i(i=s n)$, we obtain a sum of constants and of terms all containing the same variable $x_{t}$ (due to condition 4. in Definition 4, no other term with another ruling variable can be present in $F_{s}$ ). We can then take $x_{t}$ as a common factor. Now we distinguish two cases, if $t=s$ we can proceed as above because all variables with an index longer than $t$ have been eliminated. If $t$ is instead a strict prefix of $s$, we can operate further substitutions until we reach functor $F_{t}$ possibly having other terms with the same variable and nomore variables with a longer index. In this way we have in any case reduced the system to a smaller one, still rlhs, producing an initial algebra at every step. At this point we can apply the procedure again.

It could seem that a very particular kind of linear functors system is taken into account, but we can prove that any regular expression, when interpreted in $C$ is the initial algebra of some finite linear hierarchical system of functors.

Theorem 2. Given a cocartesian monoidal semidistributive category $C$, where we can interpret regular expressions in such a way that the ()* operator is the llistoperator corresponding to the tensor product $\otimes$, every regular expression $E$ can be obtained as the initial algebra of the root component of a n-tuple of right-linear hierarchical system of simple polynomial functors $<F_{1}, \ldots, F_{n}>: C^{n} \rightarrow C^{n}$.

In order to prove item 1. of Theorem 2 we need to transform every regular expression in normal form and we will show that any normal form can be first associated with a system of simple quadratic polynomial functors and that the system can be associated with a rlhs of simple linear polynomial functors. The way we obtain such a rlhs guarantees that the original regular expression $E$ is the component in the initial algebra of the generated rlhs associated to the root functor.

Here we omit the details of the proof, it proceeds along the same lines of the corresponding one in [4] while referring to functors rather than to equations. In particular we need to use normal forms similar to that of Definition 1. in [4] and functor systems associated to them like in Definition 5. of [4]. From the functor systems we will do obtain system of quadratic functors (like in Proposition 1. in [4]) which we transform into linear ones (Proposition 2. in [4]). The fact that the regular expression $E$ is the initial algebra of the root component of the system will descend from the construction, while the verification of the hierarchicity of the system is now almost immediate by the chosen indexing strategy.

## 4 Conclusions

A classical result of the theory of regular languages [8] states that we can obtain solutions of systems of linear equations over regular expressions interpreted as languages variables.

In [4] we showed that right-linear systems of equations over regular expressions, when interpreted in a category of trees, have a solution whenever they enjoy a specific property that we called hierarchicity.

Here, we have completed the generalisation by considering cocartesian non commutative monoidal categories where the tensor product preserves colimits and a property similar to hierarchicity is satisfied. The key requirement for this kind of categories was the presence of an iteration operator thought of as initial algebra of a linear polynomial functor. The existence of such initial algebra is a form of a one-side list arithmeticity. Now list arithmeticity is a key ingredient to develop arithmetics in a pretopos [7]: this fact could suggest further investigations about a connection between results in (possibly non deterministic) language theory and in an arithmetic based on a one-side natural number object.
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#### Abstract

Energy problems are important in the formal analysis of embedded or autonomous systems. With the purpose of unifying a number of approaches to energy problems found in the literature, we introduce energy automata. These are finite automata whose edges are labeled with energy functions that define how energy levels evolve during transitions.

Motivated by this application and in order to compute with energy functions, we introduce a new algebraic structure of ${ }^{*}$-continuous Kleene $\omega$-algebras. These involve a *-continuous Kleene algebra with a *-continuous action on a semimodule and an infinite product operation that is also *-continuous.

We define both a finitary and a non-finitary version of *-continuous Kleene $\omega$-algebras. We then establish some of their properties, including a characterization of the free finitary *-continuous Kleene $\omega$-algebras. We also show that every ${ }^{*}$-continuous Kleene $\omega$-algebra gives rise to an iteration semiringsemimodule pair.


Keywords: Energy problem, Kleene algebra, *-continuity, *-continuous Kleene $\omega$-algebra

## 1 Introduction

Energy problems are concerned with the question whether a given system admits infinite schedules during which (1) certain tasks can be repeatedly accomplished and (2) the system never runs out of energy (or other specified resources). These are important in areas such as embedded systems or autonomous systems and,

[^19]starting with [4], have attracted some attention in recent years, for example in [20, $27,3,5,28,7,6,23,9]$.

With the purpose of generalizing some of the above approaches, we have in [14, 21] introduced energy automata. These are finite automata whose transitions are labeled with energy functions which specify how energy values change from one system state to another. Using the theory of semiring-weighted automata [10], we have shown in [14] that energy problems in such automata can be solved in a simple static way which only involves manipulations of energy functions.

In order to put the work of [14] on a more solid theoretical footing and with an eye to future generalizations, we have recently introduced a new algebraic structure of *-continuous Kleene $\omega$-algebras $[12,13]$.

A continuous (or complete) Kleene algebra is a Kleene algebra in which all suprema exist and are preserved by products. These have nice algebraic properties, but not all Kleene algebras are continuous, for example the semiring of regular languages over some alphabet. Hence a theory of *-continuous Kleene algebras has been developed to cover this and other interesting cases [25].

For infinite behaviors, complete semiring-semimodule pairs involving an infinite product operation have been developed [19]. Motivated by some examples of structures which are not complete in this sense, for example the energy functions of the preceding section, we generalize the notion of *-continuous Kleene algebra to one of *-continuous Kleene $\omega$-algebra. These are idempotent semiring-semimodule pairs which are not necessarily complete, but have enough suprema in order to develop a fixed-point theory and solve weighted Büchi automata (i.e., to compute infinitary power series).

We will define both a finitary and a non-finitary version of *-continuous Kleene $\omega$-algebras. We then establish several properties of *-continuous Kleene $\omega$-algebras, including the existence of the suprema of certain subsets related to regular $\omega$ languages. Then we will use these results in our characterization of the free finitary *-continuous Kleene $\omega$-algebras. We also show that each *-continuous Kleene $\omega$ algebra gives rise to an iteration semiring-semimodule pair.

Structure of the Paper This is the first in a series of two papers which deal with energy problems and their algebraic foundation. In the present paper, we motivate the introduction of our new algebraic structures by two sections on energy automata (Section 2) and on the algebraic structure of energy functions (Section 3). We then pass to introduce continuous Kleene $\omega$-algebras in Section 4 and to expose the free continuous Kleene $\omega$-algebras in Section 5 .

In Section 6 we generalize continuous Kleene $\omega$-algebras to our central notion of *-continuous Kleene $\omega$-algebras and finitary *-continuous Kleene $\omega$-algebras. Section 7 exposes the free finitary *-continuous Kleene $\omega$-algebras; the question whether general free *-continuous Kleene $\omega$-algebras exist is left open.

The penultimate Section 8 shows that every *-continuous Kleene $\omega$-algebra is an iteration semiring-semimodule pair, hence techniques from matrix semiring-semimodule pairs apply. This will be important in the second paper of the series. In Section 9 we concern ourselves with least and greatest fixed points and introduce
a notion of Kleene $\omega$-algebra, analogous to the concept of Kleene algebra for least fixed points.

In the second paper of the series [15], we show that one can use matrix operations to solve reachability and Büchi acceptance in weighted automata over *-continuous Kleene $\omega$-algebras, and that energy functions form a *-continuous Kleene $\omega$-algebra. This will allows us to connect the algebraic structures developed in the present paper back to their motivating energy problems.

Acknowledgment The origin of this work is a joint short paper [21] between the last three authors which was presented at the 2012 International Workshop on Weighted Automata: Theory and Applications. After the presentation, the presenter was approached by Zoltán Ésik, who told him that the proper setting for energy problems should be idempotent semiring-semimodule pairs. This initiated a long-lasting collaboration, including several mutual visits, which eventually led to the work presented in this paper and its follow-up [15].

We are deeply indebted to our colleague and friend Zoltán Ésik who taught us all we know about semiring-semimodule pairs and *-continuity. Unfortunately Zoltán could not see this work completed, so any errors are the responsibility of the last three authors.

In honor of Zoltán Ésik, we propose to give the name "Ésik algebra" to *-continuous Kleene $\omega$-algebras.

## 2 Energy Automata

The transition labels on the energy automata which we consider in this paper will be functions which model transformations of energy levels between system states. Such transformations have the (natural) properties that below a certain energy level, the transition might be disabled (not enough energy is available to perform the transition), and an increase in input energy always yields at least the same increase in output energy. Thus the following definition.

Definition 1. An energy function is a partial function $f: \mathbb{R}_{\geq 0} \rightharpoonup \mathbb{R}_{\geq 0}$ which is defined on a closed interval $\left[l_{f}, \infty[\right.$ or on an open interval $] l_{f}, \infty[$, for some lower bound $l_{f} \geq 0$, and such that for all $x \leq y$ for which $f$ is defined,

$$
\begin{equation*}
y f \geq x f+y-x \tag{*}
\end{equation*}
$$

The class of all energy functions is denoted by $\mathcal{F}$.
We will write composition and application of energy functions in diagrammatical order, from left to right. Hence we write $f ; g$, or simply $f g$, for the composition $g \circ f$ and $x ; f$ or $x f$ for function application $f(x)$. This is because we will be concerned with algebras of energy functions, in which function composition is multiplication, and where it is customary to write multiplication in diagrammatical order.

Thus energy functions are strictly increasing, and in points where they are differentiable, the derivative is at least 1 . The inverse functions to energy functions


Figure 1: A simple energy automaton.
exist, but are generally not energy functions. Energy functions can be composed, where it is understood that for a composition $f g$, the interval of definition is $\{x \in$ $\mathbb{R}_{\geq 0} \mid x f$ and $x f g$ defined $\}$. The following lemma shows an important property of energy functions which we will use repeatedly later, mostly without mention of the lemma.

Lemma 1. Let $f \in \mathcal{F}$ and $x \in \mathbb{R}_{\geq 0}$.

- If $x f<x$, then there is $N \geq 0$ such that $x f^{n}$ is undefined for all $n \geq N$.
- If $x f=x$, then $x f^{n}=x$ for all $n \geq 0$.
- If $x f>x$, then for all $P \in \mathbb{R}$ there is $N \geq 0$ such that $x f^{n} \geq P$ for all $n \geq N$.

Proof. In the first case, we have $x-x f=M>0$. Using $(*)$, we see that $x f^{n+1} \leq$ $x f^{n}-M$ for all $n \geq 0$ for which $x f^{n+1}$ is defined. Hence the sequence $\left(x f^{n}\right)_{n \geq 0}$ decreases without bound, so that there must be $N \geq 0$ such that $x f^{N}$ is undefined, and then so is $x f^{n}$ for any $n>N$.

The second case is trivial. In the third case, we have $x f-x=M>0$. Again using $(*)$, we see that $x f^{n+1}>x f^{n}+M$ for all $n \geq 0$. Hence the sequence $\left(x f^{n}\right)_{n \geq 0}$ increases without bound, so that for any $P \in \mathbb{R}$ there must be $N \geq 0$ for which $x f^{N} \geq P$, and then $x f^{n} \geq x f^{N} \geq P$ for all $n \geq N$.

Example 1. The following example shows that property ( $*$ ) is not only sufficient for Lemma 1, but in a sense also necessary: Let $\alpha \in \mathbb{R}$ with $0<\alpha<1$ and $f: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ be the function $x f=1+\alpha x$. Then $y f=x f+\alpha(y-x)$ for all $x \leq y$, so $(*)$ "almost" holds. But $x f^{n}=\sum_{i=0}^{n-1} \alpha^{i}+\alpha^{n} x$ for all $n \in \mathbb{N}$, hence $\lim _{n \rightarrow \infty} x f^{n}=\frac{1}{1-\alpha}<\infty$.

Definition 2. An energy automaton $\left(S, s_{0}, T, F\right)$ consists of a finite set $S$ of states, with initial state $s_{0} \in S$, a finite set $T \subseteq S \times \mathcal{F} \times S$ of transitions labeled with energy functions, and a subset $F \subseteq S$ of acceptance states.

Example 2. Figure 1 shows a simple energy automaton. Here we have used inequalities to give the definition intervals of energy functions, so that for example, the function labeling the loop at $s_{2}$ is given by $f(x)=2 x-2$ for $x \geq 1$ and undefined for $x<1$.

A finite path in an energy automaton is a finite sequence of transitions $\pi=$ $\left(s_{0}, f_{1}, s_{1}\right),\left(s_{1}, f_{2}, s_{2}\right), \ldots,\left(s_{n-1}, f_{n}, s_{n}\right)$. We use $f_{\pi}$ to denote the combined energy function $f_{\pi}=f_{1} f_{2} \cdots f_{n}$ of such a finite path. We will also use infinite paths, but note that these generally do not allow for combined energy functions.

A global state of an energy automaton is a pair $q=(s, x)$ with $s \in S$ and $x \in \mathbb{R}_{\geq 0}$. A transition between global states is of the form $\left((s, x), f,\left(s^{\prime}, x^{\prime}\right)\right)$ such that $\left(s, f, s^{\prime}\right) \in T$ and $x^{\prime}=f(x)$. A (finite or infinite) run of $(S, T)$ is a path in the graph of global states and transitions.

We are ready to state the decision problems with which our main concern will lie. As the input to a decision problem must be in some way finitely representable, we will state them for subclasses $\mathcal{F}^{\prime} \subseteq \mathcal{F}$ of computable energy functions; an $\mathcal{F}^{\prime}$ automaton is an energy automaton $\left(S, s_{0}, T, F\right)$ with $T \subseteq S \times \mathcal{F}^{\prime} \times S$. Note that we give no technical meaning to the term "computable" here; we simply need to take care that the input be finitely representable.

Problem 1 (State reachability). Given an $\mathcal{F}^{\prime}$-automaton $A=\left(S, s_{0}, T, F\right)$ and a computable initial energy $x_{0} \in \mathbb{R}_{\geq 0}$ : does there exist a finite run of $A$ from $\left(s_{0}, x_{0}\right)$ which ends in a state in $F$ ?

Problem 2 (Coverability). Given an $\mathcal{F}^{\prime}$-automaton $A=\left(S, s_{0}, T, F\right)$, a computable initial energy $x_{0} \in \mathbb{R}_{\geq 0}$ and a computable function $z: F \rightarrow \mathbb{R}_{\geq 0}$ : does there exist a finite run of $A$ from $\left(s_{0}, x_{0}\right)$ which ends in a global state $(s, x)$ such that $s \in F$ and $x \geq s z$ ?

Problem 3 (Büchi acceptance). Given an $\mathcal{F}^{\prime}$-automaton $A=\left(S, s_{0}, T, F\right)$ and a computable initial energy $x_{0} \in \mathbb{R}_{\geq 0}$ : does there exist an infinite run of $A$ from ( $s_{0}, x_{0}$ ) which visits $F$ infinitely often?

As customary, a run such as in the statements above is said to be accepting. The special case of Problem 3 with $F=S$ is the question whether there exists an infinite run in the given energy automaton. This is what is usually referred to as energy problems in the literature; our extension to general Büchi conditions has not been treated before.

## 3 The Algebra of Energy Functions

Let $[0, \infty]_{\perp}=\{\perp\} \cup[0, \infty]$ denote the complete lattice of non-negative real numbers together with extra elements $\perp$ and $\infty$, with the standard order on $\mathbb{R}_{\geq 0}$ extended by $\perp<x<\infty$ for all $x \in \mathbb{R}_{\geq 0}$. Also, $\perp+x=\perp-x=\perp$ for all $x \in \overline{\mathbb{R}}_{\geq 0} \cup\{\infty\}$ and $\infty+x=\infty-x=\infty$ for all $x \in \mathbb{R}_{\geq 0}$.

Definition 3. An extended energy function is a mapping $f:[0, \infty]_{\perp} \rightarrow[0, \infty]_{\perp}$, for which $\perp f=\perp$ and $y f \geq x f+y-x$ for all $x \leq y$. Moreover, $\infty f=\infty$, unless $x f=\perp$ for all $x \in[0, \infty]_{\perp}$. The class of all extended energy functions is denoted $\mathcal{E}$.

This means, in particular, that $x f=\perp$ implies $y f=\perp$ for all $y \leq x$, and $x f=\infty$ implies $y f=\infty$ for all $y \geq x$. Hence, except for the extension to $\infty$, these
functions are indeed the same as the energy functions from Definition 1. More precisely, every energy function $f: \mathbb{R}_{\geq 0} \rightharpoonup \mathbb{R}_{\geq 0}$ as of Definition 1 gives rise to an extended energy function $\tilde{f}:[0, \infty]_{\perp} \rightarrow[0, \infty]_{\perp}$ given by $\perp \tilde{f}=\perp, x \tilde{f}=\perp$ if $x f$ is undefined, $x \tilde{f}=x f$ otherwise for $x \in \mathbb{R}_{\geq 0}$, and $\infty \tilde{f}=\infty$.

Composition of extended energy functions is defined as before, but needs no more special consideration about its definition interval.

We define a partial order on $\mathcal{E}$, by $f \leq g$ iff $x f \leq x g$ for all $x \in[0, \infty]_{\perp}$. We will need three special energy functions, $\perp$, id and $\mp$; these are given by $x \perp=\perp$, $x ;$ id $=x$ for $x \in[0, \infty]_{\perp}$, and $\perp \mp=\perp, x \mp=\infty$ for $x \in[0, \infty]$.

Lemma 2. With the ordering $\leq, \mathcal{E}$ is a complete lattice with bottom element $\pm$ and top element $\mp$. The supremum on $\mathcal{E}$ is pointwise, i.e., $x\left(\sup _{i \in I} f_{i}\right)=\sup _{i \in I} x f_{i}$ for any set $I$, all $f_{i} \in \mathcal{E}$ and $x \in[0, \infty]_{\perp}$. Also, $h\left(\sup _{i \in I} f_{i}\right)=\sup _{i \in I}\left(h f_{i}\right)$ for all $h \in \mathcal{E}$.

Proof. The pointwise supremum of any set of extended energy functions is an extended energy function. Indeed, if $f_{i}, i \in I$ are extended energy functions and $x<y$ in $\mathbb{R}_{\geq 0}$, then $y f_{i} \geq x f_{i}+y-x$ for all $i$. It follows that $\sup _{i \in I} y f_{i} \geq \sup _{i \in I} x f_{i}+y-x$. Also, since $\perp f_{i}=\perp$ for all $i \in I$, $\sup _{i \in I} \perp f_{i}=\perp$. Finally, if there is some $i$ such that $\infty f_{i}=\infty$, then $\sup _{i \in I} \infty f_{i}=\infty$. Otherwise each function $f_{i}$ is constant with value $\perp$.

The fact that $h\left(\sup _{i \in I} f_{i}\right)=\sup _{i \in I} h f_{i}$ is now clear, since the supremum is taken pointwise: For all $x, x\left(h\left(\sup _{i \in I} f_{i}\right)\right)=(x h)\left(\sup _{i \in I} f_{i}\right)=\sup _{i \in I} x h f_{i}=x\left(\sup _{i} h f_{i}\right)$.

We denote binary suprema using the symbol $\vee$; hence $f \vee g$, for $f, g \in \mathcal{E}$, is the function $x(f \vee g)=\max (x f, x g)$.

Recall that an idempotent semiring $[1,22] S=(S, \vee, \cdot, \perp, 1)$ consists of a commutative idempotent monoid $(S, \vee, \perp)$ and a monoid $(S, \cdot, 1)$ such that the distributive laws

$$
\begin{aligned}
& x(y \vee z)=x y \vee x z \\
& (y \vee z) x=y x \vee z x
\end{aligned}
$$

and the zero laws

$$
\perp \cdot x=\perp=x \cdot \perp
$$

hold for all $x, y, z \in S$. It follows that the product operation distributes over all finite sums.

Each idempotent semiring $S$ is partially ordered by its natural order relation $x \leq y$ iff $x \vee y=y$, and then sum and product preserve the partial order and $\perp$ is the least element. Moreover, for all $x, y \in S, x \vee y$ is the least upper bound of the set $\{x, y\}$.

Lemma 3. $(\mathcal{E}, \vee, ;, \pm, \mathrm{id})$ is an idempotent semiring with natural order $\leq$.

Proof. It is clear that $(\mathcal{E}, \vee, \perp)$ is a commutative idempotent monoid and that $(\mathcal{E}, ;$, id $)$ is a monoid. $\leq$ is the natural order on $\mathcal{E}$ because $\vee$ is given pointwise. It is also clear that $\pm f=f \pm= \pm$ for all $f \in \mathcal{E}$.

To show distributivity, we have already shown that $x(h(f \vee g))=x(h f \vee h g)$ in the proof of Lemma 2; using monotonicity of $h$, we also have

$$
x((f \vee g) h)=x(f \vee g) h=(x f \vee x g) h=x f g \vee x g h=x(f h \vee g h) .
$$

The proof is complete.
We will show in the second paper [15] of this series that $\mathcal{E}$ in fact forms a *-continuous Kleene algebra [25], which will allow us to solve energy problems algebraically.

## 4 Continuous Kleene Algebras and Continuous Kleene $\omega$-Algebras

We have already recalled the notion of idempotent semiring in the last section. A homomorphism of idempotent semirings $(S, \vee, \cdot, \perp, 1),\left(S^{\prime}, \vee^{\prime}, .^{\prime}, \perp^{\prime}, 1^{\prime}\right)$ is a function $h: S \rightarrow S^{\prime}$ which respects the constants and operations, i.e., such that $h(\perp)=\perp^{\prime}$, $h(1)=1^{\prime}, h(x \vee y)=h(x) \vee^{\prime} h(y)$, and $h(x \cdot y)=h(x) \cdot^{\prime} h(y)$ for all $x, y \in S$.

A Kleene algebra [25] is an idempotent semiring $S=(S, \vee, \cdot, \perp, 1)$ equipped with a star operation ${ }^{*}: S \rightarrow S$ such that for all $x, y \in S, y x^{*}$ is the least solution of the fixed point equation $z=z x \vee y$ and $x^{*} y$ is the least solution of the fixed point equation $z=x z \vee y$ with respect to the natural order. A Kleene algebra homomorphism is a semiring homomorphism $h$ which respects the star: $h\left(x^{*}\right)=(h(x))^{*}$ for all $x \in S$.

Examples of Kleene algebras include the language semiring $P\left(A^{*}\right)$ over an alphabet $A$, whose elements are the subsets of the set $A^{*}$ of all finite words over $A$, and whose operations are set union and concatenation, with the languages $\emptyset$ and $\{\varepsilon\}$ serving as $\perp$ and 1 . Here, $\varepsilon$ denotes the empty word. The star operation is the usual Kleene star: $X^{*}=\bigcup_{n \geq 0} X^{n}=\left\{u_{1} \ldots u_{n}: u_{1}, \ldots, u_{n} \in X, n \geq 0\right\}$.

Another example is the Kleene algebra $P(A \times A)$ of binary relations over any set $A$, whose operations are union and relational composition (written in diagrammatic order), and where the empty relation $\emptyset$ and the identity relation id serve as the constants $\perp$ and 1. The star operation is the formation of the reflexive-transitive closure, so that $R^{*}=\bigcup_{n \geq 0} R^{n}$ for all $R \in P(A \times A)$.

The above examples are in fact continuous Kleene algebras, i.e., idempotent semirings $S$ such that equipped with the natural order, they are complete lattices (hence all suprema exist), and the product operation preserves arbitrary suprema in either argument:

$$
y(\bigvee X)=\bigvee y X \quad \text { and } \quad(\bigvee X) y=\bigvee X y
$$

for all $X \subseteq S$ and $y \in S$. The star operation is given by $x^{*}=\bigvee_{n \geq 0} x^{n}$, so that $x^{*}$ is the supremum of the set $\left\{x^{n}: n \geq 0\right\}$ of all powers of $x$.

Homomorphisms of continuous Kleene algebras $S, S^{\prime}$ are homomorphisms of idempotent semirings $h: S \rightarrow S^{\prime}$ which respect arbitrary suprema: $h(\bigvee X)=$ $\bigvee h(X)=\bigvee\{h(x) \mid x \in X\}$ for all $X \subseteq S$. To distinguish these from semiring homomorphisms, they are sometimes called continuous homomorphisms, but we will not do this here.

A larger class of models is given by the *-continuous Kleene algebras [25]. By the definition of a ${ }^{*}$-continuous Kleene algebra $S=(S, \vee, \cdot, \perp, 1)$, all suprema of sets of the form $\left\{x^{n} \mid n \geq 0\right\}$ are required to exist, where $x$ is any element of $S$, and $x^{*}$ is given by this supremum. Moreover, product preserves such suprema in both arguments:

$$
y\left(\bigvee_{n \geq 0} x^{n}\right)=\bigvee_{n \geq 0} y x^{n} \quad \text { and } \quad\left(\bigvee_{n \geq 0} x^{n}\right) y=\bigvee_{n \geq 0} x^{n} y
$$

Every *-continuous Kleene algebra is a Kleene algebra. For any alphabet $A$, the collection $R\left(A^{*}\right)$ of all regular languages over $A$ is an example of a *-continuous Kleene algebra which is not continuous. There exist Kleene algebras which are not *-continuous, see [25]. For non-idempotent extensions of the notions of continuous Kleene algebras, ${ }^{*}$-continuous Kleene algebras and Kleene algebras, we refer to $[17,16]$. Homomorphisms of *-continuous Kleene algebras are the Kleene algebra homomorphisms.

Recall that an idempotent semiring-semimodule pair [19, 2] (S,V) consists of an idempotent semiring $S=(S, \vee, \cdot, \perp, 1)$ and a commutative idempotent monoid $V=(V, \vee, \perp)$ which is equipped with a left $S$-action $S \times V \rightarrow V,(x, v) \mapsto x v$, satisfying

$$
\begin{array}{rlrl}
\left(x \vee x^{\prime}\right) v & =x v \vee x^{\prime} v & x\left(v \vee v^{\prime}\right) & =x v \vee x v^{\prime} \\
\left(x x^{\prime}\right) v & =x\left(x^{\prime} v\right) & \perp v & =\perp \\
x \perp & =\perp & 1 v & =v
\end{array}
$$

for all $x, x^{\prime} \in S$ and $v \in V$. In that case, we also call $V$ a (left) $S$-semimodule.
A homomorphism of semiring-semimodule pairs $(S, V)$ and $\left(S^{\prime}, V^{\prime}\right)$ is a pair $h=\left(h_{S}, h_{V}\right)$ of functions $h_{S}: S \rightarrow S^{\prime}$ and $h_{V}: V \rightarrow V^{\prime}$ such that $h_{S}$ is a semiring homomorphism, $h_{V}$ is a monoid homomorphism, and $h$ respects the action, i.e., $h_{V}(x v)=h_{S}(x) h_{V}(v)$ for all $x \in S$ and $v \in V$.

Definition 4. $A$ continuous Kleene $\omega$-algebra is an idempotent semiring-semimodule pair $(S, V)$ in which $S$ is a continuous Kleene algebra, $V$ is a complete lattice with the natural order, and the action preserves all suprema in either argument. Additionally, there is an infinite product operation which is compatible with the action and associative in the sense that the following hold:

1. For all $x_{0}, x_{1}, \ldots \in S, \prod_{n \geq 0} x_{n}=x_{0} \prod_{n \geq 0} x_{n+1}$.
2. Let $x_{0}, x_{1}, \ldots \in S$ and $0=n_{0} \leq n_{1} \cdots$ be a sequence which increases without a bound. Let $y_{k}=x_{n_{k}} \cdots x_{n_{k+1}-1}$ for all $k \geq 0$. Then $\prod_{n \geq 0} x_{n}=\prod_{k \geq 0} y_{k}$.

Moreover, the infinite product operation preserves all suprema:

$$
\text { 3. } \prod_{n \geq 0}\left(\bigvee X_{n}\right)=\bigvee\left\{\prod_{n \geq 0} x_{n}: x_{n} \in X_{n}, n \geq 0\right\} \text {, for all } X_{0}, X_{1}, \ldots \subseteq S
$$

The above notion of continuous Kleene $\omega$-algebra may be seen as a special case of the not necessarily idempotent complete semiring-semimodule pairs of [19]. A homomorphism of continuous Kleene $\omega$-algebras is a semiring-semimodule homomorphism $h=\left(h_{S}, h_{V}\right)$ such that $h_{S}$ is a homomorphism of continuous Kleene algebras, $h_{V}$ preserves all suprema, and $h$ respects infinite products: for all $x_{0}, x_{1}, \ldots \in S$, $h_{V}\left(\prod_{n \geq 0} x_{n}\right)=\prod_{n \geq 0} h_{S}\left(x_{n}\right)$.

One of our aims in this paper is to provide an extension of the notion of continuous Kleene $\omega$-algebras to *-continuous Kleene $\omega$-algebras, which are semiringsemimodule pairs $(S, V)$ consisting of a *-continuous Kleene algebra $S$ acting on a necessarily idempotent semimodule $V$, such that the action preserves certain suprema in its first argument, and which are equipped with an infinite product operation satisfying the above compatibility and associativity conditions and some weaker forms of the last axiom.

## 5 Free Continuous Kleene $\omega$-Algebras

In this section, we offer descriptions of the free continuous Kleene $\omega$-algebras and the free continuous Kleene $\omega$-algebras satisfying the identity $1^{\omega}=\perp$. We recall the following folklore result.

Theorem 1. For each set $A$, the language semiring $\left(P\left(A^{*}\right), \vee, \cdot, \perp, 1\right)$ is the free continuous Kleene algebra on $A$.

In more detail, if $S$ is a continuous Kleene algebra and $h: A \rightarrow S$ is any function, then there is a unique homomorphism $h^{\sharp}: P\left(A^{*}\right) \rightarrow S$ of continuous Kleene algebras which extends $h$.

In view of Theorem 1, it is not surprising that the free continuous Kleene $\omega$ algebras can be described using languages of finite and infinite words. Suppose that $A$ is a set. Let $A^{\omega}$ denote the set of all $\omega$-words over $A$ and $A^{\infty}=A^{*} \cup A^{\omega}$. Let $P\left(A^{*}\right)$ denote the language semiring over $A$ and $P\left(A^{\infty}\right)$ the semimodule of all subsets of $A^{\infty}$ equipped with the action of $P\left(A^{*}\right)$ defined by $X Y=\{x y: x \in$ $X, y \in Y\}$ for all $X \subseteq A^{*}$ and $Y \subseteq A^{\infty}$. We also define an infinite product by $\prod_{n \geq 0} X_{n}=\left\{u_{0} u_{1} \ldots: u_{n} \in X_{n}\right\}$. It is clear that $\left(P\left(A^{*}\right), P\left(A^{\infty}\right)\right)$ is a continuous Kleene $\omega$-algebra.

Theorem 2. For each set $A,\left(P\left(A^{*}\right), P\left(A^{\infty}\right)\right)$ is the free continuous Kleene $\omega$ algebra on $A$.

Proof. Suppose that $(S, V)$ is any continuous Kleene $\omega$-algebra an let $h: A \rightarrow S$ be a mapping. We want to show that there is a unique extension of $h$ to a homomorphism $\left(h_{S}^{\sharp}, h_{V}^{\sharp}\right)$ from $\left(P\left(A^{*}\right), P\left(A^{\infty}\right)\right)$ to $(S, V)$.

For each $u=a_{0} \ldots a_{n-1}$ in $A^{*}$, define $h_{S}(u)=h\left(a_{0}\right) \cdots h\left(a_{n-1}\right)$ and $h_{V}(u)=$ $h\left(a_{0}\right) \cdots h\left(a_{n-1}\right) 1^{\omega}=\prod_{k \geq 0} b_{k}$, where $b_{k}=a_{k}$ for all $k<n$ and $b_{k}=1$ for all
$k \geq n$. When $u=a_{0} a_{1} \ldots \in A^{\omega}$, define $h_{V}(u)=\prod_{k \geq 0} h\left(a_{k}\right)$. Note that we have $h_{S}(u v)=h_{S}(u) h_{S}(v)$ for all $u, v \in A^{*}$ and $h_{S}(\varepsilon)=1$. Also, $h_{V}(u v)=h_{S}(u) h_{V}(v)$ for all $u \in A^{*}$ and $v \in A^{\infty}$. Thus, $h_{V}(X Y)=h_{S}(X) h_{V}(Y)$ for all $X \subseteq A^{*}$ and $Y \subseteq A^{\infty}$. Moreover, for all $u_{0}, u_{1}, \ldots$ in $A^{*}$, if $u_{i} \neq \varepsilon$ for infinitely many $i$, then $h_{V}\left(u_{0} u_{1} \ldots\right)=\prod_{k \geq 0} h_{S}\left(u_{k}\right)$. If on the other hand, $u_{k}=\varepsilon$ for all $k \geq n$, then $h_{V}\left(u_{0} u_{1} \ldots\right)=h_{S}\left(u_{0}\right) \cdots h_{S}\left(u_{n-1}\right) 1^{\omega}$. In either case, if $X_{0}, X_{1}, \ldots \subseteq A^{*}$, then $h_{V}\left(\prod_{n \geq 0} X_{n}\right)=\prod_{n \geq 0} h_{S}\left(X_{n}\right)$.

Suppose now that $X \subseteq A^{*}$ and $Y \subseteq A^{\infty}$. We define $h_{S}^{\sharp}(X)=\bigvee h_{S}(X)$ and $h_{V}^{\sharp}(Y)=\bigvee h_{V}(Y)$. It is well-known that $h_{S}^{\sharp}$ is a continuous semiring morphism $P\left(A^{*}\right) \rightarrow S$. Also, $h_{V}^{\sharp}$ preserves arbitrary suprema, since $h_{V}^{\sharp}\left(\bigcup_{i \in I} Y_{i}\right)=$ $\bigvee h_{V}\left(\bigcup_{i \in I} Y_{i}\right)=\bigvee \bigcup_{i \in I} h_{V}\left(Y_{i}\right)=\bigvee_{i \in I} \bigvee h_{V}\left(Y_{i}\right)=\bigvee_{i \in I} h_{V}^{\sharp}\left(Y_{i}\right)$.

We prove that the action is preserved. Let $X \subseteq A^{*}$ and $Y \subseteq A^{\infty}$. Then $h_{V}^{\sharp}(X Y)=\bigvee h_{V}(X Y)=\bigvee h_{S}(X) h_{V}(Y)=\bigvee h_{S}(X) \bigvee h_{V}(Y)=h_{S}^{\sharp}(X) h_{V}^{\sharp}(Y)$.

Finally, we prove that the infinite product is preserved. Let $X_{0}, X_{1}, \ldots \subseteq A^{*}$. Then $h_{V}^{\sharp}\left(\prod_{n \geq 0} X_{n}\right)=\bigvee h_{V}\left(\prod_{n \geq 0} X_{n}\right)=\bigvee \prod_{n \geq 0} h_{S}\left(X_{n}\right)=\prod_{n \geq 0} \bigvee h_{S}\left(X_{n}\right)=$ $\prod_{n \geq 0} h_{S}^{\sharp}\left(X_{n}\right)$.

It is clear that $h_{S}$ extends $h$, and that $\left(h_{S}, h_{V}\right)$ is unique.
Consider now $\left(P\left(A^{*}\right), P\left(A^{\omega}\right)\right.$ ) with infinite product defined, as a restriction of the above infinite product, by $\prod_{n \geq 0} X_{n}=\left\{u_{0} u_{1} \ldots \in A^{\omega}: u_{n} \in X_{n}, n \geq 0\right\}$. It is also a continuous Kleene $\omega$-algebra. Moreover, it satisfies $1^{\omega}=\perp$.

Lemma 4. $\left(P\left(A^{*}\right), P\left(A^{\omega}\right)\right)$ is a quotient of $\left(P\left(A^{*}\right), P\left(A^{\infty}\right)\right)$ under the homomorphism $\left(\varphi_{S}, \varphi_{V}\right)$ such that $\varphi_{S}$ is the identity on $P\left(A^{*}\right)$ and $\varphi_{V}$ maps $Y \subseteq A^{\infty}$ to $Y \cap A^{\omega}$.

Proof. Suppose that $Y_{i} \subseteq A^{\infty}$ for all $i \in I$. It holds that $\varphi_{V}\left(\bigcup_{i \in I} Y_{i}\right)=A^{\omega} \cap$ $\bigcup_{i \in I} Y_{i}=\bigcup_{i \in I}\left(A^{\omega} \cap Y_{i}\right)=\bigcup_{i \in I} \varphi_{V}\left(Y_{i}\right)$.

Let $X \subseteq A^{*}$ and $Y \subseteq A^{\infty}$. Then $h_{V}(X Y)=X Y \cap A^{\omega}=X\left(Y \cap A^{\omega}\right)=$ $\varphi_{S}(X) \varphi_{V}(Y)$.

Finally, let $X_{0}, X_{1}, \ldots \subseteq A^{*}$. Then $h_{V}\left(\prod_{n \geq 0} X_{n}\right)=\left\{u_{0} u_{1} \ldots \in A^{\omega}: u_{n} \in\right.$ $\left.X_{n}\right\}=\prod_{n \geq 0} h_{S}\left(X_{n}\right)$.

Lemma 5. Suppose that $(S, V)$ is a continuous Kleene $\omega$-algebra satisfying $1^{\omega}=\perp$. Let $\left(h_{S}, h_{V}\right)$ be a homomorphism $\left(P\left(A^{*}\right), P\left(A^{\infty}\right)\right) \rightarrow(S, V)$. Then $\left(h_{S}, h_{V}\right)$ factors through $\left(\varphi_{S}, \varphi_{V}\right)$.
Proof. Define $h_{S}^{\prime}=h_{S}$ and $h_{V}^{\prime}: P\left(A^{\omega}\right) \rightarrow V$ by $h_{V}^{\prime}(Y)=h_{V}(Y)$, for all $Y \subseteq A^{\omega}$. Then clearly $h_{S}=h_{S}^{\prime} \circ \varphi_{S}$. Moreover, $h_{V}=h_{V}^{\prime} \circ \varphi_{V}$, since for all $Y \subseteq A^{\infty}$, $h_{V}^{\prime}\left(\varphi_{V}(Y)\right)=h_{V}\left(Y \cap A^{\omega}\right)=h_{V}\left(Y \cap A^{\omega}\right) \vee h_{S}\left(Y \cap A^{*}\right) 1^{\omega}=h_{V}\left(Y \cap A^{\omega}\right) \vee h_{V}((Y \cap$ $\left.\left.A^{*}\right) 1^{\omega}\right)=h_{V}\left(\left(Y \cap A^{\omega}\right) \cup\left(Y \cap A^{*}\right) 1^{\omega}\right)=h_{V}(Y)$.

Since $\left(\varphi_{S}, \varphi_{V}\right)$ and $\left(h_{S}, h_{V}\right)$ are homomorphisms, so is $\left(h_{S}^{\prime}, h_{V}^{\prime}\right)$. It is clear that $h_{V}^{\prime}$ preserves all suprema.

Theorem 3. For each set $A,\left(P\left(A^{*}\right), P\left(A^{\omega}\right)\right)$ is the free continuous Kleene $\omega$ algebra on $A$ satisfying $1^{\omega}=\perp$.

Proof. Suppose that $(S, V)$ is a continuous Kleene $\omega$-algebra satisfying $1^{\omega}=\perp$. Let $h: A \rightarrow S$. By Theorem 2, there is a unique homomorphism $\left(h_{S}, h_{V}\right)$ : $\left(P\left(A^{*}\right), P\left(A^{\infty}\right)\right) \rightarrow(S, V)$ extending $h$. By Lemma $5, h_{S}$ and $h_{V}$ factor as $h_{S}=$ $h_{S}^{\prime} \circ \varphi_{S}$ and $h_{V}=h_{V}^{\prime} \circ \varphi_{V}$, where $\left(h_{S}^{\prime}, h_{V}^{\prime}\right)$ is a homomorphism $\left(P\left(A^{*}\right), P\left(A^{\omega}\right)\right) \rightarrow$ $(S, V)$. This homomorphism $\left(h_{S}^{\prime}, h_{V}^{\prime}\right)$ is the required extension of $h$ to a homomorphism $\left(P\left(A^{*}\right), P\left(A^{\omega}\right)\right) \rightarrow(S, V)$. Since the factorization is unique, so is this extension.

## $6{ }^{*}$-Continuous Kleene $\omega$-Algebras

In this section, we define *-continuous Kleene $\omega$-algebras and finitary *-continuous Kleene $\omega$-algebras as an extension of the *-continuous Kleene algebras of [24]. We establish several basic properties of these structures, including the existence of the suprema of certain subsets corresponding to regular $\omega$-languages.

Definition 5. $A$ generalized *-continuous Kleene algebra is a semiring-semimodule pair $(S, V)$ in which $S$ is $a^{*}$-continuous Kleene algebra (hence $S$ and $V$ are idempotent), subject to the usual laws of unitary action as well as the following axiom

A×0: For all $x, y \in S$ and $v \in V, x y^{*} v=\bigvee_{n \geq 0} x y^{n} v$.
Definition 6. $A^{*}$-continuous Kleene $\omega$-algebra is a generalized ${ }^{*}$-continuous Kleene algebra $(S, V)$ together with an infinite product operation $S^{\omega} \rightarrow V$ which maps every $\omega$-word $x_{0} x_{1} \ldots$ over $S$ to an element $\prod_{n \geq 0} x_{n}$ of $V$, subject to the following axioms:

Ax1: For all $x_{0}, x_{1}, \ldots \in S, \prod_{n \geq 0} x_{n}=x_{0} \prod_{n \geq 0} x_{n+1}$.
Ax2: Let $x_{0}, x_{1}, \ldots \in S$ and $0=n_{0} \leq n_{1} \cdots$ be a sequence which increases without a bound. Let $y_{k}=x_{n_{k}} \cdots x_{n_{k+1}-1}$ for all $k \geq 0$. Then $\prod_{n \geq 0} x_{n}=\prod_{k \geq 0} y_{k}$.
Ax3: For all $x_{0}, x_{1}, \ldots$ and $y, z$ in $S, \prod_{n \geq 0}\left(x_{n}(y \vee z)\right)=\bigvee_{x_{n}^{\prime} \in\{y, z\}} \prod_{n \geq 0} x_{n} x_{n}^{\prime}$.
Ax4: For all $x, y_{0}, y_{1}, \ldots \in S, \prod_{n \geq 0} x^{*} y_{n}=\bigvee_{k_{n} \geq 0} \prod_{n \geq 0} x^{k_{n}} y_{n}$.
The first two axioms are the same as for continuous Kleene $\omega$-algebras. The last two are weaker forms of the complete preservation of suprema of continuous Kleene $\omega$-algebras. It is clear that every continuous Kleene $\omega$-algebra is ${ }^{*}$-continuous.

A homomorphism of *-continuous Kleene $\omega$-algebras is a semiring-semimodule homomorphism $h=\left(h_{S}, h_{V}\right):(S, V) \rightarrow\left(S^{\prime}, V^{\prime}\right)$ such that $h_{S}$ is a *-continuous Kleene algebra homomorphism and $h$ respects infinite products: for all $x_{0}, x_{1}, \ldots \in$ $S, h_{V}\left(\prod_{n \geq 0} x_{n}\right)=\prod_{n \geq 0} h_{S}\left(x_{n}\right)$.

Some of our results will also hold for weaker structures. We define a finitary *-continuous Kleene $\omega$-algebra as a structure $(S, V)$ as above, equipped with a star operation and an infinite product $\prod_{n>0} x_{n}$ restricted to finitary $\omega$-words over $S$, i.e., to sequences $x_{0}, x_{1}, \ldots$ such that there is a finite subset $F$ of $S$ such that each $x_{n}$ is a finite product of elements of $F$. (Note that $F$ is not fixed and may depend on
the sequence $x_{0}, x_{1}, \ldots$ ) It is required that the axioms hold whenever the involved $\omega$-words are finitary.

The above axioms have a number of consequences. For example, if $x_{0}, x_{1}, \ldots \in S$ and $x_{i}=\perp$ for some $i$, then $\prod_{n \geq 0} x_{n}=\perp$. Indeed, if $x_{i}=\perp$, then $\prod_{n \geq 0} x_{n}=$ $x_{0} \cdots x_{i} \prod_{n \geq i+1} x_{n}=\perp \prod_{n \geq i+1} x_{n}=\perp$. By $\mathrm{A} \times 1$ and $\mathrm{A} \times 2$, each ${ }^{*}$-continuous Kleene $\omega$-algebra is an $\omega$-semigroup [26].

Suppose that $(S, V)$ is a *-continuous Kleene $\omega$-algebra. For each word $w \in S^{*}$ there is a corresponding element $\bar{w}$ of $S$ which is the product of the letters of $w$ in the semiring $S$. Similarly, when $w \in S^{*} V$, there is an element $\bar{w}$ of $V$ corresponding to $w$, and when $X \subseteq S^{*}$ or $X \subseteq S^{*} V$, then we can associate with $X$ the set $\bar{X}=\{\bar{w}: w \in X\}$, which is a subset of $S$ or $V$. Below we will denote $\bar{w}$ and $\bar{X}$ by just $w$ and $X$, respectively.

The following two lemmas are well-known and follow from the fact that the semirings of regular languages are the free *-continuous Kleene algebras [24] (and also the free Kleene algebras [25]).

Lemma 6. Suppose that $S$ is $a^{*}$-continuous Kleene algebra. If $R \subseteq S^{*}$ is regular, then $\bigvee R$ exists. Moreover, for all $x, y \in S, x(\bigvee R) y=\bigvee x R y$.

Lemma 7. Let $S$ be $a^{*}$-continuous Kleene algebra. Suppose that $R, R_{1}$ and $R_{2}$ are regular subsets of $S^{*}$. Then

$$
\begin{aligned}
\bigvee\left(R_{1} \cup R_{2}\right) & =\bigvee R_{1} \vee \bigvee R_{2} \\
\bigvee\left(R_{1} R_{2}\right) & =\left(\bigvee R_{1}\right)\left(\bigvee R_{2}\right) \\
\bigvee\left(R^{*}\right) & =(\bigvee R)^{*} .
\end{aligned}
$$

In a similar way, we can prove:
Lemma 8. Let $(S, V)$ be a generalized ${ }^{*}$-continuous Kleene algebra. If $R \subseteq S^{*}$ is regular, $x \in S$ and $v \in V$, then $x(\bigvee R) v=\bigvee x R v$.

Proof. Suppose that $R=\emptyset$. Then $x(\bigvee R) v=\perp=\bigvee x R v$. If $R$ is a singleton set $\{y\}$, then $x(\bigvee R) v=x y v=\bigvee x R v$. Suppose now that $R=R_{1} \cup R_{2}$ or $R=R_{1} R_{2}$, where $R_{1}, R_{2}$ are regular, and suppose that our claim holds for $R_{1}$ and $R_{2}$. Then, if $R=R_{1} \cup R_{2}$,

$$
\begin{aligned}
x(\bigvee R) v & =x\left(\bigvee R_{1} \vee \bigvee R_{2}\right) v \quad(\text { by Lemma } 7) \\
& =x\left(\bigvee R_{1}\right) v \vee x\left(\bigvee R_{2}\right) v \\
& =\bigvee x R_{1} v \vee \bigvee x R_{2} v \\
& =\bigvee x\left(R_{1} \cup R_{2}\right) v=\bigvee x R v,
\end{aligned}
$$

where the third equality uses the induction hypothesis. If $R=R_{1} R_{2}$, then

$$
\begin{aligned}
x(\bigvee R) v & =x\left(\bigvee R_{1}\right)\left(\bigvee R_{2}\right) v \quad(\text { by Lemma } 7) \\
& =\bigvee\left(x R_{1}\left(\bigvee R_{2}\right) v\right) \\
& =\bigvee\left\{y\left(\bigvee R_{2}\right) v: y \in x R_{1}\right\} \\
& =\bigvee\left\{\bigvee y R_{2} v: y \in x R_{1}\right\} \\
& =\bigvee x R_{1} R_{2} v=\bigvee x R v,
\end{aligned}
$$

where the second equality uses the induction hypothesis for $R_{1}$ and the fourth the one for $R_{2}$. Suppose last that $R=R_{0}^{*}$, where $R_{0}$ is regular and our claim holds for $R_{0}$. Then, using the previous case, it follows by induction that

$$
\begin{equation*}
x\left(\bigvee R_{0}^{n}\right) v=\bigvee x R_{0}^{n} v \tag{1}
\end{equation*}
$$

for all $n \geq 0$. Using this and $\mathrm{A} \times 0$, it follows now that

$$
\begin{aligned}
x(\bigvee R) v=x\left(\bigvee R_{0}^{*}\right) y & =x\left(\bigvee_{n \geq 0} \bigvee R_{0}^{n}\right) v \\
& =x\left(\bigvee_{n \geq 0}\left(\bigvee R_{0}\right)^{n}\right) v \quad(\text { by Lemma } 7) \\
& =\bigvee_{n \geq 0} x\left(\bigvee R_{0}\right)^{n} v \quad(\text { byAx0 }) \\
& =\bigvee_{n \geq 0} x\left(\bigvee R_{0}^{n}\right) v \quad(\text { by Lemma } 7) \\
& =\bigvee_{n \geq 0} \bigvee x R_{0}^{n} v \quad(\text { by } \quad(1)) \\
& =\bigvee x R_{0}^{*} v=\bigvee x R v .
\end{aligned}
$$

The proof is complete.
Lemma 9. Let $(S, V)$ be $a^{*}$-continuous Kleene $\omega$-algebra. Suppose that the languages $R_{0}, R_{1}, \ldots \subseteq S^{*}$ are regular and that $\mathcal{R}=\left\{R_{0}, R_{1}, \ldots\right\}$ is a finite set. Moreover, let $x_{0}, x_{1}, \ldots \in S$. Then

$$
\prod_{n \geq 0} x_{n}\left(\bigvee R_{n}\right)=\bigvee \prod_{n \geq 0} x_{n} R_{n}
$$

Proof. If one of the $R_{i}$ is empty, our claim is clear since both sides are equal to $\perp$, so we suppose they are all nonempty.

Below we will suppose that each regular language comes with a fixed decomposition having a minimal number of operations needed to obtain the language from the empty set and singleton sets. For a regular language $R$, let $|R|$ denote
the minimum number of operations needed to construct it. When $\mathcal{R}$ is a finite set of regular languages, let $\mathcal{R}_{\text {ns }}$ denote the set of non-singleton languages in it. Let $|\mathcal{R}|=\sum_{R \in \mathcal{R}_{\mathrm{ns}}} 3^{|R|}$. Our definition ensures that if $\mathcal{R}=\left\{R, R_{1}, \ldots, R_{n}\right\}$ and $R=R^{\prime} \cup R^{\prime \prime}$ or $R=R^{\prime} R^{\prime \prime}$ according to the fixed minimal decomposition of $R$, and if $\mathcal{R}^{\prime}=\left\{R^{\prime}, R^{\prime \prime}, R_{1}, \ldots, R_{n}\right\}$, then $\left|\mathcal{R}^{\prime}\right|<|\mathcal{R}|$. Similarly, if $R=R_{0}^{*}$ by the fixed minimal decomposition and $\mathcal{R}^{\prime}=\left\{R_{0}, R_{1}, \ldots, R_{n}\right\}$, then $\left|\mathcal{R}^{\prime}\right|<|\mathcal{R}|$.

We will argue by induction on $|\mathcal{R}|$.
When $|\mathcal{R}|=0$, then $\mathcal{R}$ consists of singleton languages and our claim follows from $\mathrm{A} \times 3$. Suppose that $|\mathcal{R}|>0$. Let $R$ be a non-singleton language appearing in $\mathcal{R}$. If $R$ appears only a finite number of times among the $R_{n}$, then there is some $m$ such that $R_{n}$ is different from $R$ for all $n \geq m$. Then,

$$
\begin{aligned}
\prod_{n \geq 0} x_{n}\left(\bigvee R_{n}\right) & =\prod_{i<m} x_{i}\left(\bigvee R_{i}\right) \prod_{n \geq m} x_{n}\left(\bigvee R_{n}\right) \quad(\text { by Ax1) } \\
& =\left(\bigvee x_{0} R_{0} \cdots x_{n-1} R_{n-1}\right) \prod_{n \geq m} x_{n}\left(\bigvee R_{n}\right) \quad \text { (by Lemma 7) } \\
& =\bigvee\left(x_{0} R_{0} \cdots x_{n-1} R_{n-1} \prod_{n \geq m} x_{n}\left(\bigvee R_{n}\right)\right) \quad(\text { by Lemma 8) } \\
& =\bigvee\left\{y \prod_{n \geq m} x_{n}\left(\bigvee R_{n}\right): y \in x_{0} R_{0} \cdots x_{n-1} R_{n-1}\right\} \\
& =\bigvee\left\{\bigvee y \prod_{n \geq m} x_{n} R_{n}: y \in x_{0} R_{0} \cdots x_{n-1} R_{n-1}\right\} \\
& =\bigvee \prod_{n \geq 0} x_{n} R_{n}
\end{aligned}
$$

where the passage from the 4 th line to the 5 th uses induction hypothesis and $A \times 1$.
Suppose now that $R$ appears an infinite number of times among the $R_{n}$. Let $R_{i_{1}}, R_{i_{2}}, \ldots$ be all the occurrences of $R$ among the $R_{n}$. Define

$$
\begin{aligned}
& y_{0}=x_{0}\left(\bigvee R_{0}\right) \cdots\left(\bigvee R_{i_{1}-1}\right) x_{i_{1}} \\
& y_{j}=x_{i_{j}+1}\left(\bigvee R_{i_{j}+1}\right) \cdots\left(\bigvee R_{i_{j+1}-1}\right) x_{i_{j+1}}
\end{aligned}
$$

for $j \geq 1$. Similarly, define

$$
\begin{aligned}
& Y_{0}=x_{0} R_{0} \cdots R_{i_{1}-1} x_{i_{1}} \\
& Y_{j}=x_{i_{j}+1} R_{i_{j}+1} \cdots R_{i_{j+1}-1} x_{i_{j+1}}
\end{aligned}
$$

for all $j \geq 1$. It follows from Lemma 7 that

$$
y_{j}=\bigvee Y_{j}
$$

for all $j \geq 0$. Then

$$
\begin{equation*}
\prod_{n \geq 0} x_{n}\left(\bigvee R_{n}\right)=\prod_{j \geq 0} y_{j}(\bigvee R) \tag{2}
\end{equation*}
$$

by $A \times 2$, and

$$
\prod_{n \geq 0} x_{n} R_{n}=\prod_{j \geq 0} Y_{j} R
$$

If $R=R^{\prime} \cup R^{\prime \prime}$, then:

$$
\begin{aligned}
\prod_{n \geq 0} x_{n}\left(\bigvee R_{n}\right) & =\prod_{j \geq 0} y_{j}\left(\bigvee\left(R^{\prime} \cup R^{\prime \prime}\right)\right) \quad(\text { by }(2)) \\
& =\prod_{j \geq 0} y_{j}\left(\bigvee R^{\prime} \vee \bigvee R^{\prime \prime}\right) \quad(\text { by Lemma } 7) \\
& =\bigvee_{z_{j} \in\{\bigvee} \prod_{\left.R^{\prime}, \bigvee R^{\prime \prime}\right\}} \prod_{j \geq 0} y_{j} z_{j} \quad(\text { by Ax3) } \\
& =\bigvee_{z_{j} \in\left\{\bigvee R^{\prime}, \bigvee R^{\prime \prime}\right\}} \bigvee \prod_{j \geq 0} Y_{j} z_{j} \\
& =\bigvee_{Z_{j} \in\left\{R^{\prime}, R^{\prime \prime}\right\}} \bigvee \prod_{j \geq 0} Y_{j} Z_{j} \\
& =\bigvee \prod_{n \geq 0} x_{n}\left(R^{\prime} \cup R^{\prime \prime}\right)=\bigvee \prod_{n \geq 0} x_{n} R,
\end{aligned}
$$

where the 4 th and 5 th equalities hold by the induction hypothesis and Ax 2 .
Suppose now that $R=R^{\prime} R^{\prime \prime}$. Then, applying the induction hypothesis almost directly,

$$
\begin{aligned}
\prod_{n \geq 0} x_{n}\left(\bigvee R_{n}\right) & =\prod_{j \geq 0} y_{j}\left(\bigvee R^{\prime} R^{\prime \prime}\right) \\
& =\prod_{j \geq 0} y_{j}\left(\bigvee R^{\prime}\right)\left(\bigvee R^{\prime \prime}\right) \quad(\text { by Lemma } 7) \\
& =\bigvee \prod_{j \geq 0} Y_{j}\left(\bigvee R^{\prime}\right)\left(\bigvee R^{\prime \prime}\right) \\
& =\bigvee \prod_{j \geq 0} Y_{j} R^{\prime} R^{\prime \prime} \\
& =\bigvee \prod_{n \geq 0} x_{n} R^{\prime} R^{\prime \prime}=\bigvee \prod_{n \geq 0} x_{n} R,
\end{aligned}
$$

where the third and fourth equalities come from the induction hypothesis and $A \times 2$.
The last case to consider is when $R=T^{*}$, where $T$ is regular. We argue as
follows:

$$
\begin{aligned}
\prod_{n \geq 0} x_{n}\left(\bigvee R_{n}\right) & =\prod_{j \geq 0} y_{j}\left(\bigvee T^{*}\right) \\
& =\prod_{j \geq 0} y_{j}(\bigvee T)^{*} \quad(\text { by Lemma } 7) \\
& =\bigvee_{k_{0}, k_{1}, \ldots} \prod_{j \geq 0} y_{j}(\bigvee T)^{k_{j}} \quad(\text { by } \mathrm{A} \times 1 \text { and } \mathrm{A} \times 4) \\
& =\bigvee_{k_{0}, k_{1}, \ldots} \bigvee \prod_{j \geq 0} Y_{j}(\bigvee T)^{k_{j}} \\
& =\bigvee_{k_{0}, k_{1}, \ldots} \bigvee \prod_{j \geq 0} Y_{j} T^{k_{j}} \\
& =\bigvee_{j \geq 0} Y_{j} T^{*}=\bigvee_{j \geq 0} Y_{j} R_{j}=\bigvee_{n \geq 0} x_{n} R_{n}
\end{aligned}
$$

where the 4 th and 5th equalities follow from the induction hypothesis and $\mathrm{A} \times 2$. The proof is complete.

By the same proof, we have the following version of Lemma 9 for the finitary case:

Lemma 10. Let $(S, V)$ be a finitary *-continuous Kleene $\omega$-algebra. Suppose that the languages $R_{0}, R_{1}, \ldots \subseteq S^{*}$ are regular and that $\mathcal{R}=\left\{R_{0}, R_{1}, \ldots\right\}$ is a finite set. Moreover, let $x_{0}, x_{1}, \ldots$ be a finitary sequence of elements of $S$. Then

$$
\prod_{n \geq 0} x_{n}\left(\bigvee R_{n}\right)=\bigvee \prod_{n \geq 0} x_{n} R_{n}
$$

Note that each sequence $x_{0}, y_{0}, x_{1}, y_{1}, \ldots$ with $y_{n} \in R_{n}$ is finitary.
Corollary 1. Let $(S, V)$ be a finitary *-continuous Kleene $\omega$-algebra. Suppose that $R_{0}, R_{1}, \ldots \subseteq S^{*}$ are regular and that $\mathcal{R}=\left\{R_{0}, R_{1}, \ldots\right\}$ is a finite set. Then $\bigvee \prod_{n \geq 0} R_{n}$ exists and is equal to $\prod_{n \geq 0} \bigvee R_{n}$.

Using our earlier convention that $\omega$-words $v=x_{0} x_{1} \ldots \in S^{\omega}$ over $S$ determine elements $\prod_{n \geq 0} x_{n}$ of $V$ and subsets $X \subseteq S^{\omega}$ determine subsets of $V$, Lemma 9 may be rephrased as follows.

For any ${ }^{*}$-continuous Kleene $\omega$-algebra $(S, V), x_{0}, x_{1}, \ldots \in S$ and regular sets $R_{0}, R_{1}, \ldots \subseteq S^{*}$ for which $\mathcal{R}=\left\{R_{0}, R_{1}, \ldots\right\}$ is a finite set, it holds that

$$
\prod_{n \geq 0} x_{n}\left(\bigvee R_{n}\right)=\bigvee X
$$

where $X \subseteq S^{\omega}$ is the set of all $\omega$-words $x_{0} y_{0} x_{1} y_{1} \ldots$ with $y_{i} \in R_{i}$ for all $i \geq 0$, i.e., $X=x_{0} R_{0} x_{1} R_{1} \ldots$

Similarly, Corollary 1 asserts that if a subset of $V$ corresponds to an infinite product over a finite collection of ordinary regular languages in $S^{*}$, then the supremum of this set exists.

In any (finitary or non-finitary) *-continuous Kleene $\omega$-algebra $(S, V)$, we define an $\omega$-power operation $S \rightarrow V$ by $x^{\omega}=\prod_{n \geq 0} x$ for all $x \in S$. From the axioms we immediately have:

Corollary 2. Suppose that $(S, V)$ is a (finitary or non-finitary) *-continuous Kleene $\omega$-algebra. Then the following hold for all $x, y \in S$ :

$$
\begin{aligned}
x^{\omega} & =x x^{\omega} \\
(x y)^{\omega} & =x(y x)^{\omega} \\
x^{\omega} & =\left(x^{n}\right)^{\omega}, \quad n \geq 2 .
\end{aligned}
$$

Thus, each *-continuous Kleene $\omega$-algebra gives rise to a Wilke algebra [29].
Lemma 11. Let $(S, V)$ be a (finitary or non-finitary) *-continuous Kleene $\omega$ algebra. Suppose that $R \subseteq S^{\omega}$ is $\omega$-regular. Then $\bigvee R$ exists in $V$.

Proof. It is well-known that $R$ can be written as a finite union of sets of the form $R_{0}\left(R_{1}\right)^{\omega}$ where $R_{0}, R_{1} \subseteq S^{*}$ are regular, moreover, $R_{1}$ does not contain the empty word. It suffices to show that $\bigvee R_{0}\left(R_{1}\right)^{\omega}$ exists. But this holds by Corollary 1.

Lemma 12. Let $(S, V)$ be a (finitary or non-finitary) *-continuous Kleene $\omega$ algebra. For all $\omega$-regular sets $R_{1}, R_{2} \subseteq S^{\omega}$ and regular sets $R \subseteq S^{*}$ it holds that

$$
\begin{aligned}
\bigvee\left(R_{1} \cup R_{2}\right) & =\bigvee R_{1} \vee \bigvee R_{2} \\
\bigvee\left(R R_{1}\right) & =(\bigvee R)\left(\bigvee R_{1}\right) .
\end{aligned}
$$

And if $R$ does not contain the empty word, then

$$
\bigvee R^{\omega}=(\bigvee R)^{\omega}
$$

Proof. The first claim is clear. The second follows from Lemma 8. For the last, see the proof of Lemma 11.

## 7 Free Finitary *-Continuous Kleene $\omega$-Algebras

Recall that for a set $A, R\left(A^{*}\right)$ denotes the collection of all regular languages in $A^{*}$. It is well-known that $R\left(A^{*}\right)$, equipped with the usual operations, is a ${ }^{*}$-continuous Kleene algebra on $A$. Actually, $R\left(A^{*}\right)$ is characterized up to isomorphism by the following universal property.

Theorem $4([25])$. For each set $A, R\left(A^{*}\right)$ is the free ${ }^{*}$-continuous Kleene algebra on $A$.

Thus, if $S$ is any ${ }^{*}$-continuous Kleene algebra and $h: A \rightarrow S$ is any mapping from any set $A$ into $S$, then $h$ has a unique extension to a ${ }^{*}$-continuous Kleene algebra homomorphism $h^{\sharp}: R\left(A^{*}\right) \rightarrow S$.

Now let $R^{\prime}\left(A^{\infty}\right)$ denote the collection of all subsets of $A^{\infty}$ which are finite unions of finitary infinite products of regular languages, that is, finite unions of sets of the form $\prod_{n \geq 0} R_{n}$, where each $R_{n} \subseteq A^{*}$ is regular, and the set $\left\{R_{0}, R_{1}, \ldots\right\}$ is finite. Note that $\bar{R}^{\prime}\left(A^{\infty}\right)$ contains the empty set and is closed under finite unions. Moreover, when $Y \in R^{\prime}\left(A^{\infty}\right)$ and $u=a_{0} a_{1} \ldots \in Y \cap A^{\omega}$, then the alphabet of $u$ is finite, i.e., the set $\left\{a_{n}: n \geq 0\right\}$ is finite. Also, $R^{\prime}\left(A^{\infty}\right)$ is closed under the action of $R\left(A^{*}\right)$ inherited from $\left(P\left(A^{*}\right), P\left(A^{\infty}\right)\right)$. The infinite product of a sequence of regular languages in $R\left(A^{*}\right)$ is not necessarily contained in $R^{\prime}\left(A^{\infty}\right)$, but by definition $R^{\prime}\left(A^{\infty}\right)$ contains all infinite products of finitary sequences over $R\left(A^{*}\right)$.
Example 3. Let $A=\{a, b\}$ and consider the set $X=\left\{a b a^{2} b \ldots a^{n} b \ldots\right\} \in P\left(A^{\infty}\right)$ containing a single $\omega$-word. $X$ can be written as an infinite product of subsets of $A^{*}$, but it cannot be written as an infinite product $R_{0} R_{1} \ldots$ of regular languages in $A^{*}$ such that the set $\left\{R_{0}, R_{1}, \ldots\right\}$ is finite. Hence $X \notin R^{\prime}\left(A^{\infty}\right)$.
Theorem 5. For each set $A,\left(R\left(A^{*}\right), R^{\prime}\left(A^{\infty}\right)\right)$ is the free finitary ${ }^{*}$-continuous Kleene $\omega$-algebra on $A$.

Proof. Our proof is modeled after the proof of Theorem 2. First, it is clear from the fact that $\left(P\left(A^{*}\right), P\left(A^{\infty}\right)\right)$ is a continuous Kleene $\omega$-algebra, and that $R\left(A^{*}\right)$ is a ${ }^{*}$-continuous semiring, that $\left(R\left(A^{*}\right), R^{\prime}\left(A^{\infty}\right)\right)$ is indeed a finitary *-continuous Kleene $\omega$-algebra.

Suppose that $(S, V)$ is any finitary ${ }^{*}$-continuous Kleene $\omega$-algebra and let $h$ : $A \rightarrow S$ be a mapping. For each $u=a_{0} \ldots a_{n-1}$ in $A^{*}$, let $h_{S}(u)=h\left(a_{0}\right) \cdots h\left(a_{n-1}\right)$ and $h_{V}(u)=h\left(a_{0}\right) \cdots h\left(a_{n-1}\right) 1^{\omega}=\prod_{k \geq 0} b_{k}$, where $b_{k}=a_{k}$ for all $k<n$ and $b_{k}=1$ for all $k \geq n$. When $u=a_{0} a_{1} \ldots \in A^{\omega}$ whose alphabet is finite, define $h_{V}(u)=\prod_{k \geq 0} h\left(a_{k}\right)$. This infinite product exists in $R^{\prime}\left(A^{\infty}\right)$.

Note that we have $h_{S}(u v)=h_{S}(u) h_{S}(v)$ for all $u, v \in A^{*}$, and $h_{S}(\varepsilon)=1$. And if $u \in A^{*}$ and $v \in A^{\infty}$ such that the alphabet of $v$ is finite, then $h_{V}(u v)=h_{S}(u) h_{V}(v)$. Also, $h_{V}(X Y)=h_{S}(X) h_{V}(Y)$ for all $X \subseteq A^{*}$ in $R\left(A^{*}\right)$ and $Y \subseteq A^{\infty}$ in $R^{\prime}\left(A^{\infty}\right)$.

Moreover, for all $u_{0}, u_{1}, \ldots$ in $A^{*}$, if $u_{i} \neq \varepsilon$ for infinitely many $i$, such that the alphabet of $u_{0} u_{1} \ldots$ is finite, then $h_{V}\left(u_{0} u_{1} \ldots\right)=\prod_{k \geq 0} h_{S}\left(u_{k}\right)$. If on the other hand, $u_{k}=\varepsilon$ for all $k \geq n$, then $h_{V}\left(u_{0} u_{1} \ldots\right)=h_{S}\left(u_{0}\right) \cdots h_{S}\left(u_{n-1}\right) 1^{\omega}$. In either case, if $X_{0}, X_{1}, \ldots \subseteq A^{*}$ are regular and form a finitary sequence, then the sequence $h_{S}\left(X_{0}\right), h_{S}\left(X_{1}\right), \ldots$ is also finitary as is each infinite word in $\prod_{n \geq 0} X_{n}$, and $h_{V}\left(\prod_{n \geq 0} X_{n}\right)=\prod_{n \geq 0} h_{S}\left(X_{n}\right)$.

Suppose now that $X \subseteq A^{*}$ is regular and $Y \subseteq A^{\infty}$ is in $R^{\prime}\left(A^{\infty}\right)$. We define $h_{S}^{\sharp}(X)=\bigvee h_{S}(X)$ and $h_{V}^{\sharp}(Y)=\bigvee h_{V}(Y)$. It is well-known that $h_{S}^{\sharp}$ is $\mathrm{a}^{*}$-continuous Kleene algebra morphism $R\left(A^{*}\right) \rightarrow S$. Also, $h_{V}^{\sharp}$ preserves finite suprema, since when $I$ is finite, $h_{V}^{\sharp}\left(\bigcup_{i \in I} Y_{i}\right)=\bigvee h_{V}\left(\bigcup_{i \in I} Y_{i}\right)=\bigvee \bigcup_{i \in I} h_{V}\left(Y_{i}\right)=$ $\bigvee_{i \in I} \bigvee h_{V}\left(Y_{i}\right)=\bigvee_{i \in I} h_{V}^{\sharp}\left(Y_{i}\right)$.

We prove that the action is preserved. Let $X \in R\left(A^{*}\right)$ and $Y \in R^{\prime}\left(A^{\infty}\right)$. Then $h_{V}^{\sharp}(X Y)=\bigvee h_{V}(X Y)=\bigvee h_{S}(X) h_{V}(Y)=\bigvee h_{S}(X) \bigvee h_{V}(Y)=h_{S}^{\sharp}(X) h_{V}^{\sharp}(Y)$.

Finally, we prove that infinite product of finitary sequences is preserved. Let $X_{0}, X_{1}, \ldots$ be a finitary sequence of regular languages in $R\left(A^{*}\right)$. Then, using Corollary $1, h_{V}^{\sharp}\left(\prod_{n \geq 0} X_{n}\right)=\bigvee h_{V}\left(\prod_{n \geq 0} X_{n}\right)=\bigvee \prod_{n \geq 0} h_{S}\left(X_{n}\right)=\prod_{n \geq 0} \bigvee h_{S}\left(X_{n}\right)=$ $\prod_{n \geq 0} h_{S}^{\sharp}\left(X_{n}\right)$.
$\overline{\text { It }}$ is clear that $h_{S}$ extends $h$, and that $\left(h_{S}, h_{V}\right)$ is unique.
Consider now $\left(R\left(A^{*}\right), R^{\prime}\left(A^{\omega}\right)\right)$ equipped with the infinite product operation $\prod_{n>0} X_{n}=\left\{u_{0} u_{1} \in A^{\omega}: u_{n} \in X_{n}, n \geq 0\right\}$, defined on finitary sequences $X_{0}, X_{1}, \ldots$ of languages in $R\left(A^{*}\right)$.

Lemma 13. Suppose that $(S, V)$ is a finitary ${ }^{*}$-continuous Kleene $\omega$-algebra satisfying $1^{\omega}=\perp$. Let $\left(h_{S}, h_{V}\right)$ be a homomorphism $\left(R\left(A^{*}\right), R^{\prime}\left(A^{\infty}\right)\right) \rightarrow(S, V)$. Then $\left(h_{S}, h_{V}\right)$ factors through $\left(\varphi_{S}, \varphi_{V}\right)$.

Proof. Similar to the proof of Lemma 5.
Theorem 6. For each set $A,\left(R\left(A^{*}\right), R^{\prime}\left(A^{\omega}\right)\right)$ is the free finitary *-continuous Kleene $\omega$-algebra satisfying $1^{\omega}=\perp$ on $A$.

Proof. This follows from Theorem 5 using Lemma 13.

## $8{ }^{*}$-Continuous Kleene $\omega$-Algebras Are Iteration Semiring-Semimodule Pairs

In this section, we will show that every (finitary or non-finitary) *-continuous Kleene $\omega$-algebra is an iteration semiring-semimodule pair.

Some definitions are in order. Suppose that $S=(S, \vee, \cdot, \perp, 1)$ is an idempotent semiring. Following [2], we call $S$ a Conway semiring if $S$ is equipped with a star operation ${ }^{*}: S \rightarrow S$ satisfying, for all $x, y \in S$,

$$
\begin{aligned}
(x \vee y)^{*} & =\left(x^{*} y\right)^{*} x^{*} \\
(x y)^{*} & =1 \vee x(y x)^{*} y .
\end{aligned}
$$

(Note that in [2], also non-idempotent Conway semirings have been considered, but we stick to the idempotent case here.)

It is known [2] that if $S$ is a Conway semiring, then for each $n \geq 1$, so is the semiring $S^{n \times n}$ of all $n \times n$-matrices over $S$ with the usual sum and product operations and the star operation defined by induction on $n$ so that if $n>1$ and $M=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$, where $a$ and $d$ are square matrices of dimension $<n$, then

$$
M^{*}=\left(\begin{array}{cc}
\left(a \vee b d^{*} c\right)^{*} & \left(a \vee b d^{*} c\right)^{*} b d^{*} \\
\left(d \vee c a^{*} b\right)^{*} c a^{*} & \left(d \vee c a^{*} b\right)^{*}
\end{array}\right)
$$

The above definition does not depend on how $M$ is split into submatrices.
Suppose that $S$ is a Conway semiring and $G=\left\{g_{1}, \ldots, g_{n}\right\}$ is a finite group of order $n$. For each $x_{g_{1}}, \ldots, x_{g_{n}} \in S$, consider the $n \times n$ matrix $M_{G}=M_{G}\left(x_{g_{1}}, \ldots, x_{g_{n}}\right)$
whose $i$ th row is $\left(x_{g_{i}^{-1} g_{1}}, \ldots, x_{g_{i}^{-1} g_{n}}\right)$, for $i=1, \ldots, n$, so that each row (and column) is a permutation of the first. We say that the group identity [8] associated with $G$ holds in $S$ if for each $x_{g_{1}}, \ldots, x_{g_{n}}$, the first (and then any) row sum of $M_{G}^{*}$ is $\left(x_{g_{1}} \vee \cdots \vee x_{g_{n}}\right)^{*}$. Finally, we call $S$ an iteration semiring [2, 11] if the group identities hold in $S$ for all finite groups of order $n$.

Classes of examples of (idempotent) iteration semirings are given by the continuous and the ${ }^{*}$-continuous Kleene algebras defined in the introduction. As mentioned above, the language semirings $P\left(A^{*}\right)$ and the semirings $P(A \times A)$ of binary relations are continuous and hence also ${ }^{*}$-continuous Kleene algebras, and the semirings $R\left(A^{*}\right)$ of regular languages are *-continuous Kleene algebras.

When $S$ is a *-continuous Kleene algebra and $n$ is a nonnegative integer, then the matrix semiring $S^{n \times n}$ is also a *-continuous Kleene algebra and hence an iteration semiring, cf. [24]. The star operation is defined by

$$
M_{i, j}^{*}=\bigvee_{m \geq 0,1 \leq k_{1}, \ldots, k_{m} \leq n} M_{i, k_{1}} M_{k_{1}, k_{2}} \cdots M_{k_{m}, j}
$$

for all $M \in S^{n \times n}$ and $1 \leq i, j \leq n$. It is not trivial to prove that the above supremum exists. The fact that $M^{*}$ is well-defined can be established by induction on $n$ together with the well-known matrix star formula mentioned above.

An idempotent semiring-semimodule pair $(S, V)$ is a Conway semiring-semimodule pair if it is equipped with a star operation ${ }^{*}: S \rightarrow S$ and an omega operation ${ }^{\omega}: S \rightarrow V$ such that $S$ is a Conway semiring acting on the semimodule $V=(V, \vee, \perp)$ and the following hold for all $x, y \in S$ :

$$
\begin{aligned}
(x \vee y)^{\omega} & =\left(x^{*} y\right)^{*} x^{\omega} \vee\left(x^{*} y\right)^{\omega} \\
(x y)^{\omega} & =x(y x)^{\omega} .
\end{aligned}
$$

It is known [2] that when $(S, V)$ is a Conway semiring-semimodule pair, then so is $\left(S^{n \times n}, V^{n}\right)$ for each $n$, where $V^{n}$ denotes the $S^{n \times n}$-semimodule of all $n$ dimensional (column) vectors over $V$ with the action of $S^{n \times n}$ defined similarly to matrix-vector product, and where the omega operation is defined by induction so that when $n>1$ and $M=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$, where $a$ and $d$ are square matrices of dimension $<n$, then

$$
\begin{equation*}
M^{\omega}=\binom{\left(a \vee b d^{*} c\right)^{\omega} \vee\left(a \vee b d^{*} c\right)^{*} b d^{\omega}}{\left(d \vee c a^{*} b\right)^{\omega} \vee\left(d \vee c a^{*} b\right)^{*} c a^{\omega}} \tag{3}
\end{equation*}
$$

We also define iteration semiring-semimodule pairs [2, 19] as those Conway semiring-semimodule pairs such that $S$ is an iteration semiring and the omega operation satisfies the following condition: let $M_{G}=M_{G}\left(x_{g_{1}}, \ldots, x_{g_{n}}\right)$ like above, with $x_{g_{1}}, \ldots, x_{g_{n}} \in S$ for a finite group $G=\left\{g_{1}, \ldots, g_{n}\right\}$ of order $n$, then the first (and hence any) entry of $M_{G}^{\omega}$ is equal to ( $\left.x_{g_{1}} \vee \cdots \vee x_{g_{n}}\right)^{\omega}$.

Examples of (idempotent) iteration semiring-semimodule pairs include the semi-ring-semimodule pairs $\left(P\left(A^{*}\right), P\left(A^{\omega}\right)\right.$ ) of languages and $\omega$-languages over an alphabet $A$ mentioned earlier. The omega operation is defined by $X^{\omega}=\prod_{n \geq 0} X$. More
generally, it is known that every continuous Kleene $\omega$-algebra gives rise to an iteration semiring-semimodule pair. The omega operation is defined as for languages: $x^{\omega}=\prod_{n \geq 0} x_{n}$ with $x_{n}=x$ for all $n \geq 0$.

Other not necessarily idempotent examples include the complete and the (symmetric) bi-inductive semiring-semimodule pairs of [18, 19].

Suppose now that $(S, V)$ is a *-continuous Kleene $\omega$-algebra. Then for each $n \geq 1,\left(S^{n \times n}, V^{n}\right)$ is a semiring-semimodule pair. The action of $S^{n \times n}$ on $V^{n}$ is defined similarly to matrix-vector product (viewing the elements of $V^{n}$ as column vectors). It is easy to see that $\left(S^{n \times n}, V^{n}\right)$ is a generalized ${ }^{*}$-continuous Kleene algebra for each $n \geq 1$.

Suppose that $n \geq 2$. We would like to define an infinite product operation $\left(S^{n \times n}\right)^{\omega} \rightarrow V^{n}$ on matrices in $S^{n \times n}$ by

$$
\left(\prod_{m \geq 0} M_{m}\right)_{i}=\bigvee_{1 \leq i_{1}, i_{2}, \ldots \leq n}\left(M_{0}\right)_{i, i_{1}}\left(M_{1}\right)_{i_{1}, i_{2}} \cdots
$$

for all $1 \leq i \leq n$. However, unlike in the case of complete semiring-semimodule pairs [19], the supremum on the right-hand side may not exist. Nevertheless it is possible to define an omega operation $S^{n \times n} \rightarrow V^{n}$ and to turn $\left(S^{n \times n}, V^{n}\right)$ into an iteration semiring-semimodule pair.

Lemma 14. Let $(S, V)$ be a (finitary or non-finitary) *-continuous Kleene $\omega$ algebra. Suppose that $M \in S^{n \times n}$, where $n \geq 2$. Then for every $1 \leq i \leq n$,

$$
\left(\prod_{m \geq 0} M\right)_{i}=\bigvee_{1 \leq i_{1}, i_{2}, \ldots \leq n} M_{i, i_{1}} M_{i_{1}, i_{2}} \ldots
$$

exists, so that we define $M^{\omega}$ by the above equality. Moreover, when $M=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$, where $a$ and $d$ are square matrices of dimension $<n$, then (3) holds.

Proof. Suppose that $n=2$. Then by Corollary 1, $\left(a \vee b d^{*} c\right)^{\omega}$ is the supremum of the set of all infinite products $A_{1, i_{1}} A_{i_{1}, i_{2}} \cdots$ containing $a$ or $c$ infinitely often, and $\left(a \vee b d^{*} c\right)^{*} b d^{\omega}$ is the supremum of the set of all infinite products $A_{1, i_{1}} A_{i_{1}, i_{2}} \ldots$ containing $a$ and $c$ only finitely often. Thus, $\left(a \vee b d^{*} c\right)^{\omega} \vee\left(a \vee b d^{*} c\right)^{*} b d^{\omega}$ is the supremum of the set of all infinite products $A_{1, i_{1}} A_{i_{1}, i_{2}} \cdots$. Similarly, $\left(d \vee c a^{*} b\right)^{\omega} \vee$ $\left(d \vee c a^{*} b\right)^{*} c a^{\omega}$ is the supremum of the set of all infinite products $A_{2, i_{1}} A_{i_{1}, i_{2}} \cdots$.

The proof of the induction step is similar. Suppose that $n>2$, and let $a$ be $k \times k$. Then by induction hypothesis, for every $i$ with $1 \leq i \leq k$, the $i$ th component of ( $a \vee$ $\left.b d^{*} c\right)^{\omega}$ is the supremum of the set of all infinite products $A_{i, i_{1}} A_{i_{1}, i_{2}} \cdots$ containing an entry of $a$ or $c$ infinitely often, whereas the $i$ th component of $\left(a \vee b d^{*} c\right)^{*} b d^{\omega}$ is the supremum of all infinite products $A_{i, i_{1}} A_{i_{1}, i_{2}} \cdots$ containing entries of $a$ and $c$ only finitely often. Thus, the $i$ th component of $\left(a \vee b d^{*} c\right)^{\omega} \vee\left(a \vee b d^{*} c\right)^{*} b d^{\omega}$ is the supremum of the set of all infinite products $A_{i, i_{1}} A_{i_{1}, i_{2}} \cdots$. A similar fact holds for $\left(d \vee c a^{*} b\right)^{\omega} \vee\left(d \vee c a^{*} b\right)^{*} c a^{\omega}$. The proof is complete.

Theorem 7. Every (finitary or non-finitary) *-continuous Kleene $\omega$-algebra is an iteration semiring-semimodule pair.

Proof. Suppose that $(S, V)$ is a finitary *-continuous Kleene $\omega$-algebra. Then

$$
(x \vee y)^{\omega}=\left(x^{*} y\right)^{\omega} \vee\left(x^{*} y\right)^{*} x^{\omega}
$$

since by Lemma 7 and Lemma $12,\left(x^{*} y\right)^{\omega}$ is the supremum of the set of all infinite products over $\{x, y\}$ containing $y$ infinitely often, and $\left(x^{*} y\right)^{*} x^{\omega}$ is the supremum of the set of infinite products over $\{x, y\}$ containing $y$ finitely often. Thus, $\left(x^{*} y\right)^{\omega} \vee$ $\left(x^{*} y\right)^{*} x^{\omega}$ is equal to $(x \vee y)^{\omega}$, which by $\mathrm{A} \times 3$ is the supremum of all infinite products over $\{x, y\}$. As noted above, also

$$
(x y)^{\omega}=x(y x)^{\omega}
$$

for all $x, y \in S$. Thus, $(S, V)$ is a Conway semiring-semimodule pair and hence so is each $\left(S^{n \times n}, V^{n}\right)$.

To complete the proof of the fact that $(S, V)$ is an iteration semiring-semimodule pair, suppose that $x_{1}, \ldots, x_{n} \in S$, and let $x=x_{1} \vee \cdots \vee x_{n}$. Let $A$ be an $n \times n$ matrix whose rows are permutations of the $x_{1}, \ldots, x_{n}$. We need to prove that each component of $A^{\omega}$ is $x^{\omega}$. We use Lemma 14 and $A \times 3$ to show that both are equal to the supremum of the set of all infinite products over the set $X=\left\{x_{1}, \ldots, x_{n}\right\}$.

By Lemma 14 , for each $i_{0}=1, \ldots, n$, the $i_{0}$ th row of $A^{\omega}$ is $\bigvee_{i_{1}, i_{2}, \ldots} a_{i_{0}, i_{1}} a_{i_{1}, i_{2}} \ldots$. It is clear that each infinite product $a_{i_{0}, i_{1}} a_{i_{1}, i_{2}} \cdots$ is an infinite product over $X$. Suppose now that $x_{j_{0}} x_{j_{1}} \cdots$ is an infinite product over $X$. We define by induction on $k \geq 0$ an index $i_{k+1}$ such that $a_{i_{k}, i_{k+1}}=x_{j_{k}}$. Suppose that $k=0$. Then let $i_{1}$ be such that $a_{i_{0}, i_{1}}=x_{j_{0}}$. Since $x_{j_{0}}$ appears in the $i_{0}$ th row, there is such an $i_{1}$. Suppose that $k>0$ and that $i_{k}$ has already been defined. Since $x_{j_{k}}$ appears in the $i_{k}$ th row, there is some $i_{k+1}$ with $a_{i_{k}, i_{k+1}}=x_{j_{k}}$. We have completed the proof of the fact that the $i_{0}$ th entry of $A^{\omega}$ is the supremum of the set of all infinite products over the set $X=\left\{x_{1}, \ldots, x_{n}\right\}$.

Consider now $x^{\omega}=x x \cdots$. We use induction on $n$ to prove that $x^{\omega}$ is also the supremum of the set of all infinite products over the set $X=\left\{x_{1}, \ldots, x_{n}\right\}$. When $n=1$ this is clear. Suppose now that $n>1$ and that the claim is true for $n-1$. Let $y=x_{1} \vee \cdots \vee x_{n-1}$ so that $x=y \vee x_{n}$. We have:

$$
\begin{aligned}
x^{\omega} & =\left(y \vee x_{n}\right)^{\omega} \\
& =\left(x_{n}^{*} y\right)^{*} x_{n}^{\omega} \vee\left(x_{n}^{*} y\right)^{\omega} \\
& =\left(x_{n}^{*} y\right)^{*} x_{n}^{\omega} \vee\left(x_{n}^{*} x_{1} \vee \cdots \vee x_{n}^{*} x_{n-1}\right)^{\omega} .
\end{aligned}
$$

Now

$$
\left(x_{n}^{*} y\right)^{*} x_{n}^{\omega}=\bigvee_{k, m_{1}, \ldots, m_{k} \geq 0} x_{n}^{m_{1}} y \cdots x_{n}^{m_{k}} y x_{n}^{\omega}
$$

by Lemma 8, which is the supremum of all infinite products over $X$ containing $x_{1}, \ldots, x_{n-1}$ only a finite number of times.

Also, using the induction hypothesis and $A \times 4$,

$$
\begin{aligned}
\left(x_{n}^{*} x_{1} \vee \cdots \vee x_{n}^{*} x_{n-1}\right)^{\omega} & =\bigvee_{1 \leq i_{1}, i_{2}, \ldots \leq n-1} x_{n}^{*} x_{i_{1}} x_{n}^{*} x_{i_{2}} \cdots \\
& =\bigvee_{1 \leq i_{1}, i_{2}, \ldots \leq n-1} \bigvee_{k_{0}, k_{1}, \ldots} x_{n}^{k_{0}} x_{i_{1}} x_{n}^{k_{1}} x_{i_{2}} \cdots
\end{aligned}
$$

which is the supremum of all infinite products over $X$ containing one of $x_{1}, \ldots, x_{n-1}$ an infinite number of times. Thus, $x^{\omega}$ is the supremum of all infinite products over $X$ as claimed.

## 9 Kleene $\omega$-Algebras

Recall that when $S$ is a *-continuous Kleene algebra, then $S$ is a Kleene algebra [24]. Thus, for all $x, y \in S, x^{*} y$ is the least pre-fixed point (and thus the least fixed point) of the function $S \rightarrow S$ defined by $z \mapsto x z \vee y$ for all $z \in S$. Moreover, $y x^{*}$ is the least pre-fixed point and the least fixed point of the function $S \rightarrow S$ defined by $z \mapsto z x \vee y$, for all $z \in S$. Similarly, when $(S, V)$ is a generalized ${ }^{*}$-continuous Kleene algebra, then for all $x \in S$ and $v \in V, x^{*} v$ is the least pre-fixed point and the least fixed point of the function $V \rightarrow V$ defined by $z \mapsto x z \vee v$.

As a natural analogy to Kleene algebras in semiring-semimodule pairs, we propose a notion of Kleene $\omega$-algebra.

Definition 7. A Kleene $\omega$-algebra is a semiring-semimodule pair $(S, V)$ in which $S$ is a Kleene algebra and equipped with an omega operation ${ }^{\omega}: S \rightarrow V$ such that the following hold for all $x, y \in S$ and $v \in V$ :

- $x^{*} v$ is the least pre-fixed point of the function $V \rightarrow V$ defined by $z \mapsto x z \vee v$,
- $x^{\omega} \vee x^{*} v$ is the greatest post-fixed point of the function $V \rightarrow V$ defined by $z \mapsto x z \vee v$.

It is clear that any Kleene $\omega$-algebra is a bi-inductive semiring-semimodule pair in the sense of [19]. By the above remarks we have:

Lemma 15. Suppose that $(S, V)$ is a (finitary or non-finitary) *-continuous Kleene $\omega$-algebra. When for all $x \in S$ and $v \in V, x^{\omega} \vee x^{*} v$ is the greatest post-fixed point of the function $V \rightarrow V$ defined by $z \mapsto x z \vee v$, then $(S, V)$ is a Kleene $\omega$-algebra.

We remark that the precondition of the lemma is indeed necessary, and it is not the case that any *-continuous Kleene $\omega$-algebra is a Kleene $\omega$-algebra. As an example, note that the above property implies that $1^{\omega}$ is the greatest fixed point of the mapping $z \mapsto z$; but we have seen in Theorem 6 that there are finitary ${ }^{*}$-continuous Kleene $\omega$-algebras with $1^{\omega}=\perp$.

## 10 Conclusion

Motivated by an application to energy problems, we have introduced continuous and *-continuous Kleene $\omega$-algebras and exposed some of their basic properties. Continuous Kleene $\omega$-algebras are idempotent complete semiring-semimodule pairs, and conceptually, *-continuous Kleene $\omega$-algebras are a generalization of continuous Kleene $\omega$-algebras in much the same way as *-continuous Kleene algebras are of continuous Kleene algebras: In *-continuous Kleene algebras, suprema of finite sets and of sets of powers are required to exist and to be preserved by the product; in *-continuous Kleene $\omega$-algebras these suprema are also required to be preserved by the infinite product.

We have seen that the sets of finite and infinite languages over an alphabet are the free continuous Kleene $\omega$-algebras, and that the free finitary *-continuous Kleene $\omega$-algebras are given by the sets of regular languages and of finite unions of finitary infinite products of regular languages. A characterization of the free (non-finitary) *-continuous Kleene $\omega$-algebras (and whether they even exist) is left open.

We have seen that every *-continuous Kleene $\omega$-algebra is an iteration semiringsemimodule pair, hence also matrix-vector semiring-semimodule pairs over *-continuous Kleene $\omega$-algebras are iteration semiring-semimodule pairs. In the second paper of the series [15], we will apply the algebraic setting developed here in order to solve energy problems.
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# An Algebraic Approach to Energy Problems II The Algebra of Energy Functions* 
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#### Abstract

Energy and resource management problems are important in areas such as embedded systems or autonomous systems. They are concerned with the question whether a given system admits infinite schedules during which certain tasks can be repeatedly accomplished and the system never runs out of energy (or other resources). In order to develop a general theory of energy problems, we introduce energy automata: finite automata whose transitions are labeled with energy functions which specify how energy values change from one system state to another.

We show that energy functions form a *-continuous Kleene $\omega$-algebra, as an application of a general result that finitely additive, locally *-closed and $T$-continuous functions on complete lattices form ${ }^{*}$-continuous Kleene $\omega$-algebras. This permits to solve energy problems in energy automata in a generic, algebraic way. In order to put our work in context, we also review extensions of energy problems to higher dimensions and to games.
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## 1 Introduction

Energy and resource management problems are important in areas such as embedded systems or autonomous systems. They are concerned with the question whether a given system admits infinite schedules during which (1) certain tasks can be repeatedly accomplished and (2) the system never runs out of energy (or

[^20]other specified resources). Starting with [11], formal modeling and analysis of such problems has recently attracted some attention [10, 12, 15, 19, 22, 33, 39, 46, 48].

As an example, Fig. 1 shows a simple model of an electric car, modeled as a weighted timed automaton $[4,5]$. In the working state $W$, energy is consumed at a rate of 10 energy units per time unit; in the two recharging states $R_{1}$ and $R_{2}$, the battery is charged at a rate of 20 , respectively 10 , energy units per time unit. As the clock $c$ is reset $(c \leftarrow 0)$ when entering state $W$ and has guard $c \geq 1$ on outgoing transitions, we ensure that the car always has to be in state $W$ for at least one time unit. Similarly, the system can only transition back from states $R_{1}, R_{2}$ to $W$ if it has spent at most one time unit in these states.

Passing from state $W$ to $R_{2}$ (and back) requires 2 energy units, whereas passing from $W$ to $R_{1}$ requires 6 energy units and passing back from $R_{1}$ to $W$ requires 4 energy units. Passing from $R_{2}$ to $R_{1}$ requires 5 energy units, and passing from $R_{1}$ to $R_{2}$ requires 1 energy unit.

Altogether, this is intended to model the fact that there are two recharge stations available, one close to work but less powerful, and a more powerful one further away and located uphill, so that moving upwards costs more energy than moving downwards. Now assume that the initial state $W$ is entered with a given initial energy $x_{0}$, then the energy problem of this model is as follows: Does there exist an infinite trace which (1) visits $W$ infinitely often and (2) never has an energy level below 0 ?

In order to develop a general theory which can be applied to the above and other types of energy problems, we have in [27,36]


Figure 1: Simple model of an electric car as a weighted timed automaton. introduced energy automata. These are finite automata whose transitions are labeled with energy functions which specify how energy values change from one system state to another. Using the theory of semiring-weighted automata [24], we have shown in [27] that energy problems in such automata can be solved in a simple static way which only involves manipulations of energy functions.

In order to put the work of [27] on a more solid theoretical footing and with an eye to future generalizations, we have recently introduced a new algebraic structure of *-continuous Kleene $\omega$-algebras [25,26].

In this paper, we are concerned with conditions under which functions on complete lattices form *-continuous Kleene $\omega$-algebras. We show that sets of functions which are finitely additive, locally ${ }^{*}$-closed and T-continuous, all natural conditions which we will introduce later, form *-continuous Kleene $\omega$-algebras. We then show that energy functions are an example of such functions.

Using general results concerning coverability and Büchi acceptance in automata with transition weights in *-continuous Kleene $\omega$-algebras, we are then able to solve
energy problems in energy automata in a generic, algebraic way.
In order to put our work in context, we also review extensions of energy problems to higher dimensions and to games. We show that even though our algebraic setting does not apply here, coverability for multi-dimensional energy automata is decidable. Energy games, on the other hand, are shown to be undecidable from dimension two.

Structure of the Paper This is the second in a series of two papers which are concerned with energy problems and their algebraic foundation. In the first paper of the series [28], we have introduced continuous and *-continuous Kleene $\omega$-algebras and exposed some of their algebraic properties. We have shown that every ${ }^{*}$-continuous Kleene $\omega$-algebra is an iteration semiring-semimodule pair.

In this paper, we continue our work by showing how to compute Büchi acceptance in Section 3. Note that our two papers can be read independently, as we have taken care to recall the relevant results obtained in [28].

We then turn our attention to *-continuous Kleene $\omega$-algebras of functions. In Section 4 we introduce the properties of finite additivity, ${ }^{*}$-closedness and $T$ continuity and show that any set $S$ of finitely additive, ${ }^{*}$-closed and T-continuous functions on a complete lattice $L$ form *-continuous Kleene algebras.

In Section 5 we extend this result and show that if $(S, V)$ is such that $S$ is a *-continuous Kleene algebra of functions $L \rightarrow L, V$ consists of finitely additive and T-continuous functions $L \rightarrow \mathbf{2}$, where $\mathbf{2}$ denotes the Boolean lattice, then $(S, V)$ forms a *-continuous Kleene $\omega$-algebra. We then apply this result to energy automata in Section 6.

In Section 7 we take a more detailed look on two important subclasses of (computable) energy functions and obtain some complexity results. Section 8 reviews a reduction from energy problems on weighted timed automata to our energy automata, in order to further motivate our notions of energy function and energy automaton.

The final Section 9 is concerned with extensions of energy problems to higher dimensions and to games. Using an extension of the Rackoff technique for affine Petri nets, we show that coverability for multi-dimensional energy automata is decidable in exponential time. On the other hand, for a slightly relaxed version of energy function, coverability becomes undecidable from dimension four. Likewise, reachability games on two-dimensional energy automata and on one-dimensional relaxed energy automata are undecidable.

Related Work A simple class of energy automata is the one of integer-weighted automata, where all energy functions are updates of the form $x \mapsto x+k$ for some (positive or negative) integer $k$. Energy problems on these automata, and their extensions to multiple weights (also called vector addition systems with states (VASS)) and to games, have been considered for example in [11, 14, 17-20,33]. The exact complexity of the reachability problem for VASS is one of the most challenging open problems in theoretical computer science; plenty of very recent results aim
to get more insight into this problem [7,38, 42, 43]. Our energy automata may be considered as a generalization of one-dimensional VASS to arbitrary updates; in the final section of this paper we will also be concerned with multi-dimensional energy automata and games.

Energy problems on timed automata [2] have been considered in [10-12,46]. Here timed automata are enriched with integer weights in locations and on transitions (the weighted timed automata of $[4,5]$, cf. Fig. 1), with the semantics that the weight of a delay in a location is computed by multiplying the length of the delay by the location weight. In [11] it is shown that energy problems for one-clock weighted timed automata without updates on transitions (hence only with weights in locations) can be reduced to energy problems on integer-weighted automata with additive updates.

For one-clock weighted timed automata with transition updates, energy problems are shown decidable in [10], using a reduction to energy automata as we use them here. Intuitively, each path in the timed automaton in which the clock is not reset is converted to an edge in an energy automaton, labeled with a piecewise affine energy function. We review the reduction from [10] in Section 8 of the present paper. In a recent paper [16], this class of real-time energy problems is treated directly, in the setting of *-continuous Kleene $\omega$-algebras, without a reduction to the untimed setting.

Also another class of energy problems on weighted timed automata is considered in [10], in which weights during delays are increasing exponentially rather than linearly. These are shown decidable using a reduction to energy automata with piecewise polynomial energy functions; again our present framework applies.
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## 2 Energy Automata

We recall the energy automata introduced in [28] and the decision problems we are interested in. Let $[0, \infty]_{\perp}=\{\perp\} \cup[0, \infty]$ denote the complete lattice of nonnegative real numbers together with extra elements $\perp$ and $\infty$, with the standard order on $\mathbb{R}_{\geq 0}$ extended by $\perp<x<\infty$ for all $x \in \mathbb{R}_{\geq 0}$. Also, $\perp+x=\perp-x=\perp$ for all $x \in \mathbb{R}_{\geq 0} \cup\{\infty\}$ and $\infty+x=\infty-x=\infty$ for all $x \in \mathbb{R}_{\geq 0}$.

Definition 1. An (extended) energy function is a mapping $f:[0, \infty]_{\perp} \rightarrow[0, \infty]_{\perp}$, for which $\perp f=\perp$ and

$$
\begin{equation*}
y f \geq x f+y-x \tag{*}
\end{equation*}
$$

for all $x \leq y$. Moreover, $\infty f=\infty$, unless $x f=\perp$ for all $x \in[0, \infty]_{\perp}$. The class of all extended energy functions is denoted $\mathcal{E}$.

We write function composition and application in diagrammatical order, from left to right. Hence we write $f ; g$, or simply $f g$, for the composition $g \circ f$ and $x ; f$ or $x f$ for function application $f(x)$. This is because we will be concerned with algebras of functions, in which function composition is multiplication, and where it is customary to write multiplication in diagrammatical order.

We define a partial order on $\mathcal{E}$, by $f \leq g$ iff $x f \leq x g$ for all $x \in[0, \infty]_{\perp}$. We will need three special energy functions, $\perp$, id and $\mp$; these are given by $x \pm=\perp$, $x ;$ id $=x$ for $x \in[0, \infty]_{\perp}$, and $\perp \mp=\perp, x \mp=\infty$ for $x \in[0, \infty]$.

Lemma 1 ([28]). With the ordering $\leq, \mathcal{E}$ is a complete lattice with bottom element $\pm$ and top element $\mp$. The supremum on $\mathcal{E}$ is pointwise, i.e., $x\left(\sup _{i \in I} f_{i}\right)=$ $\sup _{i \in I} x f_{i}$ for any set $I$, all $f_{i} \in \mathcal{E}$ and $x \in[0, \infty]_{\perp}$. Also, $h\left(\sup _{i \in I} f_{i}\right)=$ $\sup _{i \in I}\left(h f_{i}\right)$ for all $h \in \mathcal{E}$.

We denote binary suprema using the symbol $\vee$; hence $f \vee g$, for $f, g \in \mathcal{E}$, is the function $x(f \vee g)=\max (x f, x g)$. For a subset $\mathcal{E}^{\prime} \subseteq \mathcal{E}$, we write $\left\langle\mathcal{E}^{\prime}\right\rangle$ for the set of all finite suprema $a_{1} \vee \cdots \vee a_{m}$ with $a_{i} \in \mathcal{E}^{\prime}$ for each $i=1, \ldots, m$.

Definition 2. Let $\mathcal{E}^{\prime} \subseteq \mathcal{E}$ and $n \geq 1$. An $\mathcal{E}^{\prime}$-automaton of dimension $n$ is a structure $(\alpha, M, k)$, were $\alpha \in\{ \pm, \mathrm{id}\}^{n}$ is the initial vector, $M \in\left\langle\mathcal{E}^{\prime}\right\rangle^{n \times n}$ is the transition matrix, and $k$ is an integer $0 \leq k \leq n$.

Combinatorially, this may be represented as a transition system whose set of states is $\{1, \ldots, n\}$. For any pair of states $i, j$, the transitions from $i$ to $j$ are determined by the entry $M_{i, j}$ of the transition matrix: if $M_{i, j}=f_{1} \vee \cdots \vee f_{m}$, then there are $m$ transitions from $i$ to $j$, respectively labeled $f_{1}, \ldots, f_{m}$. The states $i$ with $\alpha_{i}=$ id are initial, and the states $\{1, \ldots, k\}$ are accepting.

Recall that an idempotent semiring $[6,37] S=(S, \mathrm{~V}, \cdot, \perp, 1)$ consists of a commutative idempotent monoid $(S, \vee, \perp)$ and a monoid $(S, \cdot, 1)$ such that the distributive laws

$$
\begin{aligned}
& x(y \vee z)=x y \vee x z \\
& (y \vee z) x=y x \vee z x
\end{aligned}
$$

and the zero laws

$$
\perp \cdot x=\perp=x \cdot \perp
$$

hold for all $x, y, z \in S$. It follows that the product operation distributes over all finite sums.

Each idempotent semiring $S$ is partially ordered by its natural order relation $x \leq y$ iff $x \vee y=y$, and then sum and product preserve the partial order and $\perp$ is the least element. Moreover, for all $x, y \in S, x \vee y$ is the least upper bound of the set $\{x, y\}$.
Lemma 2 ([28]). $(\mathcal{E}, \vee, \circ, \pm$, id) is an idempotent semiring with natural order $\leq$.

An energy automaton is hence a weighted automaton over the semiring $\mathcal{E}$, in the sense of [24]. We recall the decision problems which we are interested in. As the input to a decision problem must be in some way finitely representable, we will state them for subsets $\mathcal{E}^{\prime} \subseteq \mathcal{E}$ of computable energy functions. Note that we give no technical meaning to the term "computable" here; we simply need to take care that the input can be finitely represented.
Problem 1 (State reachability). Given an $\mathcal{E}^{\prime}$-automaton ( $\alpha, M, k$ ) of dimension $n \geq 1$ and a computable initial energy $x_{0} \in \mathbb{R}_{\geq 0}$ : does there exist a finite sequence $\left(k_{0}, \ldots, k_{m}\right)$ of indices $1 \leq k_{i} \leq n$ such that $\alpha_{k_{0}}=$ id, $k_{m} \leq k$, and $x_{0} M_{k_{0}, k_{1}} \cdots M_{k_{m-1}, k_{m}} \neq \perp$ ?

Using the representation of $A=(\alpha, M, k)$ as a transition system, we see that the above problem amounts to asking whether there exists a finite path in $A$, with transition labels $M_{k_{0}, k_{1}}, \ldots, M_{k_{m-1}, k_{m}}$, such that the path starts in an initial state, ends in an accepting state, and $x_{0} M_{k_{0}, k_{1}} \cdots M_{k_{m-1}, k_{m}} \neq \perp$.
Problem 2 (Coverability). Given an $\mathcal{E}^{\prime}$-automaton ( $\alpha, M, k$ ) of dimension $n \geq 1$, a computable initial energy $x_{0} \in \mathbb{R}_{\geq 0}$ and a computable function $z:\{1, \ldots, k\} \rightarrow$ $\mathbb{R}_{\geq 0}$ : does there exist a sequence $\left(k_{0}, \ldots, k_{m}\right)$ of indices $1 \leq k_{i} \leq n$ such that $\alpha_{k_{0}}=\mathrm{id}, k_{m} \leq k$, and $x_{0} M_{k_{0}, k_{1}} \cdots M_{k_{m-1}, k_{m}} \geq k_{m} z$ ?

In the transition system representation of $A=(\alpha, M, k)$, this amounts to asking whether there exists a finite path in $A$ as above, starting in an initial state and ending in an accepting state $k_{m}$, and such that $x_{0} M_{k_{0}, k_{1}} \cdots M_{k_{m-1}, k_{m}} \geq k_{m} z$. Using the function $z$ with $i z=0$ for all $i=1, \ldots, k$, coverability reduces to state reachability.
Problem 3 (Büchi acceptance). Given an $\mathcal{E}^{\prime}$-automaton ( $\alpha, M, k$ ) of dimension $n \geq 1$ and a computable initial energy $x_{0} \in \mathbb{R}_{\geq 0}$ : does there exist an infinite sequence $\left(k_{0}, k_{1}, \ldots\right)$ of indices $1 \leq k_{i} \leq n$ such that $\alpha_{k_{0}}=\mathrm{id}, k_{i} \leq k$ for infinitely many indices $i$, and $x_{0} M_{k_{0}, k_{1}} \cdots M_{k_{m-1}, k_{m}} \neq \perp$ for all $m \geq 1$ ?

Again using the representation of $A=(\alpha, M, k)$ as a transition system, we see that this last problem amounts to asking whether there exists an infinite path in $A$, with transition labels $M_{k_{0}, k_{1}}, M_{k_{1}, k_{2}}, \ldots$, such that the path starts in an initial state, visits an accepting state infinitely often, and all finite prefixes $x_{0} M_{k_{0}, k_{1}} \cdots M_{k_{m-1}, k_{m}} \neq \perp$.

We let Reach $\mathcal{E}^{\prime}$ denote the function which maps an $\mathcal{E}^{\prime}$-automaton together with an initial energy to the Boolean values ff or $\boldsymbol{t t}$ depending on whether the answer to the concrete state reachability problem is negative or positive. Cover $\mathcal{E}^{\prime}$ and Büchi $\mathcal{E}^{\prime}$ denote the similar mappings for the coverability and Büchi acceptance problems.

## 3 Büchi Automata in *-Continuous Kleene $\omega$-Algebras

We recall the notion of *-continuous Kleene $\omega$-algebra introduced in [28]. First, a ${ }^{*}$-continuous Kleene algebra is an idempotent semiring $(S, \vee, \cdot, \perp, 1)$ in which the
infinite suprema $\bigvee\left\{x^{n} \mid n \geq 0\right\}$ exist for all $x \in S$ and product preserves such suprema:

$$
y\left(\bigvee_{n \geq 0} x^{n}\right)=\bigvee_{n \geq 0} y x^{n} \quad \text { and } \quad\left(\bigvee_{n \geq 0} x^{n}\right) y=\bigvee_{n \geq 0} x^{n} y
$$

for all $x, y \in S$. One then defines $x^{*}=\bigvee\left\{x^{n} \mid n \geq 0\right\}$ for every $x \in S$.
A *-continuous Kleene algebra is continuous if all suprema $\bigvee X, X \subseteq S$, exist and are preserved by products. ${ }^{*}$-continuous Kleene algebras are hence a generalization of continuous Kleene algebras. There are interesting Kleene algebras which are *-continuous but not continuous, for example the Kleene algebra of all regular languages over some alphabet, see [28].

Recall that an idempotent semiring-semimodule pair $[8,31](S, V)$ consists of an idempotent semiring $S=(S, \vee, \cdot, \perp, 1)$ and a commutative idempotent monoid $V=(V, \vee, \perp)$ which is equipped with a left $S$-action $S \times V \rightarrow V,(x, v) \mapsto x v$, satisfying

$$
\begin{array}{rlrl}
\left(x \vee x^{\prime}\right) v & =x v \vee x^{\prime} v & x\left(v \vee v^{\prime}\right) & =x v \vee x v^{\prime} \\
\left(x x^{\prime}\right) v & =x\left(x^{\prime} v\right) & \perp v & =\perp \\
x \perp & =\perp & 1 v & =v
\end{array}
$$

for all $x, x^{\prime} \in S$ and $v \in V$. In that case, we also call $V$ a (left) $S$-semimodule.
A generalized ${ }^{*}$-continuous Kleene algebra [28] is a semiring-semimodule pair $(S, V)$ where $S=\left(S, \vee, \cdot,^{*}, \perp, 1\right)$ is a ${ }^{*}$-continuous Kleene algebra such that

$$
x y^{*} v=\bigvee_{n \geq 0} x y^{n} v
$$

for all $x, y \in S$ and $v \in V$.
A ${ }^{*}$-continuous Kleene $\omega$-algebra [28] consists of a generalized ${ }^{*}$-continuous Kleene algebra $(S, V)$ together with an infinite product operation $S^{\omega} \rightarrow V$ which maps every infinite sequence $x_{0}, x_{1}, \ldots$ in $S$ to an element $\prod_{n \geq 0} x_{n}$ of $V$. The infinite product is subject to the following conditions:
$\mathrm{A} \times 1$ : For all $x_{0}, x_{1}, \ldots \in S, \prod_{n \geq 0} x_{n}=x_{0} \prod_{n \geq 0} x_{n+1}$.
A×2: Let $x_{0}, x_{1}, \ldots \in S$ and $0=n_{0} \leq n_{1} \cdots$ be a sequence which increases without a bound. Let $y_{k}=x_{n_{k}} \cdots x_{n_{k+1}-1}$ for all $k \geq 0$. Then $\prod_{n \geq 0} x_{n}=\prod_{k \geq 0} y_{k}$.
Ax3: For all $x_{0}, x_{1}, \ldots$ and $y, z$ in $S, \prod_{n \geq 0}\left(x_{n}(y \vee z)\right)=\bigvee_{x_{n}^{\prime} \in\{y, z\}} \prod_{n \geq 0} x_{n} x_{n}^{\prime}$.
Ax4: For all $x, y_{0}, y_{1}, \ldots \in S, \prod_{n \geq 0} x^{*} y_{n}=\bigvee_{k_{n} \geq 0} \prod_{n \geq 0} x^{k_{n}} y_{n}$.
A continuous Kleene $\omega$-algebra [31] is a semiring-semimodule pair $(S, V)$ in which $S$ is a continuous Kleene algebra, $V$ is a complete lattice, and the $S$-action on $V$ preserves all suprema in either argument, together with an infinite product as above which satisfies conditions $A \times 1$ and $A \times 2$ above and preserves all suprema. *-continuous Kleene $\omega$-algebras are hence a generalization of continuous Kleene $\omega$-algebras.

For any idempotent semiring $S$ and $n \geq 1$, we can form the matrix semiring $S^{n \times n}$ whose elements are $n \times n$-matrices of elements of $S$ and whose sum and product are given as the usual matrix sum and product. It is known [41] that when $S$ is a *-continuous Kleene algebra, then $S^{n \times n}$ is also a *-continuous Kleene algebra, with the ${ }^{*}$-operation defined by

$$
M_{i, j}^{*}=\bigvee_{m \geq 0} \bigvee_{1 \leq k_{1}, \ldots, k_{m} \leq n} M_{i, k_{1}} M_{k_{1}, k_{2}} \cdots M_{k_{m}, j}
$$

for all $M \in S^{n \times n}$ and $1 \leq i, j \leq n$. The above infinite supremum exists, as it is taken over a regular set, see [28]. Also, if $n \geq 2$ and $M=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$, where $a$ and $d$ are square matrices of dimension less than $n$, then

$$
M^{*}=\left(\begin{array}{cc}
\left(a \vee b d^{*} c\right)^{*} & \left(a \vee b d^{*} c\right)^{*} b d^{*}  \tag{1}\\
\left(d \vee c a^{*} b\right)^{*} c a^{*} & \left(d \vee c a^{*} b\right)^{*}
\end{array}\right)
$$

For any semiring-semimodule pair $(S, V)$ and $n \geq 1$, we can form the matrix semiring-semimodule pair ( $S^{n \times n}, V^{n}$ ) whose elements are $n \times n$-matrices of elements of $S$ and $n$-dimensional (column) vectors of elements of $V$, with the action of $S^{n \times n}$ on $V^{n}$ given by the usual matrix-vector product.

When $(S, V)$ is a ${ }^{*}$-continuous Kleene $\omega$-algebra, then $\left(S^{n \times n}, V^{n}\right)$ is a generalized *-continuous Kleene algebra. By [28, Lemma 14], there is an $\omega$-operation on $S^{n \times n}$ defined by

$$
M_{i}^{\omega}=\bigvee_{1 \leq k_{1}, k_{2}, \ldots \leq n} M_{i, k_{1}} M_{k_{1}, k_{2}} \cdots
$$

for all $M \in S^{n \times n}$ and $1 \leq i \leq n$. Also, if $n \geq 2$ and $M=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$, where $a$ and $d$ are square matrices of dimension less than $n$, then

$$
\begin{equation*}
M^{\omega}=\binom{\left(a \vee b d^{*} c\right)^{\omega} \vee\left(a \vee b d^{*} c\right)^{*} b d^{\omega}}{\left(d \vee c a^{*} b\right)^{\omega} \vee\left(d \vee c a^{*} b\right)^{*} c a^{\omega}} \tag{2}
\end{equation*}
$$

Note [28] that it is not generally the case that ( $S^{n \times n}, V^{n}$ ) is again a *-continuous Kleene $\omega$-algebra, as the infinite product may not exist.

Let $(S, V)$ be a *-continuous Kleene $\omega$-algebra and $A \subseteq S$ a subset. We write $\langle A\rangle$ for the set of all finite suprema $a_{1} \vee \cdots \vee a_{m}$ with $a_{i} \in A$ for each $i=1, \ldots, m$.

A weighted automaton [32] over $A$ of dimension $n \geq 1$ is a tuple ( $\alpha, M, k$ ), where $\alpha \in\{\perp, 1\}^{n}$ is the initial vector, $M \in\langle A\rangle^{n \times n}$ is the transition matrix, and $k$ is an integer $0 \leq k \leq n$. Combinatorially, this may be represented as a transition system whose set of states is $\{1, \ldots, n\}$. For any pair of states $i, j$, the transitions from $i$ to $j$ are determined by the entry $M_{i, j}$ of the transition matrix: if $M_{i, j}=a_{1} \vee \cdots \vee a_{m}$, then there are $m$ transitions from $i$ to $j$, respectively labeled $a_{1}, \ldots, a_{n}$. The states $i$ with $\alpha_{i}=1$ are initial, and the states $\{1, \ldots, k\}$ are accepting.

The finite behavior of a weighted automaton $A=(\alpha, M, k)$ is defined to be

$$
|A|=\alpha M^{*} \kappa
$$

where $\kappa \in\{\perp, 1\}^{n}$ is the vector given by $\kappa_{i}=1$ for $i \leq k$ and $\kappa_{i}=\perp$ for $i>k$. (Note that $\alpha$ has to be used as a row vector for this multiplication to make sense.) It is clear by (1) that $|A|$ is the supremum of the products of the transition labels along all paths in $A$ from any initial to any accepting state.

The Büchi behavior of a weighted automaton $A=(\alpha, M, k)$ is defined to be

$$
\|A\|=\alpha\binom{\left(a \vee b d^{*} c\right)^{\omega}}{d^{*} c\left(a \vee b d^{*} c\right)^{\omega}}
$$

where $a \in\langle A\rangle^{k \times k}, b \in\langle A\rangle^{k \times(n-k)}, c \in\langle A\rangle^{(n-k) \times n}$ and $d \in\langle A\rangle^{(n-k) \times(n-k)}$ are such that $M=\left(\begin{array}{cc}a & b \\ c & d\end{array}\right)$. By (2), $\|A\|$ is the supremum of the products of the transition labels along all infinite paths in $A$ from any initial state which infinitely often visit an accepting state.

For completeness we also mention a Kleene theorem for the Büchi automata introduced above, which is a direct consequence of the Kleene theorem for Conway semiring-semimodule pairs, cf. [29, 32].

Theorem 1. An element of $V$ is the Büchi behavior weighted automaton over $A$ iff it is rational over $A$, i.e., when it can be generated from the elements of $A$ by the semiring and semimodule operations, the action, and the star and omega operations.

It is a routine matter to show that an element of $V$ is rational over $A$ iff it can be written as $\bigvee_{i=1}^{n} x_{i} y_{i}^{\omega}$, where each $x_{i}$ and $y_{i}$ can be generated from $A$ by $\vee, \cdot$, and *.

## 4 Generalized *-Continuous Kleene Algebras of Functions

In the following two sections our aim is to establish properties which ensure that semiring-semimodule pairs of functions form *-continuous Kleene $\omega$-algebras. We will use these properties in Section 6 to show that energy functions form a *continuous Kleene $\omega$-algebra.

Let $L$ and $L^{\prime}$ be complete lattices with bottom and top elements $\perp$ and $T$. Then a function $f: L \rightarrow L^{\prime}$ is said to be finitely additive if $\perp f=\perp$ and $(x \vee y) f=x f \vee y f$ for all $x, y \in L$. (Recall that we write function application and composition in the diagrammatic order, from left to right.) When $f: L \rightarrow L^{\prime}$ is finitely additive, then $(\bigvee X) f=\bigvee X f$ for all finite sets $X \subseteq L$.

Consider the collection $\operatorname{FinAdd}_{L, L^{\prime}}$ of all finitely additive functions $f: L \rightarrow L^{\prime}$, ordered pointwise. Since the (pointwise) supremum of any set of finitely additive functions is finitely additive, $\operatorname{Fin} \operatorname{Add}_{L, L^{\prime}}$ is also a complete lattice, in which the supremum of any set of functions can be constructed pointwise. The least and greatest elements are the functions $\perp$ and $\mp$ given by $x \perp=\perp$ for $x \in L, \perp \mp=\perp$, and $x \mp=\top$ for $x \in \backslash\{\perp\}$.

Definition 3. A function $f \in \operatorname{FinAdd}_{L, L^{\prime}}$ is said to be $\top$-continuous if $f= \pm$ or for all $X \subseteq L$ with $\bigvee X=\top$, also $\bigvee X f=\top$.

Note that if $f \neq \pm$ is $\top$-continuous, then $\top f=\top$. The functions id and $\pm$ are T-continuous. Also, the (pointwise) supremum of any set of T-continuous functions is again $T$-continuous.

We will first be concerned with functions in $\operatorname{FinAdd}_{L, L}$, which we just denote FinAdd ${ }_{L}$. Since the composition of finitely additive functions is finitely additive and the identity function id over $L$ is finitely additive, and since composition of finitely additive functions distributes over finite suprema, $\operatorname{FinAdd}_{L}$, equipped with the operation $\vee$ (binary supremum), ; composition), and the constant function $\perp$ and the identity function id as 1 , is an idempotent semiring. It follows that when $f$ is finitely additive, then so is $f^{*}=\bigvee_{n \geq 0} f^{n}$. Moreover, $f \leq f^{*}$ and $f^{*} \leq g^{*}$ whenever $f \leq g$.
Lemma 3. Let $S$ be any subsemiring of $\operatorname{FinAdd}_{L}$ closed under the *-operation. Then $S$ is $a^{*}$-continuous Kleene algebra iff for all $g, h \in S, g^{*} h=\bigvee_{n \geq 0} g^{n} h$.
Proof. Suppose that the precondition of the lemma holds. We need to show that $f\left(\bigvee_{n \geq 0} g^{n}\right) h=\bigvee_{n \geq 0} f g^{n} h$ for all $f, g, h \in S$. But $f\left(\bigvee_{n \geq 0} g^{n}\right) h=f\left(\bigvee_{n \geq 0} g^{n} h\right)$ by assumption, and we conclude that $f\left(\bigvee_{n \geq 0} g^{n} h\right)=\bigvee_{n \geq 0} f g^{n} h$ since the supremum is pointwise.

Compositions of T-continuous functions in $\mathrm{FinAdd}_{L}$ are again $T$-continuous, so that the collection of all T-continuous functions in $\operatorname{FinAdd}_{L}$ is itself an idempotent semiring.

Definition 4. A function $f \in \operatorname{FinAdd}_{L}$ is said to be locally ${ }^{*}$-closed if for each $x \in L$, either $x f^{*}=\top$ or there exists $N \geq 0$ such that $x f^{*}=x \vee \cdots \vee x f^{N}$.

The functions id and $\pm$ are locally ${ }^{*}$-closed. As the next example demonstrates, compositions of locally ${ }^{*}$-closed (and $\top$-continuous) functions are not necessarily locally *-closed.

Example 1. Let $L$ be the following complete lattice (the linear sum of three infinite chains):

$$
\perp<x_{0}<x_{1}<\cdots<y_{0}<y_{1}<\cdots<z_{0}<z_{1}<\cdots<\top
$$

Since $L$ is a chain, a function $L \rightarrow L$ is finitely additive iff it is monotone and preserves $\perp$.

Let $f, g: L \rightarrow L$ be the following functions. First, $\perp f=\perp g=\perp$ and $\top f=$ $\top g=\top$. Moreover, $x_{i} f=y_{i}, y_{i} f=z_{i} g=\top$ and $x_{i} g=\perp, y_{i} g=x_{i+1}$, and $z_{i} g=\top$ for all $i$. Then $f, g$ are monotone, $u f^{*}=u \vee u f \vee u f^{2}$ and $u g^{*}=u \vee u g$ for all $u \in L$. Also, $f$ and $g$ are $\top$-continuous, since if $\bigvee X=\top$ then either $\top \in X$ or $X \cap\left\{z_{0}, z_{1}, \ldots\right\}$ is infinite, but then $\bigvee X f=\bigvee X g=\top$. However, $f g$ is not locally ${ }^{*}$-closed, since $x_{0}(f g)^{*}=x_{0} \vee x_{0}(f g) \vee x_{0}(f g)^{2} \cdots=x_{0} \vee x_{1} \vee \cdots=y_{0}$.

Lemma 4. Let $f \in \operatorname{FinAdd}_{L}$ be locally ${ }^{*}$-closed. Then also $f^{*}$ is locally ${ }^{*}$-closed. If $f$ is additionally $\top$-continuous, then so is $f^{*}$.

Proof. We prove that $x f^{* *}=x \vee x f^{*}=x f^{*}$ for all $x \in L$. Indeed, this is clear when $x f^{*}=\top$, since $f^{*} \leq f^{* *}$. Otherwise $x f^{*}=\bigvee_{k \leq n} x f^{k}$ for some $n \geq 0$.

By finite additivity, it follows that $x f^{*} f^{*}=\bigvee_{k \leq n} x f^{k} f^{*}$. But for each $k$, $x f^{k} f^{*}=x f^{k} \vee x f^{k+1} \vee \cdots \leq x f^{*}$, thus $x f^{*}=x f^{*} f^{*}$ and $x f^{*}=x f^{* *}$. It follows that $f^{*}$ is locally ${ }^{*}$-closed.

Suppose now that $f$ is additionally T -continuous. We need to show that $f^{*}$ is also T-continuous. To this end, let $X \subseteq L$ with $\bigvee X=\top$. Since $x \leq x f^{*}$ for all $x \in X$, it holds that $\bigvee X f^{*} \geq \bigvee X=\top$. Thus $\bigvee X f^{*}=\top$.

Proposition 1. Let $S$ be any subsemiring of $\operatorname{FinAdd}_{L}$ closed under the *-operation. If each $f \in S$ is locally ${ }^{*}$-closed and $\top$-continuous, then $S$ is $a^{*}$-continuous Kleene algebra.

Proof. Let $g, h \in S$. By Lemma 3, it suffices to show that $g^{*} h=\bigvee_{n>0} g^{n} h$. Since this is clear when $h= \pm$, assume that $h \neq \pm$. As $g^{n} h \leq g^{*} h$ for all $n \geq 0$, it holds that $\bigvee_{n \geq 0} g^{n} h \leq g^{*} h$. To prove the opposite inequality, suppose that $x \in L$. If $x g^{*}=\top$, then $\bigvee_{n \geq 0} x g^{n}=\top$, so $\bigvee_{n \geq 0} x g^{n} h=\top$ by $\top$-continuity. Thus, $x g^{*} h=\top=\bigvee_{n>0} x g^{n} \bar{h}$.

Suppose that $x g^{*} \neq \top$. Then there is $m \geq 0$ with

$$
x g^{*} h=\left(x \vee \cdots \vee x g^{m}\right) h=x h \vee \cdots \vee x g^{m} h \leq \bigvee_{n \geq 0} x g^{n} h=x\left(\bigvee_{n \geq 0} g^{n} h\right) .
$$

The proof is complete.

Now define a left action of $\operatorname{FinAdd}_{L}$ on $\operatorname{FinAdd}_{L, L^{\prime}}$ by $f v=f ; v$, for all $f \in$ $\operatorname{FinAdd}_{L}$ and $v \in \operatorname{FinAdd}_{L, L^{\prime}}$. It is a routine matter to check that $\operatorname{FinAdd}_{L, L^{\prime}}$, equipped with the above action, the binary supremum operation $\vee$ and the constant $\pm$ is an (idempotent) left $\left.\operatorname{FinAdd} L_{L^{-} \text {-semimodule, that is, }(\operatorname{Fin} A d d}^{L}, \operatorname{FinAdd}{ }_{L, L^{\prime}}\right)$ is a semiring-semimodule pair.

Lemma 5. Let $S \subseteq \operatorname{FinAdd}_{L}$ be $a^{*}$-continuous Kleene algebra and $V \subseteq \operatorname{FinAdd}_{L, L^{\prime}}$ an $S$-semimodule. Then $(S, V)$ is a generalized ${ }^{*}$-continuous Kleene algebra iff for all $f \in S$ and $v \in V, f^{*} v=\bigvee_{n \geq 0} f^{n} v$.

Proof. Similar to the proof of Lemma 3.

Proposition 2. Let $S \subseteq \operatorname{FinAdd}_{L}$ be $a^{*}$-continuous Kleene algebra and $V \subseteq$ $\operatorname{FinAdd}_{L, L^{\prime}}$ an $S$-semimodule. If each $f \in S$ is locally ${ }^{*}$-closed and $\top$-continuous and each $v \in V$ is $\top$-continuous, then $(S, V)$ is a generalized ${ }^{*}$-continuous Kleene algebra.

Proof. Similar to the proof of Proposition 1.

## $5 \quad{ }^{*}$-Continuous Kleene $\omega$-Algebras of Functions

In this section, let $L$ be an arbitrary complete lattice and $L^{\prime}=\mathbf{2}$, the two-element lattice $\{\perp, \top\}$. We define an infinite product FinAdd ${ }_{L}^{\omega} \rightarrow \operatorname{FinAdd}_{L, \mathbf{2}}$. Let $f_{0}, f_{1}, \ldots \in$ $\operatorname{FinAdd}_{L}$ be an infinite sequence and define $v=\prod_{n \geq 0} f_{n}: L \rightarrow \mathbf{2}$ by

$$
x v= \begin{cases}\perp & \text { if there is } n \geq 0 \text { such that } x f_{0} \cdots f_{n}=\perp \\ \top & \text { otherwise }\end{cases}
$$

for all $x \in L$. We will write $\prod_{n \geq k} f_{n}$, for $k \geq 0$, as a shorthand for $\prod_{n \geq 0} f_{n+k}$.
It is easy to see that $\prod_{n \geq 0} f_{n}$ is finitely additive. Indeed, $\perp \prod_{n \geq 0} f_{n}=\perp$ clearly holds, and for all $x \leq y \in L, x \prod_{n>0} f_{n} \leq y \prod_{n>0} f_{n}$. Thus, to prove that $(x \vee y) \prod_{n \geq 0} f_{n}=x \prod_{n \geq 0} f_{n} \vee y \prod_{n \geq 0} f_{n}$ for all $x, y \in L$, it suffices to show that if $x \prod_{n \geq 0} \bar{f}_{n}=y \prod_{n \geq 0} \bar{f}_{n}=\perp$, then $(x \vee y) \prod_{n \geq 0} f_{n}=\perp$. But if $x \prod_{n \geq 0} f_{n}=$ $y \prod_{n \geq 0} f_{n}=\perp$, then there exist $m, k \geq 0$ such that $x f_{0} \cdots f_{m}=y f_{0} \cdots f_{k}=\perp$. Let $n=\max \{m, k\}$. We have $(x \vee y) f_{0} \cdots f_{n}=x f_{0} \cdots f_{n} \vee y f_{0} \cdots f_{n}=\perp$, and thus $(x \vee y) \prod_{n>0} f_{n}=\perp$.

It is clear that this infinite product satisfies conditions $\mathrm{A} \times 1$ and $\mathrm{A} \times 2$ in the definition of *-continuous Kleene $\omega$-algebra. Below we show that also $A \times 3$ and $A \times 4$ hold.
Lemma 6. For all $f_{0}, f_{1}, \ldots, g_{0}, g_{1}, \ldots \in \operatorname{FinAdd}_{L}$,

$$
\prod_{n \geq 0}\left(f_{n} \vee g_{n}\right)=\bigvee_{h_{n} \in\left\{f_{n}, g_{n}\right\}} \prod_{n \geq 0} h_{n} .
$$

Note that this implies A×3.
Proof. Since infinite product is monotone, the term on the right-hand side of the equation is less than or equal to the term on the left-hand side. To prove that equality holds, let $x \in L$ and suppose that $x \prod_{n \geq 0}\left(f_{n} \vee g_{n}\right)=\mathrm{T}$. It suffices to show that there is a choice of the functions $h_{n} \in\left\{f_{n}, g_{n}\right\}$ such that $x \prod_{n \geq 0} h_{n}=T$.

Consider the infinite ordered binary tree where each node at level $n \geq 0$ is the source of an edge labeled $f_{n}$ and an edge labeled $g_{n}$, ordered as indicated. We can assign to each node $u$ the composition $h_{u}$ of the functions that occur as the labels of the edges along the unique path from the root to that node.

Let us mark a node $u$ if $x h_{u} \neq \perp$. As $x \prod_{n \geq 0}\left(f_{n} \vee g_{n}\right)=\mathrm{T}$, each level contains a marked node. Moreover, whenever a node is marked and has a predecessor, its predecessor is also marked. By König's lemma [40] there is an infinite path going through marked nodes. This infinite path gives rise to the sequence $h_{0}, h_{1}, \ldots$ with $x \prod_{n \geq 0} h_{n}=\mathrm{T}$.
Lemma 7. Let $f \in \operatorname{FinAdd}_{L}$ and $v \in \operatorname{FinAdd}_{L, 2}$ such that $f$ is locally ${ }^{*}$-closed and $v$ is $\top$-continuous. If $x f^{*} v=\mathrm{T}$, then there exists $k \geq 0$ such that $x f^{k} v=\mathrm{T}$.
Proof. If $x f^{*}=\bigvee_{n=0}^{N} x f^{n}$ for some $N \geq 0$, then $x f^{*} v=\bigvee_{n=0}^{N} x f^{n} v=\top$ implies the claim of the lemma. If $x f^{*}=\mathrm{T}$, then T -continuity of $v$ implies that $\bigvee_{n \geq 0} x f^{n} v=\mathrm{T}$, which again implies the claim.

Lemma 8. Let $f, g_{0}, g_{1}, \ldots \in \operatorname{FinAdd}_{L}$ be locally ${ }^{*}$-closed and $\top$-continuous such that for each $m \geq 0, g_{m} \prod_{n \geq m+1} f^{*} g_{n} \in \operatorname{FinAdd}_{L, \mathbf{2}}$ is $\top$-continuous. Then

$$
\prod_{n \geq 0} f^{*} g_{n}=\bigvee_{k_{0}, k_{1}, \ldots \geq 0} \prod_{n \geq 0} f^{k_{n}} g_{n}
$$

Proof. As infinite product is monotone, the term on the right-hand side of the equation is less than or equal to the term on the left-hand side. To prove that equality holds, let $x \in L$ and suppose that $x \prod_{n>0} f^{*} g_{n}=\top$. We want to show that there exist integers $k_{0}, k_{1}, \ldots \geq 0$ such that $x \prod_{n>0} f^{k_{n}} g_{n}=\top$.

Let $x_{0}=x$. By Lemma $7, x \prod_{n \geq 0} f^{*} g_{n}=x_{0} f^{*} g_{0} \prod_{n \geq 1} f^{*} g_{n}=\top$ implies that there is $k_{0} \geq 0$ for which $x_{0} f^{k_{0}} g_{0} \prod_{n \geq 1} f^{*} g_{n}=T$. We finish the proof by induction.

Assume that we have $k_{0}, \ldots, k_{m} \geq 0$ such that $x f^{k_{0}} g_{0} \cdots f^{k_{m}} g_{m} \prod_{n>m+1} f^{*} g_{n}=$ $\top$ and let $x_{m+1}=x f^{k_{0}} g_{0} \cdots f^{k_{m}} g_{m}$. Then $x_{m+1} f^{*} g_{m+1} \prod_{n \geq m+2} f^{*} g_{n}=\top$ implies, using Lemma 7, that there exists an exponent $k_{m+1} \geq 0$ for which $x_{m+1} f^{k_{m+1}} g_{m+1} \prod_{n \geq m+2} f^{*} g_{n}=\top$.
Proposition 3. Let $S \subseteq \operatorname{FinAdd}_{L}$ and $V \subseteq \operatorname{FinAdd}_{L, 2}$ such that $(S, V)$ is a generalized ${ }^{*}$-continuous Kleene algebra of locally *-closed and $\top$-continuous functions $L \rightarrow L$ and $\top$-continuous functions $L \rightarrow \mathbf{2}$. If $\prod_{n \geq 0} f_{n} \in V$ for all sequences $f_{0}, f_{1}, \ldots$ of functions in $S$, then $(S, V)$ is $a^{*}$-continuous Kleene $\omega$-algebra.

Proof. This is clear from Lemmas 6 and 8.
We finish the section by a lemma which exhibits a condition on the lattice $L$ which ensures that infinite products of locally *-closed and $T$-continuous functions are again $T$-continuous.

Lemma 9. Assume that $L$ has the property that whenever $\bigvee X=\top$ for some $X \subseteq$ $L$, then for all $x<\top$ in $L$ there is $y \in X$ with $x \leq y$. If $f_{0}, f_{1}, \ldots \in \operatorname{FinAdd}_{L}$ is a sequence of locally ${ }^{*}$-closed and $\top$-continuous functions, then $\prod_{n \geq 0} f_{n} \in \operatorname{FinAdd}_{L, \mathbf{2}}$ is $\top$-continuous.

Proof. Let $v=\prod_{n>0} f_{n}$. We already know that $v$ is finitely additive. We need to show that $v$ is $\top$-continuous. But if $v \neq \pm$, then there is some $x<\top$ with $x v=\top$, i.e., such that $x f_{0} \cdots f_{n}>\perp$ for all $n$. By assumption, there is some $y \in X$ with $x \leq y$. It follows that $y f_{0} \cdots f_{n} \geq x f_{0} \cdots f_{n}>\perp$ for all $n$ and thus $\bigvee X v=\top$.

## 6 State Reachability, Coverability and Büchi Acceptance in Energy Automata

We now show how the setting developed in the last sections can be applied to solve the energy problems of Section 2. Recall that $L=[0, \infty]_{\perp}$ denotes the complete lattice of nonnegative real numbers together with $\infty$ and an extra bottom element $\perp$, and that $\mathcal{E}$ denotes the idempotent semiring of energy functions $L \rightarrow L$. Note that $L$ satisfies the precondition of Lemma 9.

Lemma 10. Energy functions are finitely additive and $\top$-continuous, hence $\mathcal{E} \subseteq$ FinAdd ${ }_{L}$.

Proof. Finite additivity follows from monotonicity. For T-continuity, let $X \subseteq L$ such that $\bigvee X=\infty$ and $f \in \mathcal{E}, f \neq \pm$. By $\bigvee X=\infty$, we know that for every $n \in \mathbb{N}$, there exists $x_{n} \in X$ with $x_{n} \geq n$. Choose such a sequence $\left(x_{n}\right)$ and let $y_{n}=x_{n} f$ for all $n$.

If $y_{n}=\perp$ for all $n \geq 0$, then also $n f=\perp$ for all $n \geq 0$ (as $x_{n} \geq n$ ), hence $f=\perp$. We must thus have an index $N$ for which $y_{N}>\perp$. But then $y_{N+k} \geq y_{N}+k \geq k$ for all $k \geq 0$, hence $\bigvee X f=\infty$.

Lemma 11. For $f \in \mathcal{E}, f^{*}$ is given by $x f^{*}=x$ if $x f \leq x$ and $x f^{*}=\infty$ if $x f>x$. Hence $f$ is locally ${ }^{*}$-closed and $f^{*} \in \mathcal{E}$.

Proof. We have $\perp f^{*}=\perp$ and $\infty f^{*}=\infty$. Let $x \neq \perp, \infty$. If $x f \leq x$, then $x f^{n} \leq x$ for all $n \geq 0$, so that $x \leq \bigvee_{n \geq 0} x f^{n} \leq x$, whence $x f^{*}=x$. If $x f>x$, then let $a=x f-x>0$. We have $x f \geq x+a$, hence by $(*), x f^{n} \geq x+n a$ for all $n \geq 0$, so that $x f^{*}=\bigvee_{n \geq 0} x f^{n}=\infty$.

Not all locally *-closed functions $f: L \rightarrow L$ are energy functions: the function $f$ defined by $x f=1$ for $x<1$ and $x f=x$ for $x \geq 1$ is locally ${ }^{*}$-closed, but $f \notin \mathcal{E}$.

Corollary 1. $\mathcal{E}$ is $a^{*}$-continuous Kleene algebra.
Proof. This is clear by Proposition 1.
Remark 1. It is not true that $\mathcal{E}$ is a continuous Kleene algebra: Let $f_{n}, g \in \mathcal{E}$ be defined by $x f_{n}=x+1-\frac{1}{n+1}$ for $x \geq 0, n \geq 0$ and $x g=x$ for $x \geq 1, x g=\perp$ for $x<1$. Then $0\left(\bigvee_{n \geq 0} f_{n}\right) g=\left(\bigvee_{n \geq 0} 0 f_{n}\right) g=1 g=1$, whereas $0 \bigvee_{n \geq 0}\left(f_{n} g\right)=$ $\bigvee_{n \geq 0}\left(0 f_{n} g\right)=\bigvee_{n \geq 0}\left(\left(1-\frac{1}{n+1}\right) g\right)=\perp$.
Lemma 12. For any $g \in \mathcal{E}$, there exists $f \in \mathcal{E}$ such that $g=f^{*}$ iff there is $k \in[0, \infty]_{\perp}$ such that $x g=x$ for all $x<k, x g=\infty$ for all $x>k$, and $k g=k$ or $k g=\infty$.

Proof. We first note that if $g \in \mathcal{E}$ is such that there is $k$ for which $x g=x$ for $x<k$ and $x g=\infty$ for $x>k$, then $x g^{*}=x g$ for $x \neq k$, and if $k g=k$ or $k g=\infty$, then also $k g^{*}=k g$.

Now let $g \in \mathcal{E}$. If there is $f \in \mathcal{E}$ with $g=f^{*}$, then we set $k=\sup \{x \mid x f \leq x\}$. Then $x f>x$ and hence $x g=\infty$ for all $x>k$, and whenever $x<k$, then there is $y$ with $x \leq y \leq k$ and $y f \leq y$, hence by $(*), x f \leq x$, so that $x g=x$. If $k f \leq k$, then $k g=k$, otherwise $k g=\infty$ as claimed.

Let $\mathcal{V}$ denote the $\mathcal{E}$-semimodule of all $\top$-continuous functions $L \rightarrow \mathbf{2}$. For $f_{0}, f_{1}, \ldots \in \mathcal{E}$, define the infinite product $f=\prod_{n>0} f_{n}: L \rightarrow \mathbf{2}$ by $x f=\perp$ if there is an index $n$ for which $x f_{0} \cdots f_{n}=\perp$ and $x f=$ Totherwise, like in Section 5. By Lemma 9, $\prod_{n \geq 0} f_{n}$ is $\top$-continuous, i.e., $\prod_{n \geq 0} f_{n} \in \mathcal{V}$.

By Proposition $2,(\mathcal{E}, \mathcal{V})$ is a generalized ${ }^{*}$-continuous Kleene algebra.

Corollary 2. $(\mathcal{E}, \mathcal{V})$ is $a^{*}$-continuous Kleene $\omega$-algebra.
Proof. This is clear by Proposition 3.
Remark 2. As $\mathcal{E}$ is not a continuous Kleene algebra, it also holds that $(\mathcal{E}, \mathcal{V})$ is not a continuous Kleene $\omega$-algebra; in fact it is clear that there is no $\mathcal{E}$-semimodule $\mathcal{V}^{\prime}$ for which $\left(\mathcal{E}, \mathcal{V}^{\prime}\right)$ would be a continuous Kleene $\omega$-algebra. The initial motivation for the work in $[25,26,28]$ and the present paper was to generalize the theory of continuous Kleene $\omega$-algebras so that it would be applicable to energy functions.

Lemma 13. For $f \in \mathcal{E}, f^{\omega}$ is given by $\perp f^{\omega}=\perp$, and for $x \neq \perp$, $x f^{\omega}=\perp$ if $x f<x$ and $x f^{\omega}=\top$ if $x f \geq x$.

Proof. The claim that $\perp f^{\omega}=\perp$ is clear, and so is the lemma for $f= \pm$. For $f \neq \perp$ and $x=\infty, x f^{n}=\infty$ for all $n \geq 0$, hence $\infty f^{\omega}=\top$. Now let $x \neq \perp, \infty$. If $x f \geq x$, then $x f^{n} \geq x$ for all $n \geq 0$, hence $x f^{\omega}=\top$. If $x f<x$, then let $a=x-x f>0$. We have $x f \leq x-a$, hence by $(*), x f^{n} \leq x-n a$ for all $n \geq 0$, so that there is $N \geq 0$ for which $x f^{N}=\perp$, whence $x f^{\omega}=\perp$.

We can now solve the state reachability, coverability, and Büchi problems for energy automata. We say that $\mathcal{E}^{\prime} \subseteq \mathcal{E}$ is fixed-point decidable if it is decidable, for any $f \in \mathcal{E}^{\prime}$ and $x \in L$, whether $x f<x, x f=x$ or $x f>x$.

Theorem 2. Let $A=(\alpha, M, k)$ be an energy automaton of dimension $n \geq 1$, $x_{0} \in \mathbb{R}_{\geq 0}$, and $z:\{1, \ldots, k\} \rightarrow \mathbb{R}_{\geq 0}$. Then

- $\operatorname{Reach}_{\mathcal{E}^{\prime}}\left(A, x_{0}\right)=\mathbf{t t}$ iff $x_{0}|A| \neq \perp$;
- $\operatorname{Cover}_{\mathcal{E}^{\prime}}\left(A, x_{0}, z\right)=\mathbb{t}$ iff there exists $i \leq k$ such that $\left(x_{0} \alpha M^{*}\right)_{i} \geq i z$;
- Büchi $\mathcal{E}^{\prime}\left(A, x_{0}\right)=\mathbb{t}$ iff $x_{0}\|A\|=\top$.

Proof. For state reachability and Büchi acceptance the claims are clear. For coverability, we note that

$$
\left(x_{0} \alpha M^{*}\right)_{i}=\bigvee_{m \geq 0} \bigvee_{1 \leq k_{1}, \ldots, k_{m} \leq n} x_{0} \alpha_{k_{1}} M_{k_{1}, k_{2}} \cdots M_{k_{m}, i},
$$

and the claim follows.
Corollary 3. For fixed-point decidable subalgebras $\mathcal{E}^{\prime} \subseteq \mathcal{E}$, Problems 1, 2, and 3 are decidable. For an energy automaton of dimension $n$, the decision procedures use $O\left(n^{3}\right), O\left(n^{3}\right)$, respectively $O\left(n^{4}\right)$, algebra operations.

Proof. If $\mathcal{E}^{\prime}$ is fixed-point decidable, then Lemmas 11 and 13 imply that the * and ${ }^{\omega}$ operations are computable in $\mathcal{E}^{\prime}$, and the matrix operations in Theorem 2 can be reduced to compositions, binary suprema, and these two operations. The complexity results follow from the fact that computation of $M^{*}$ uses $O\left(n^{3}\right)$ operations and computation of $M^{\omega}$ uses $O\left(n^{4}\right)$ operations, cf. [30].

## 7 Some Complexity Results

We proceed to identify two important subclasses of computable energy functions, which cover most of the related work mentioned in the introduction, and to give complexity results on their reachability and Büchi acceptance problems.

The integer update functions in $\mathcal{E}$ are the functions $f_{k}$, for $k \in \mathbb{Z}$, given by

$$
x f_{k}=\left\{\begin{array}{cl}
x+k & \text { if } x \geq \max (0,-k) \\
\perp & \text { otherwise }
\end{array}\right.
$$

together with $f_{-\infty}:= \pm$ and $f_{\infty}:=\mp$. These are the update functions usually considered in integer-weighted automata and VASS [11, 14, 17-20, 33]. We have $f_{k} f_{\ell}=f_{k+\ell}, f_{k} \vee f_{\ell}=f_{\max (k, \ell)}$, and

$$
f_{k}^{*}=\left\{\begin{array}{ll}
f_{0} & \text { for } k \leq 0, \\
f_{\infty} & \text { for } k>0,
\end{array} \quad f_{k}^{\omega}= \begin{cases}f_{-\infty} & \text { for } k<0 \\
f_{\infty} & \text { for } k \geq 0\end{cases}\right.
$$

whence the class $\mathcal{E}_{\text {int }}$ of integer update functions forms a subalgebra of $\mathcal{E}$. A function $f_{k} \in \mathcal{E}_{\text {int }}$ can be represented by the (extended) integer $k$, and algebra operations can then be performed in constant time. Also, $\mathcal{E}_{\text {int }}$ is trivially fixed-point decidable, so that Corollary 3 implies the following result.

Theorem 3. For $\mathcal{E}_{\text {int-}}$-automata, Problems 1, 2 and 3 are decidable in PTIME.
Remark 3. This means that state reachability, coverability and Büchi acceptance for one-dimensional VASS are decidable in PTIME, which seems not to have been noted before. (But see the recent [38], where reachability for one-dimensional branching VASS is shown decidable in PTIME. In [7] it is claimed that coverability for one-dimensional VASS is NP-complete.)

Next we turn our attention to piecewise affine functions.
Definition 5. A function $f \in \mathcal{E}$ is said to be (rational) piecewise affine if there exist $0 \leq x_{0}<x_{1}<\cdots<x_{k} \in \mathbb{Q} \cup\{\infty\}$ such that

- $x f=\perp$ for $x<x_{0}$ and $x f=\infty$ for $x>x_{k}$,
- $x_{j} f \in \mathbb{Q} \cup\{\perp, \infty\}$ for all $j$, and
- all restrictions $f_{1] x_{j}, x_{j+1}[ }$ are affine functions $x \mapsto a_{j} x+b_{j}$ with $a_{j}, b_{j} \in \mathbb{Q}$, $a_{j} \geq 1$.

Let $\mathcal{E}_{\mathrm{pw}} \subseteq \mathcal{E}$ denote the class of piecewise affine energy functions. The notion of integer piecewise affine functions, $\mathcal{E}_{\text {pwi }}$, is defined similarly, with all occurrences of $\mathbb{Q}$ above replaced by $\mathbb{Z}$. Clearly $\mathcal{E}_{\text {int }} \subseteq \mathcal{E}_{\mathrm{pwi}} \subseteq \mathcal{E}_{\mathrm{pw}}$.

Note that the definition does not make any assertion about continuity at the $x_{j}$, but ( $*$ ) implies that $\lim _{x \nearrow x_{j}} x f \leq x_{j} f \leq \lim _{x \searrow x_{j}} x f$. A piecewise affine function as above can be represented by its break points $x_{0}, \ldots, x_{k}$, the values $x_{0} f, \ldots, x_{k} f$,


$$
x f= \begin{cases}\perp & \text { for } x<2 \\ .5 & \text { for } x=2 \\ 1.5 x-2.5 & \text { for } 2<x<3 \\ 2.3 & \text { for } x=3 \\ x-.3 & \text { for } 3<x<4.5 \\ 4.5 & \text { for } x=4.5 \\ 2 x-4.5 & \text { for } x>4.5\end{cases}
$$

Figure 2: A piecewise affine energy function
and the numbers $a_{0}, b_{0}, \ldots, a_{k}, b_{k}$. These functions arise in the reduction used in [10] to show decidability of energy problems for one-clock timed automata with transition updates, see Section 8. Fig. 2 shows an example of a piecewise affine energy function.

The class of piecewise affine energy functions forms a subsemiring of $\mathcal{E}$ : if $f, g \in$ $\mathcal{E}_{\mathrm{pw}}$ with break points $x_{0}, \ldots, x_{k}$ and $y_{0}, \ldots, y_{\ell}$, respectively, then $f \vee g$ is piecewise affine with break points obtained from the break points of $f$ and $g$ together with intersection points of lines (which are rational), and $f g$ is piecewise affine with break points a subset of $\left\{x_{0}, \ldots, x_{k}, y_{0} f^{-1}, \ldots, y_{\ell} f^{-1}\right\}$ (which are all rational). Hence maxima and compositions of piecewise affine energy functions are computable, but may increase the size of their representation.

Now let, for any $p \in \mathbb{Q}$ with $p \geq 0, g_{p}^{-}, g_{p}^{+} \in \mathcal{E}_{\text {pw }}$ be the functions defined by

$$
x g_{p}^{-}=\left\{\begin{array}{cl}
x & \text { for } x<p, \\
\infty & \text { for } x \geq p,
\end{array} \quad x g_{p}^{+}=\left\{\begin{array}{cc}
x & \text { for } x \leq p \\
\infty & \text { for } x>p
\end{array}\right.\right.
$$

Proposition 4. $\mathcal{E}_{\mathrm{pw}}$ is $a^{*}$-continuous Kleene algebra.
Proof. In lieu of Proposition 1, we need to show that $\mathcal{E}_{\mathrm{pw}}$ is closed under the ${ }^{*}$ operation. Let $f \in \mathcal{E}_{\mathrm{pw}}$, then by Lemma 12 , there is a $p \in \mathbb{Q}$ such that $f^{*}=g_{p}^{-}$or $f^{*}=g_{p}^{+}$.

Remark that, unlike $\mathcal{E}_{\mathrm{pw}}$, the class $\mathcal{E}_{\text {pwi }}$ of integer piecewise affine functions does not form a subsemiring of $\mathcal{E}$, as composites of $\mathcal{E}_{\text {pwi }}$-functions are not necessarily integer piecewise affine. As an example, for the functions $f, g \in \mathcal{E}_{\text {pwi }}$ given by

$$
x f=2 x, \quad x g= \begin{cases}x+1 & \text { for } x<3, \\ x+2 & \text { for } x \geq 3,\end{cases}
$$

we have

$$
x f g= \begin{cases}2 x+1 & \text { for } x<1.5 \\ 2 x+2 & \text { for } x \geq 1.5\end{cases}
$$

which is not integer piecewise affine. The semiring generated by $\mathcal{E}_{\text {pwi }}$ is the subsemiring of $\mathcal{E}_{\mathrm{pw}}$ of functions with rational break points $x_{0}, \ldots, x_{k}$, but integer values $a_{0}, b_{0}, \ldots, a_{k}, b_{k}$.

Similarly, the class of rational affine functions $x \mapsto a x+b, a, b \in \mathbb{Q}, a \geq 1$ (without break points) is not closed under maximum, and it can be seen that $\mathcal{E}_{\mathrm{pw}}$ is the semiring generated by rational affine functions.

Lemma 14. $\mathcal{E}_{\mathrm{pw}}$ is fixed-point decidable.
Proof. Let $f \in \mathcal{E}_{\mathrm{pw}}$, with representation $\left(x_{0}, \ldots, x_{k}, x_{0} f, \ldots, x_{k} f, a_{0}, \ldots, a_{k}\right.$, $b_{0}, \ldots, b_{k}$ ). Let $x \in \mathbb{R}_{\geq 0}$ be computable; we need to decide whether $x f<x$, $x f=x$ or $x f>x$. If $x<x_{0}$, then $x f=\perp$. If $x=x_{j}$ for some $j$, we can simply compare $x_{j}$ with $x_{j} f$.

Assume now that $x \in] x_{j}, x_{j+1}\left[\right.$ for some $j$. If $a_{j} x_{j}+b_{j}<x_{j}$ and $a_{j} x_{j+1}+b_{j} \leq$ $x_{j+1}$, then $x f<x$ by (*). If $a_{j} x_{j}+b_{j}=x_{j}$ and $a_{j} x_{j+1}+b_{j}=x_{j+1}$, then also $x f=x$, and if $a_{j} x_{j}+b_{j} \geq x_{j}$ and $a_{j} x_{j+1}+b_{j}>x_{j+1}$, then $x f>x$. The cases $a_{j} x_{j}+b_{j}>x_{j}, a_{j} x_{j+1}+b_{j} \leq x_{j+1}$ and $a_{j} x_{j}+b_{j} \geq x_{j}, a_{j} x_{j+1}+b_{j}<x_{j+1}$ cannot occur because of (*).

The last case to consider is $a_{j} x_{j}+b_{j}<x_{j}$ and $a_{j} x_{j+1}+b_{j}>x_{j+1}$. Then we must have $a_{j}>1$, and then $x f<x$ if $x<\frac{b_{j}}{1-a_{j}}, x f=x$ if $x=\frac{b_{j}}{1-a_{j}}$, and $x f>x$ if $x>\frac{b_{j}}{1-a_{j}}$.

Theorem 4. For $\mathcal{E}_{\mathrm{pw}}$-automata, Problems 1, 2 and 3 are decidable in EXPTIME.
Proof. Decidability follows from Corollary 3 and Lemma 14. For the complexity claim, we note that all algebra operations in $\mathcal{E}_{\mathrm{pw}}$ can be performed in time linear in the size of the representations of the involved functions. However, the maximum and composition operations may triple the size of the representations, hence our procedure may take time $O\left(3^{n^{3}} p\right)$ for state reachability and coverability, and $O\left(3^{n^{4}} p\right)$ for Büchi acceptance, for an $\mathcal{E}_{\mathrm{pw}}$-automaton of dimension $n$ and energy functions of representation length at most $p$.

We believe that the above complexity bound of EXPTIME can be considerably sharpened, but we leave this for future work.

## 8 Reduction from Weighted Timed Automata

To further motivate the introduction of our notion of energy automata, we review here how the treatment of lower-bound energy problems for one-clock weighted timed automata in $[10,11]$ naturally leads to our energy functions and energy automata. In this section, and this section only, function application and composition will be written in the standard right-to-left order.

A weighted timed automaton $A=\left(L, l_{0}, C, I, E, r\right)$ consists of a finite set of locations $L$ with initial location $l_{0}$, a finite set of clocks $C$, location invariants


Figure 3: One-clock weighted timed automaton with discrete updates. Any regionstable scheduler (i.e., with switches at integer times) is doomed (a), but there exists a feasible schedule with switches at half-integer times (b).
$I: L \rightarrow \Phi(C)$, weighted edges $E \subseteq L \times \Phi(C) \times 2^{C} \times \mathbb{Z} \times L$ and location weight rates $r: L \rightarrow \mathbb{Z}$. Here the set $\Phi(C)$ of clock constraints $\phi$ is defined by the grammar

$$
\phi::=c \bowtie k \mid \phi_{1} \wedge \phi_{2} \quad(c \in C, k \in \mathbb{Z}, \bowtie \in\{\leq,<, \geq,>,=\}) .
$$

A clock valuation is a mapping $C \rightarrow \mathbb{R}_{\geq 0}$. For a clock valuation $v: C \rightarrow \mathbb{R}_{\geq 0}$ and a clock constraint $\phi \in \Phi(C)$, we write $\bar{v} \models \phi$ to indicate that $v$ satisfies $\phi$. We denote by $v_{0}: C \rightarrow \mathbb{R}_{>0}$ the clock valuation given by $v_{0}(c)=0$ for all $c \in C$. For a clock valuation $v: \bar{C} \rightarrow \mathbb{R}_{\geq 0}, d \in \mathbb{R}_{\geq 0}$, and $R \subseteq C$, we denote by $v+d$ and $v[R \leftarrow 0]$ the clock valuations given by $(v+d)(c)=v(c)+d$ for all $c \in C$ and $v[R \leftarrow 0](c)=0$ for $c \in R, v[R \leftarrow 0](c)=v(c)$ for $c \notin R$.

The semantics of a weighted timed automaton $A=\left(L, l_{0}, C, I, E, r\right)$ is given by an infinite weighted automaton $\llbracket A \rrbracket=\left(S_{A}, s_{0}, T_{A}\right)$ with states $S_{A}=\{(l, v) \mid v \models$ $I(l)\} \subseteq L \times \mathbb{R}_{>0}^{C}$, initial state $s_{0}=\left(l_{0}, v_{0}\right)$, and transitions $T_{A} \subseteq S_{A} \times \mathbb{R} \times S_{A}$ of two types:

- delay transitions $(l, v) \xrightarrow{r(l) d}(l, v+d)$ for all $d \in \mathbb{R}_{\geq 0}$ such that $v+d^{\prime} \models I(l)$ for all $d^{\prime} \in[0, d]$;
- switch transitions $(l, v) \xrightarrow{p}\left(l^{\prime}, v^{\prime}\right)$, where $e=\left(l, \phi, R, p, l^{\prime}\right) \in E$ is a transition of $A, v \models \phi$ and $v^{\prime}=v[R \leftarrow 0]$.

We refer to [34] for a thorough survey on timed automata and weighted timed automata.

The lower-bound energy problem for a weighted timed automaton $A$ as above is, given an initial energy $x_{0} \in \mathbb{R}_{\geq 0}$, to decide whether there exist an infinite path

$$
\left(l_{0}, v_{0}\right) \xrightarrow{p_{0}}\left(l_{1}, v_{1}\right) \xrightarrow{p_{1}}\left(l_{2}, v_{2}\right) \xrightarrow{p_{2}} \cdots
$$

of delay and switch transitions in $\llbracket A \rrbracket$ for which $x_{0}+\sum_{i=0}^{n} p_{i} \geq 0$ for all $n \in \mathbb{N}$. We hence want to decide whether there is a run in $A$ where the accumulated energy $x_{0}+\sum_{i=0}^{n} p_{i}$ never drops below zero. We shall say that such a run is feasible. Figure 1 in the introduction shows an example of such an energy problem.

For one-clock weighted timed automata without discrete updates, i.e., with $C=$ $\{c\}$ a singleton and $p=0$ for all $\left(l, \phi, R, p, l^{\prime}\right) \in E$, it was shown in [11] that this problem can be decided via a simple reduction to a refinement of the region


Figure 4: Conversion of the weighted timed automaton of Fig. 1 to a 3-bounded weighted timed automaton. To simplify the example, we assume that the invariant of $R_{1}$ and $R_{2}$ in the automaton of Fig. 1 (and thus here) is $c \leq 1$. The invariant of location $W$ is $c \leq 3$, and the invariant of the new location $l^{\prime}$ is $c \leq 2$.
graph [2] of $A$. Figure 3, taken from [10], however, shows that a similar region-stable reduction is not available for one-clock weighted timed automata with discrete updates. In the rest of this section we review the substantially more complicated reduction from [10]. For simplicity of presentation we assume the input timed automaton to be closed, i.e., only using closed clock constraints $c \leq k, c \geq k, c=k$ and their conjunctions.

Let $A=\left(L, l_{0},\{c\}, I, E, r\right)$ be a closed one-clock weighted timed automaton. First, we make sure that $A$ is bounded, i.e., that the value of $c$ never exceeds a constant $M$ during any run of $A$. The construction, based on [5], works essentially by resetting the clock whenever it reaches value $M$. Formally, let $m$ be the greatest integer constant which appears in any invariant $I(l), l \in L$ and any constraint $\phi$ in $\left(l, \phi, R, p, l^{\prime}\right) \in E$ and set $M=m+2$. Now for each location $l \in L$, add an invariant $c \leq M$ to $I(l)$ and a new location $l^{\prime}$ to $L$, with $I\left(l^{\prime}\right)=(c \leq M-1)$ and $r\left(l^{\prime}\right)=0$, and edges $\left(l,(c=M),\{c\}, 0, l^{\prime}\right),\left(l^{\prime},(c=M-1), \emptyset, 0, l\right)$. Figure 4 shows an example of the construction for the weighted timed automaton in Fig. 1 for $M=3$. It can be shown $[5,10]$ that the so-constructed bounded automaton admits the same infinite lower-bounded runs for the same initial energies as the old one.

Second, we make sure that the bound $M=1$. This is done, like in [13], by splitting $A$ into stages, one for every integer $k \in\{0, \ldots, M-1\}$; the intuition is that a state $((l, k), \nu)$ at stage $k$ corresponds to a state $\left(l, \nu^{\prime}\right)$ with old clock value $\nu^{\prime}=k+\nu$. Figure 5 shows an example of the construction. Third, we also eliminate edges $\left(l,\left(c^{\prime} \leq 1\right),\left\{c^{\prime}\right\}, p, l^{\prime}\right)$ by introducing new locations $l^{\prime \prime}$ with $r\left(l^{\prime \prime}\right)=0, I\left(l^{\prime \prime}\right)=c \leq 1$, and edges $\left(l,\left(c^{\prime} \leq 1\right), \emptyset, 0, l^{\prime \prime}\right),\left(l^{\prime \prime},\left(c^{\prime}=1\right),\left\{c^{\prime}\right\}, p, l^{\prime}\right)$, see Figure 6. It can again be shown [10] that this construction does not affect energy properties.

Next, noticing that $A$ now only has three types of edges: reset-free edges with constraint $c^{\prime} \leq 1$ and resetting edges with constraint $c^{\prime}=0$ or $c^{\prime}=1$, we split the


Figure 5: Conversion of the 3-bounded weighted timed automaton of Fig. 4 to a 1-bounded weighted timed automaton.
locations of $A$ so that each location $l$ either has only incoming reset-free edges or only incoming resetting edges. Possibly adding a new initial location, we also make sure that $l_{0}$ has no incoming edges. Fig. 7 shows the complete conversion of the weighted timed automaton of Fig. 1.

Let $S$ be the set of locations without incoming reset-free edges, then $l_{0} \in S$. For each pair $l, l^{\prime} \in S$, let $P\left(l, l^{\prime}\right)$ be the (finite) set of paths in $A$ from $l$ to $l^{\prime}$ which


Figure 6: The 1-bounded weighted timed automaton obtained by eliminating resetting edges with clock constraint $c \leq 1$ from the 1 -bounded weighted timed automaton in Fig. 5. We eliminate, for instance, the edge ( $\left.\langle W, 2\rangle,(c \leq 1),\{c\},-6,\left\langle R_{1}, 0\right\rangle\right)$ by introducing an auxiliary location 1 with invariant $c \leq 1$ and rate 0 , and edges $(\langle W, 2\rangle,(c \leq 1), \emptyset, 0,1)$ and $\left(1, c=1,\{c\},-6,\left\langle R_{1}, 0,\right\rangle\right)$. Note that in the resulting automaton all edges with constraint $c \leq 1$ are reset-free, and all resetting edges have constraint $c=1$ or $c=0$.


Figure 7: Conversion of the weighted timed automaton in Fig. 6 to one with locations partitioned into locations with only reset-free incoming edges with constraint $c \leq 1$ and locations with only resetting edges and constraint $c=1$ or $c=0$ (we omit resets at edges with constraint $c=0)$. Note that in Fig. 6 locations $\left(R_{1}, 0\right)$ and $\left(R_{2}, 0\right)$ have both resetting and reset-free incoming edges. We introduce two auxiliary locations 5 and 6 and redirect edges accordingly.
only go through locations in $L \backslash S$, and which contain at most two copies of any simple cycle. (It is shown in [10] that paths which contain more than two copies of a simple cycle can be reduced to paths in $P\left(l, l^{\prime}\right)$ by collecting all delays in the first two copies.) For each such path $\pi \in P\left(l, l^{\prime}\right)$, let $f_{\pi}: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ be the function mapping input energy in $l$ to maximal achievable output energy in $l^{\prime}$ and define $T=\left\{\left(l, f_{\pi}, l^{\prime}\right) \mid \pi \in P\left(l, l^{\prime}\right)\right\}$. Let $B=\left(S, l_{0}, T, S\right)$; we will show below that $B$ is an energy automaton.

It is clear that any infinite run in $A$ which traverses resetting edges infinitely often will translate to an infinite path in $B$. We need, however, to take special care of infinite runs in $A$ which are eventually reset-free. To do so, it is shown in [10] that we can compute, in EXPTIME, a mapping $z: L \rightarrow \mathbb{R}_{\geq 0}$ such that there is a feasible infinite reset-free run from a state $(l, v)$ in $\llbracket A \rrbracket$ iff $v \geq z(l)$. For the proof of this, one observes that any such run can be converted, by eliminating all delays in locations with nonpositive rates and collecting all delays in locations with positive rates in their first occurrences, into one where, after a finite prefix, no more time elapses. Also, the length of these prefixes is at most $|L|(|L|+1)$, so $z(l)$ can be computed in finite time.

It can now be shown [10, Lemma 17] that, for any $x_{0} \in \mathbb{R}_{\geq 0}$, there is a feasible infinite run from $\left(l_{0}, x_{0}\right)$ in $A$ iff (1) there is an accepting infinite run in $B$ with initial energy $x_{0}$, or (2) a state $l \in S$ is reachable in $B$, with initial energy $x_{0}$, such that the energy in $l$ is at least $z(l)$. Hence the lower-bound energy problem for $A$


Figure 8: Reset-free path with annotations (top) and after repeated application of the first normalization operation.
from $x_{0}$ reduces to $\operatorname{Büchi}(B)\left(x_{0}\right)$ and $\operatorname{Cover}(B)\left(x_{0}, z\right)$.
We miss to show that $B=\left(S, l_{0}, T, S\right)$ is an energy automaton. Let $l, l^{\prime} \in S$ and $\pi=\left(l=l_{1}, e_{1}, l_{2}, \ldots, e_{n}, l_{n+1}=l^{\prime}\right) \in P\left(l, l^{\prime}\right)$; note that $e_{n}$ is the only resetting edge. If the constraint on $e_{n}$ is $c^{\prime}=0$, then no time elapses during $\pi$, and, letting $p_{i}$ denote the weight of $e_{i}=\left(l_{i}, \phi, \emptyset, p_{i}, l_{i+1}\right)$ (where $\left.\phi=\left(c^{\prime} \leq 1\right)\right)$, we have

$$
f_{\pi}(x)= \begin{cases}\text { undefined } & \text { if } x+\sum_{i=1}^{k} p_{i}<0 \text { for some } k \in\{1, \ldots, n\} \\ x+\sum_{i=1}^{n} p_{i} & \text { otherwise }\end{cases}
$$

If, on the other hand, the last constraint in $\pi$ is $\phi_{n}=\left(c^{\prime}=1\right)$, then we face the task of distributing one time unit of delay optimally through the locations along $\pi$. In order to do so, we first annotate the edges along $\pi$ with lower-bound constraints. Hence each $e_{i}$ is now of the form $e_{i}=\left(l_{i}, \phi, \emptyset, p_{i}, b_{i}, l_{i+1}\right)$, with $b_{i}=-p_{i}$ initially and the semantics that the edge $e_{i}$ is enabled for input energy $x \geq b_{i}$.

We modify $\pi$ by removing locations in which an optimal path (i.e., with maximal energy output) will not delay. To ease the presentation, we assume that the maximal rate along $\pi$ is positive, i.e., $\max \left\{r\left(l_{i}\right) \mid i=1, \ldots, n\right\}>0$. The constructions are similar in the other case; see [10] for details. Figure 8 shows as an example a path from $\left(R_{2}, 0\right)$ to $(W, 0)$ in the weighted timed automaton of Fig. 7.

First we note that if $r\left(l_{i}\right) \geq r\left(l_{i+1}\right)$ for some $i \in\{1, \ldots, n-1\}$, then any delay spent in $l_{i+1}$ could just as well (or better) have been spent in $l_{i}$. (This is the case for $i=2$ (location 6 with rate +10 ) in the example.) Hence we can remove $l_{i+1}$ and update $\pi$ with an edge $\left(l_{i}, \phi, \emptyset, p_{i}+p_{i+1}, \max \left(b_{i}, b_{i+1}-p_{i}\right), l_{i+2}\right)$. The new lowerbound constraint $\max \left(b_{i}, b_{i+1}-p_{i}\right)$ is chosen so that the new edge can be taken precisely when the sequence of the old edges could be taken without intermediate delay.

This modified path $\pi$ has the property that $r\left(l_{i}\right)<r\left(l_{j}\right)$ for all $1 \leq i<j \leq n$. Next, we see that if there is $i \in\{1, \ldots, n-1\}$ for which $b_{i}+p_{i} \geq b_{i+1}$, then there is no need to spend any delay in $l_{i+1}$, as we can go directly to $l_{i+2}$ which has a higher rate. (In our example, this case does not occur.) Hence we modify $\pi$ once again, removing $l_{i+1}$ and adding a new edge $\left(l_{i}, \phi, \emptyset, p_{i}+p_{i+1}, b_{i}, l_{i+2}\right)$. The result


Figure 9: The energy function associated with the path of Fig. 8.
of these two kinds of modifications is a reset-free path in so-called normal form, see again Fig. 8.

As the last step, we show by example how to compute the energy function of a path in normal form; we refer to [10] for the general algorithm. Let $\pi$ be the path at the bottom of Fig. 8; we want to compute the partial function $f_{\pi}: \mathbb{R}_{\geq 0} \rightharpoonup \mathbb{R}_{\geq 0}$ which maps the input energy $x$, entering the first location of $\pi$, to the maximum available output energy $f_{\pi}(x)$ when leaving $\pi$.

First we notice that if $x<3$, then we need to spend a delay of $d_{1} \geq \frac{5-x}{10}>\frac{1}{5}$ in $l_{1}$ to meet its output constraint of $x \geq 5$. The energy value when entering $l_{2}$ is then $x+10 d_{1}-5$, which is equal to 0 , so that after $l_{2}$, the value is $20 d_{2} \leq 20\left(1-d_{1}\right)=$ $20-20 d_{1}<16$. Hence we cannot match the output constraint $x \geq 16$ on $l_{2}$, so that $f_{\pi}(x)$ is undefined for $x<3$. On the other hand, when $x=3$ at the start of $\pi$, then we can delay $\frac{1}{5}$ time units in $l_{1}$, then delay $\frac{4}{5}$ time units in $l_{2}$, and finally achieve $f_{\pi}(3)=0$.

It can be shown [10] that the general strategy for maximizing the output energy, given a path in normal form such as the one in the bottom of Fig. 8, is to delay in every location precisely the time necessary for meeting its output constraint, and then to spend any remaining time in the last location. Hence when $x$ is between 3 and 5 , we can let $d_{1}=\frac{5-x}{10}$ and then $d_{2}=1-d_{1}$. This gives a value of $f_{\pi}(4)=4+\frac{1}{10} \cdot 10-5+\frac{9}{10} \cdot 20-16=2$. For $x \geq 5$, we need not delay in $l_{1}$ at all, so in this case, $f_{\pi}(x)=x-1$. See Fig. 9 for a graph of the function thus obtained.

Given this general strategy for maximizing output energy, it can be shown that the energy function $f_{\pi}$ associated with a path in normal form, or indeed with a general reset-free path $\pi$, is a continuous piecewise affine function which satisfies $(*)$, cf. Definition 5. Now when the input timed automaton is not closed, then the definition interval of $f_{\pi}$ ( $[1, \infty[$ in the example) may be left-open, and taking maxima of such functions may introduce discontinuities, so that in the end, $B=\left(S, l_{0}, T, S\right)$ is an automaton which has transition weights from the general class $\mathcal{E}_{\mathrm{pw}}$ of piecewise-affine energy functions.

The results of Section 7 thus apply and allow us to compute $\operatorname{Büchi}(B)\left(x_{0}\right)$ and $\operatorname{Cover}(B)\left(x_{0}, z\right)$ in exponential time. As the reduction from $A$ to $B$ shown here may incur an exponential blow-up, our overall procedure for solving lower-bound


Figure 10: A simple two-dimensional VASS
energy problems in weighted timed automata has double exponential complexity.

## 9 Multi-dimensional Energy Automata and Games

We turn our attention to several variants of energy automata. We will first be concerned with multi-dimensional energy automata and show that their coverability problem is EXPSPACE-complete. Then we will show that this does not apply to flat energy functions, which are not required to satisfy $(*)$; for such functions, coverability is undecidable from dimension four. Finally, we show that reachability games on two-dimensional energy automata and on one-dimensional flat energy automata are undecidable.

An $n$-dimensional energy automaton, or $\mathcal{E}^{n}$-automaton for short, $(S, T)$, for $n \geq 1$, consists of finite sets $S$ of states and $T \subseteq S \times \mathcal{E}^{n} \times S$ of transitions. By restricting transition labelings, we can define subclasses of $\mathcal{E}_{\text {pw }}^{n}$-automata, $\mathcal{E}_{\text {pwi }}^{n}{ }^{-}$ automata, and $\mathcal{E}_{\text {int }}^{n}$-automata.

A global state in such an automaton is a pair $(s, \boldsymbol{x}) \in S \times \mathbb{R}_{\geq 0}^{n}$, and transitions are of the form $(s, \boldsymbol{x}) \xrightarrow{\boldsymbol{f}}\left(s^{\prime}, \boldsymbol{x}^{\prime}\right)$ such that $\left(s, \boldsymbol{f}, s^{\prime}\right) \in T$ and $\boldsymbol{x}^{\tau}(i)=\boldsymbol{x}(i) \boldsymbol{f}(i)$ for each $i \in\{1, \ldots, n\}$. Here, $\boldsymbol{u}(i)$ denotes the $i$ th element of the vector $\boldsymbol{u}$.

A run of an $\mathcal{E}^{n}$-automaton $(S, T)$ from $(s, \boldsymbol{x})$ to $\left(s^{\prime}, \boldsymbol{x}^{\prime}\right)$ is a finite sequence $\left(s_{0}, \boldsymbol{x}_{\mathbf{0}}\right), \ldots,\left(s_{k}, \boldsymbol{x}_{\boldsymbol{k}}\right)$ of global states such that $\left(s_{0}, \boldsymbol{x}_{\mathbf{0}}\right)=(s, \boldsymbol{x}),\left(s_{k}, \boldsymbol{x}_{\boldsymbol{k}}\right)_{\boldsymbol{f}}=\left(s^{\prime}, \boldsymbol{x}^{\prime}\right)$, and for all $i \in\{1, \ldots, n\}$ there exists $\boldsymbol{f}_{i} \in \mathcal{E}^{n}$ such that $\left(s_{i-1}, \boldsymbol{x}_{i-1}\right) \xrightarrow{\boldsymbol{f}_{i}}\left(s_{i}, \boldsymbol{x}_{i}\right)$. We say that such a run has length $k$.

We define an ordering $\leq$ on global states by $(s, \boldsymbol{x}) \leq\left(s^{\prime}, \boldsymbol{x}^{\prime}\right)$ if, and only if, $s=s^{\prime}$ and $\boldsymbol{x}(i) \leq \boldsymbol{x}^{\prime}(i)$ for each $i=1, \ldots, n$. We restate the coverability problem and the state reachability problem: Given an $\mathcal{E}^{n}$-automaton, an initial global state $(s, \boldsymbol{x})$, where $\boldsymbol{x} \in \mathbb{R}_{>0}^{n}$ is a computable initial energy, and some global state $\left(s^{\prime}, \boldsymbol{x}^{\prime}\right)$, the coverability problem is to decide whether there exists a run from $(s, \boldsymbol{x})$ to $\left(s^{\prime}, \boldsymbol{x}^{\prime \prime}\right)$ such that $\boldsymbol{x}^{\prime} \leq \boldsymbol{x}^{\prime \prime}$. The state reachability problem is a special case of the coverability problem for $\boldsymbol{x}^{\prime}=\mathbf{0}$.

For reachability in $\mathcal{E}^{n}$-automata with $n \geq 2$, our algebraic results do not apply. To see this, we refer to the state reachability problem in Fig. 10: with initial energy $(1,1)$, the loop needs to be taken precisely once, but with initial energy $(2,0)$, one needs to loop twice. To make this argument precise, let $f$ denote the function corresponding to the $(-1,1)$ loop and $g$ the function on the $(0,-2)$ edge. Then we should have $(1,1) f^{*} g=(1,1) f g$ and $(2,0) f^{*} g=(2,0) f^{2} g$. Hence our framework of computing with energy functions will not apply.

## $9.1 \quad \mathcal{E}_{\mathrm{pw}}^{n}$-automata

Recall that $n$-dimensional VASS form a subclass of our $\mathcal{E}_{\text {pw }}^{n}$-automata. The coverability problem for VASS is EXPSPACE-complete [44, 47]. In this subsection we aim to show the same complexity for the coverability and the state reachability problem for $\mathcal{E}_{\text {pw }}^{n}$-automata. For EXPSPACE-membership, we extend Rackoff's proof for VASS [47].

The proof is inspired by a proof for EXPSPACE-completeness for the class of strongly increasing affine nets [9]. Affine nets are extensions of classical Petri nets. Recall that in Petri nets the current placement of tokens in the places (called marking) changes according to the transition rules, which simply add or subtract tokens from a place. In affine nets, the transition rules are affine functions of the form $\boldsymbol{A} M+\boldsymbol{B}$, where $\boldsymbol{A} \in \mathbb{N}^{n} \times \mathbb{N}^{n}, \boldsymbol{B} \in \mathbb{N}^{n}$, and $M$ is a marking of the $n$-dimensional net. Such a function is strongly increasing if $\boldsymbol{A}$ is greater than or equal to the identity matrix, $c f$. condition (*) for energy functions. Note that strongly increasing affine nets operate on vectors over $\mathbf{N}$, while $\mathcal{E}_{\mathrm{pw}}^{n}$-automata operate on vectors over $\mathbb{R}_{\geq 0}$. However, we remark that even $\mathcal{E}_{\text {pwi }}^{n}-$-automata and strongly increasing affine nets are incomparable in expressiveness: affine nets do not allow for piecewise affine functions, and in $\mathcal{E}_{\text {pwi }}^{n}$-automata the value of an energy variables cannot influence the value of another energy variable as it is the case in affine nets. That is, in $\mathcal{E}_{\text {pwi- }}^{n}$-automata all $\boldsymbol{A}$ matrices are diagonal.

Before we prove EXPSPACE-completeness of the coverability problem for $\mathcal{E}_{\mathrm{pw}}^{n}{ }^{-}$ automata, we introduce some helpful notions and prove some lemmas.

Recall that every 1 -dimensional integer piecewise affine energy function $f \in \mathcal{E}_{\mathrm{pw}}$ can be represented by its breakpoints $x_{0}, \ldots, x_{m} \in \mathbb{Q}$, the values $x_{0} f, \ldots, x_{m} f \in \mathbb{Q}$, and the numbers $a_{0}, b_{0}, a_{1}, b_{1}, \ldots, a_{m}, b_{m} \in \mathbb{Z}$, where $a_{j} \geq 1$ for all $0 \leq j \leq m$. We use $\mathrm{xmin}_{f}=x_{0}$ to denote the minimal break point of $f$. For simplicity we assume that $x f$ is defined iff $x \geq \mathrm{xmin}_{f}$, but our arguments also apply to the case where the definition interval of $f$ is open. For $n$-dimensional integer piecewise affine energy functions $\boldsymbol{f} \in \mathcal{E}_{\mathrm{pw}}^{n}$, we define $\times \min _{f} \in \mathbb{Q}^{n}$ to be the $n$-dimensional vector defined by $\min _{f}(i)=\mathrm{xmin}_{f(i)}$ for all $i \in\{1, \ldots, n\}$.

Fix some $\mathcal{E}_{\mathrm{pw}}^{n}$-automaton $(S, T)$. We use bmax to denote the maximum of the absolute values of all negative constants smaller than or equal to -1 and occurring in the representation of any energy function in $(S, T)$, or 1 if there is no such constant. We further use xminmax to denote the maximum of 1 and the minimal break points of all energy functions occurring in $(S, T)$. (Hence $\times \operatorname{minmax} \geq 1$.)

The next lemma states the easy fact that the decrease in the value of an energy variable during a run is bounded.

Lemma 15. For every run from $(s, \boldsymbol{x})$ to $\left(s^{\prime}, \boldsymbol{x}^{\prime}\right)$ of length $k, \boldsymbol{x}^{\prime}(i) \geq \boldsymbol{x}(i)-k$ bmax.
On the other hand, the value of an energy variable can grow quickly even in very short runs. However, for deciding the coverability problem, already for VASS, it is not necessary to store the exact concrete value of an energy variable once it has exceeded a certain high value. Instead, we will represent high values symbolically by $\omega$. The energy variables in the global states of our algorithm will hence take
values in $\mathbb{R}_{\omega}:=\mathbb{R}_{\geq 0} \cup\{\omega\}$. Define for every $y \in \mathbb{R}_{\omega}, \omega+y=\omega-y=\omega, y \cdot \omega=\omega$, and $y \leq \omega$. Using this, we can extend the definition of $f \in \mathcal{E}_{\mathrm{pw}}$ to a function $f: \mathbb{R}_{\omega} \rightarrow \mathbb{R}_{\omega}$ in a natural way. We further extend these definitions to the $n$ dimensional case. In the following, we will use $\boldsymbol{x}$ to denote vectors in $\mathbb{R}^{n}$, and $\boldsymbol{y}$ to denote vectors in $\left(\mathbb{R}_{\omega}\right)^{n}$.

Let $\boldsymbol{y} \in\left(\mathbb{R}_{\omega}\right)^{n}$ and assume $\boldsymbol{y}(i) \in \mathbb{R}_{\geq 0}$. We explain when to replace the concrete value $\boldsymbol{y}(i)$ by $\omega$. The crucial point here is that there is not a single threshold value $t \in \mathbb{R}_{\geq 0}$ such that $\boldsymbol{y}(i)$ is replaced by $\omega$ whenever $\boldsymbol{y}(i) \geq t$. Instead, $\boldsymbol{y}(i)$ is replaced by $\omega$ whenever $\boldsymbol{y}(i) \geq t(r)$, where $r$ is the number of indices $j$ for which $\boldsymbol{y}(j) \in \mathbb{R}_{\geq 0}$, and $t$ is a mapping $t:\{0, \ldots, n\} \rightarrow \mathbb{R}_{\geq 0}$. To make this formal, we define

$$
\begin{aligned}
\operatorname{omega}(\boldsymbol{y}) & =\{i \in\{1, \ldots, n\} \mid \boldsymbol{y}(i)=\omega\}, \\
\operatorname{real}(\boldsymbol{y}) & =\left\{i \in\{1, \ldots, n\} \mid \boldsymbol{y}(i) \in \mathbb{R}_{\geq 0}\right\} .
\end{aligned}
$$

For a finite set $\lambda$ we use $|\lambda|$ to denote its cardinality. Let $t:\{0,1, \ldots, n\} \rightarrow \mathbb{R}_{\geq 0}$ be a mapping. We define the vector $\boldsymbol{y}_{t} \in\left(\mathbb{R}_{\omega}\right)^{n}$ by

$$
\boldsymbol{y}_{t}(i)= \begin{cases}\boldsymbol{y}(i) & \text { if } \boldsymbol{y}(i)<t(|\operatorname{real}(\boldsymbol{y})|), \\ \omega & \text { if } \boldsymbol{y}(i) \geq t(|\operatorname{real}(\boldsymbol{y})|) .\end{cases}
$$

Thus, in $\boldsymbol{y}_{t}$ all entries which are greater than or equal to the value $t(|\operatorname{real}(\boldsymbol{y})|)$ are replaced by $\omega$; other entries do not change.

Next, we define the abstract $t$-semantics of $(S, T)$. For this, let $t:\{0,1, \ldots, n\} \rightarrow$ $\mathbb{R}_{\geq 0}$ be a mapping. A global $t$-state of $(S, T)$ is a pair $(s, \boldsymbol{y}) \in S \times_{\boldsymbol{f}}\left(\mathbb{R}_{\omega}\right)^{n}$. We define a $t$-transition relation over the set of global $t$-states by $(s, \boldsymbol{y}) \xrightarrow{\boldsymbol{f}}_{t}\left(s^{\prime}, \boldsymbol{y}^{\prime}\right)$ iff $\left(s, \boldsymbol{f}, s^{\prime}\right) \in T, \boldsymbol{y} \boldsymbol{f}$ is defined, and $\boldsymbol{y}^{\prime}=(\boldsymbol{y} \boldsymbol{f})_{t}$. A $t$-run of $(S, T)$ from $(s, \boldsymbol{y})$ to $\left(s^{\prime}, \boldsymbol{y}^{\prime}\right)$ is a finite sequence $\left(s_{0}, \boldsymbol{y}_{\mathbf{0}}\right),\left(s_{1}, \boldsymbol{y}_{\mathbf{1}}\right), \ldots,\left(s_{k}, \boldsymbol{y}_{\boldsymbol{k}}\right)$ of global $t$-states such that $\left(s_{0}, \boldsymbol{y}_{\mathbf{0}}\right)=(s, \boldsymbol{y}),\left(s_{k}, \boldsymbol{y}_{\boldsymbol{k}}\right)=\left(s^{\prime}, \boldsymbol{y}^{\prime}\right)$, and $\left(s_{i-1}, \boldsymbol{y}_{i-1}\right) \xrightarrow{\boldsymbol{f}_{i}}\left(s_{i}, \boldsymbol{y}_{i}\right)$ for some $\boldsymbol{f}_{i} \in \mathcal{E}_{\mathrm{pw}}^{n}$, for all $i \in\{1, \ldots, k\}$. We say that such a $t$-run has length $k$.

The following observation can be easily proved.
Lemma 16. If $\boldsymbol{y}(i)=\omega$ and $(s, \boldsymbol{y}) \xrightarrow{f}_{t}\left(s^{\prime}, \boldsymbol{y}^{\prime}\right)$, then $\boldsymbol{y}^{\prime}(i)=\omega$, hence omega $(\boldsymbol{y}) \subseteq$ omega ( $\boldsymbol{y}^{\prime}$ ).

The following lemma will be needed to prove the completeness of our algorithm. The proof is simple and left to the reader.

Lemma 17. If there is a run from $\left(s_{1}, \boldsymbol{x}_{\mathbf{1}}\right)$ to $\left(s_{2}, \boldsymbol{x}_{\mathbf{2}}\right)$ of length $k$, then there is for every $\boldsymbol{x}_{\mathbf{1}}^{\prime} \geq \boldsymbol{x}_{\mathbf{1}}$ a -run from $\left(s_{1}, \boldsymbol{x}_{\mathbf{1}}^{\prime}\right)$ to $\left(s_{2}, \boldsymbol{y}_{\mathbf{2}}\right)$ of length $k$ and such that $\boldsymbol{y}_{\mathbf{2}} \geq \boldsymbol{x}_{\mathbf{2}}$.

For proving the soundness of our algorithm, we need to be able to reverse the process of abstracting concrete data values. Given $\boldsymbol{y} \in\left(\mathbb{R}_{\omega}\right)^{n}$ with $\boldsymbol{y}(i)=\omega$ for some $i \in\{1, \ldots, n\}$, we define the vector $\boldsymbol{y}_{t^{\text {rev }}} \in \mathbb{R}_{\geq 0}^{n}$ by

$$
\boldsymbol{y}_{t^{\mathrm{rev}}}(i)= \begin{cases}\boldsymbol{y}(i) & \text { if } \boldsymbol{y}(i) \in \mathbb{R}_{\geq 0},  \tag{3}\\ t(|\operatorname{real}(\boldsymbol{y})|+1) & \text { if } \boldsymbol{y}(i)=\omega\end{cases}
$$

The following lemma will be crucial for proving the soundness of our algorithm.

Lemma 18. For every $P \in \mathbb{R}_{\geq 0}$, if there is a $t$-run from $(s, \boldsymbol{y})$ to $\left(s^{\prime}, \boldsymbol{y}^{\prime}\right)$ of length
 exists a run from $\left(s, \boldsymbol{y}_{t^{\text {rev }}}\right)$ to some global state $\left(s^{\prime}, \boldsymbol{x}^{\prime}\right)$ of length at most $k$, where $\boldsymbol{x}^{\prime}(i)=\boldsymbol{y}^{\prime}(i)$ for all $i \in \operatorname{real}\left(\boldsymbol{y}^{\prime}\right)$ and $\boldsymbol{x}^{\prime}(i) \geq \mathrm{xminmax}+P$ for all $i \in$ omega $\left(\boldsymbol{y}^{\prime}\right)$.
Proof. Note that $\mid$ real $(\boldsymbol{y})\left|=\left|\operatorname{real}\left(\boldsymbol{y}^{\prime}\right)\right|\right.$ implies that in the $t$-run from $(s, \boldsymbol{y})$ to $\left(s^{\prime}, \boldsymbol{y}^{\prime}\right)$ no $\omega$-abstraction took place. We prove the lemma by induction on $k$.

For the induction base, let $k=0$. Hence $\left(s^{\prime}, \boldsymbol{y}^{\prime}\right)=(s, \boldsymbol{y})$. Then we have $\boldsymbol{y}_{t^{\text {rev }}}(i)=t(|\operatorname{real}(\boldsymbol{y})|+1) \geq \operatorname{xminmax}+P$ for all $i \in \operatorname{omega}(\boldsymbol{y})$, where the first equality holds by (3), and the inequality holds by assumption.

For the induction step, assume $k>0$. Hence there exists $\left(s^{\prime \prime}, \boldsymbol{y}^{\prime \prime}\right)$ such that $(s, \boldsymbol{y}) \xrightarrow{f}_{t}\left(s^{\prime \prime}, \boldsymbol{y}^{\prime \prime}\right)$, and there exists a $t$-run from $\left(s^{\prime \prime}, \boldsymbol{y}^{\prime \prime}\right)$ to $\left(s^{\prime}, \boldsymbol{y}^{\prime}\right)$ of length $k-1$.

Note that by assumption $|\operatorname{omega}(\boldsymbol{y})|=\left|\operatorname{omega}\left(\boldsymbol{y}^{\prime}\right)\right|$, and by Lemma 16 the global $t$-states occurring in the $t$-run have $\omega$-entries in the same dimensions.

We first argue that we can execute the transition labeled with $\boldsymbol{f}$ on the global state $\left(s, \boldsymbol{y}_{t^{\mathrm{rev}}}\right)$, i.e., $\boldsymbol{y}_{t^{\text {rev }}}(i) \boldsymbol{f}(i)$ is defined for all $i \in\{1, \ldots, n\}$. For $i \in \operatorname{real}(\boldsymbol{y})$ this is clear. So let $i \in \operatorname{omega}(\boldsymbol{y})$. By assumption,

$$
\begin{equation*}
\boldsymbol{y}_{t^{\mathrm{rev}}}(i)=t(|\operatorname{real}(\boldsymbol{y})|+1) \geq k \operatorname{bmax}+\operatorname{xminmax}+P . \tag{4}
\end{equation*}
$$

It follows by xminmax $\geq \mathrm{xmin}_{\boldsymbol{f}(i)}$ that $\boldsymbol{y}_{t^{\text {rev }}}(i) \boldsymbol{f}(i)$ is defined.
Let $\left(s^{\prime \prime}, \boldsymbol{x}^{\prime \prime}\right)$ be the global state that results from applying $\boldsymbol{f}$ to $\left(s, \boldsymbol{y}_{t^{\mathrm{rev}}}\right)$, i.e.,

$$
\left(s, \boldsymbol{y}_{t^{\text {rev }}}\right) \xrightarrow{\boldsymbol{f}}\left(s^{\prime \prime}, \boldsymbol{x}^{\prime \prime}\right)
$$

By (4) and Lemma 15, we have for all $i \in$ omega $\left(\boldsymbol{y}^{\prime \prime}\right)$, and $\boldsymbol{x}^{\prime \prime}(i)=\boldsymbol{y}^{\prime \prime}(i)$ for all $i \in \operatorname{real}\left(\boldsymbol{y}^{\prime \prime}\right)$.

Define the mapping $t_{1}:\{0,1, \ldots, n\} \rightarrow \mathbb{R}_{\geq 0}$ by

$$
t_{1}(j)= \begin{cases}t(j) & \text { if } j \neq\left|\operatorname{real}\left(\boldsymbol{y}^{\prime \prime}\right)\right|+1 \\ t\left(\left|\operatorname{real}\left(\boldsymbol{y}^{\prime \prime}\right)\right|+1\right)-\operatorname{bmax} & \text { otherwise }\end{cases}
$$

Note that

$$
\begin{aligned}
t_{1}\left(\left|\operatorname{real}\left(\boldsymbol{y}^{\prime \prime}\right)\right|+1\right) & =t\left(\mid \text { real }\left(\boldsymbol{y}^{\prime \prime}\right) \mid+1\right)-\operatorname{bmax} \\
& =t(|\operatorname{real}(\boldsymbol{y})|+1)-\operatorname{bmax} \\
& \geq(k-1) \operatorname{bmax}+\mathbf{x m i n m a x}+P
\end{aligned}
$$

where the first equation holds by definition of $t_{1}$, the second equation holds by $\left|\operatorname{real}\left(\boldsymbol{y}^{\prime \prime}\right)\right|=|\operatorname{real}(\boldsymbol{y})|$, and the inequality holds by assumption. We can thus apply the induction hypothesis on the $t_{1}$-run from $\left(s^{\prime \prime}, \boldsymbol{y}^{\prime \prime}\right)$ to $\left(s^{\prime}, \boldsymbol{y}^{\prime}\right)$ of length $k-1$. Hence there exists a run from $\left(s^{\prime \prime}, \boldsymbol{y}_{t_{1}^{\prime \text { ev }}}^{\prime \prime}\right)$ to $\left(s^{\prime}, x^{\prime}\right)$ of length at most $k-1$ and such that $\boldsymbol{x}^{\prime}(i)=\boldsymbol{y}^{\prime}(i)$ for all $i \in \operatorname{real}\left(\boldsymbol{y}^{\prime}\right)$, and $\boldsymbol{x}^{\prime}(i) \geq \mathrm{xminmax}+P$ for all $i \in \operatorname{omega}\left(\boldsymbol{y}^{\prime}\right)$.

Observe that $\boldsymbol{x}^{\prime \prime} \geq \boldsymbol{y}_{t_{1}^{\text {tev }}}^{\prime \prime}: \boldsymbol{x}^{\prime \prime}(i)=\boldsymbol{y}_{t_{1}^{\text {ov }}}^{\prime \prime}(i)$ for all $i \in \operatorname{real}\left(\boldsymbol{y}^{\prime \prime}\right)$, and $\boldsymbol{x}^{\prime \prime}(i) \geq$ $t(\operatorname{real}(\boldsymbol{y}))-\operatorname{bmax}$ and $\boldsymbol{y}_{t_{1}^{\text {tev }}}^{\prime \prime}(i)=t(\operatorname{real}(\boldsymbol{y}))-\operatorname{bmax}$ for all $i \in \operatorname{omega}\left(\boldsymbol{y}^{\prime \prime}\right)$. We can thus conclude that there is a run from $\left(s^{\prime \prime}, \boldsymbol{x}^{\prime \prime}\right)$ to some global state $\left(s^{\prime}, \boldsymbol{x}_{\mathbf{1}}^{\prime}\right)$ of length at most $k-1$ and with $\boldsymbol{x}_{1}^{\prime} \geq \boldsymbol{x}^{\prime}$, which yields the statement of the lemma.

We are finally ready to state the main result of this subsection.
Theorem 5. State reachability and coverability are EXPSPACE-complete for $\mathcal{E}_{\mathrm{pw}}^{n}{ }^{n}$ automata for $n \geq 3$.
Proof. The lower bound follows from EXPSPACE-hardness for VASS [44]. For the upper bound, let $(S, T)$ be an $\mathcal{E}_{\mathrm{pw}}^{n}$-automaton, let $(s, \boldsymbol{x})$ and $\left(s^{\prime}, \boldsymbol{x}^{\prime}\right)$, respectively, be the initial global state and the global state to be covered, respectively. We use $\mathrm{cmax}=\max \left\{\mathrm{bmax}^{\max } \max _{i} \boldsymbol{x}^{\prime}(i)\right\}$ to denote the maximum of bmax and the maximum entry in $\boldsymbol{x}^{\prime}$; note that cmax $\geq 1$. Define thd: $\{0,1, \ldots, n\} \rightarrow \mathbb{Q}_{\geq 0}$ by

$$
\operatorname{thd}(0)=0, \quad \operatorname{thd}(i)=\mathrm{bmax} \cdot \operatorname{len}(i-1)+\mathrm{xminmax}+\mathrm{cmax}
$$

for every $i \in\{1, \ldots, n\}$, where len : $\{0, \ldots, n\} \rightarrow \mathbb{Q}_{\geq 0}$ is defined inductively by

$$
\operatorname{len}(0)=|S|, \quad \operatorname{len}(i)=(\operatorname{thd}(i))^{i}|S|+\operatorname{len}(i-1)
$$

for every $i \in\{1, \ldots, n\}$.
The correctness of our algorithm is based on the following two claims.
Soundness Claim. If there exists a thd-run from $(s, \boldsymbol{y})$ to $\left(s^{\prime}, \boldsymbol{y}^{\prime}\right)$ of length $k$ and such that $\boldsymbol{y}^{\prime} \geq \boldsymbol{x}^{\prime}$, then there exists a run from $\left(s, \boldsymbol{y}_{\text {thdrev }}\right)$ to $\left(s^{\prime}, \boldsymbol{x}^{\prime \prime}\right)$ of length at most $k$ and such that $\boldsymbol{x}^{\prime \prime} \geq \boldsymbol{x}^{\prime}$.

Completeness Claim. If there exists a run from $\left(s_{0}, \boldsymbol{x}_{\mathbf{0}}\right)$ to $\left(s^{\prime}, \boldsymbol{x}^{\prime \prime}\right)$ for some $\boldsymbol{x}^{\prime \prime} \geq \boldsymbol{x}^{\prime}$, then there is also a thd-run from $\left(s_{0}, \boldsymbol{x}_{\mathbf{0}}\right)$ to $\left(s^{\prime}, \boldsymbol{y}^{\prime}\right)$ of length $k \leq \operatorname{len}(n)$ and such that $\boldsymbol{y}^{\prime} \geq \boldsymbol{x}^{\prime}$.

By these two claims, there is a run from $(s, \boldsymbol{x})$ to $\left(s^{\prime}, \boldsymbol{x}^{\prime \prime}\right)$ for some $\boldsymbol{x}^{\prime \prime} \geq \boldsymbol{x}^{\prime}$ if, and only if, there is a thd-run from $(s, \boldsymbol{x})$ to $\left(s^{\prime}, \boldsymbol{y}^{\prime}\right)$ such that $\boldsymbol{y}^{\prime} \geq \boldsymbol{x}^{\prime}$ and of length bounded by len $(n)$. The existence of such a thd-run can thus be verified by a non-deterministic Turing machine that keeps in memory one global thd-state as well as one counter counting up to len $(n)$. Every entry in $\left(\mathbb{R}_{\omega}\right)^{n}$ occurring in the analysis is either $\omega$ or less than thd $(n)=\operatorname{bmax} \cdot \operatorname{len}(n)+x \operatorname{minmax}+\mathrm{cmax}$. By the Length Claim below, the memory space needed by the algorithm is $\mathcal{O}((n+$ $1)!(\log (\operatorname{bmax})+\log (\mathrm{cmax})+\log (x \operatorname{minmax}))+\log (|S|))=\mathcal{O}\left(2^{\text {cn } \log n}(\log (\mathrm{cmax})+\right.$ $\log (x \operatorname{minmax})+\log (|S|)))$, which is in NEXPSPACE.

Length Claim. For all $i \in \mathbb{N}$, len $(i) \leq(6 \mathrm{bmax} \cdot \mathrm{cmax} \cdot \mathrm{xminmax})^{(i+1)!}|S|$.
In the remainder of this subsection, we prove the three claims stated above.
Proof of the Soundness Claim. The proof is by induction on $\mid$ real $(\boldsymbol{y}) \mid$.
For the induction base, assume $|\operatorname{real}(\boldsymbol{y})|=0$, i.e., we have $\boldsymbol{y}(i)=\omega$ for all $i \in\{1, \ldots, n\}$. By definition, for every $i \in\{1, \ldots, n\}$ we have

$$
\begin{align*}
\boldsymbol{y}_{\text {thdrev }}(i)=\operatorname{thd}(|\operatorname{real}(\boldsymbol{y})|+1) & =\operatorname{thd}(1) \\
& =\operatorname{bmax} \cdot \operatorname{len}(0)+\mathrm{xminmax}+\mathrm{cmax} \\
& =\operatorname{bmax}|S|+\mathrm{xminmax}+\mathrm{cmax} \tag{5}
\end{align*}
$$

For defining the sequence of transitions that leads $\left(s, \boldsymbol{y}_{\text {thd }}\right.$ rev $)$ to some $\left(s^{\prime}, \boldsymbol{x}^{\prime \prime}\right)$ in at most $k$ transition steps and such that $\boldsymbol{x}^{\prime \prime} \geq \boldsymbol{x}^{\prime}$, we distinguish two cases. First, assume that the length $k$ of the thd-run from $(s, \boldsymbol{y})$ to $\left(s^{\prime}, \boldsymbol{y}^{\prime}\right)$ satisfies $k>|S|$. There must exist a (syntactical) cycle-free path from $s$ to $s^{\prime}$ in $(S, T)$ of length bounded by $|S|$. By (5) and Lemma 15, there is a run corresponding to this path from ( $s, \boldsymbol{y}_{\text {thdrev }}$ ) to $\left(s^{\prime}, \boldsymbol{x}^{\prime \prime}\right)$, where $\boldsymbol{x}^{\prime \prime}$ satisfies $\boldsymbol{x}^{\prime \prime}(i) \geq \mathrm{xminmax}+\mathrm{cmax}$ for all $i \in\{1, \ldots, n\}$. By definition of cmax, we can conclude $\boldsymbol{x}^{\prime \prime} \geq \boldsymbol{x}^{\prime}$.

Second, assume that the length $k$ of the thd-run from $(s, \boldsymbol{y})$ to $\left(s^{\prime}, \boldsymbol{y}^{\prime}\right)$ satisfies $k \leq|S|$. By (5) and Lemma 15, we can argue that starting from ( $s, \boldsymbol{y}_{\text {thdrev }}$ ) we can use the same sequence of transitions as in the thd-run, yielding a run of length $k$, and reaching a global state $\left(s^{\prime}, \boldsymbol{x}^{\prime \prime}\right)$ for some $\boldsymbol{x}^{\prime \prime} \geq \boldsymbol{x}^{\prime}$. This finishes the induction base.

For the induction step assume $|\operatorname{real}(\boldsymbol{y})|=i+1$. We consider two cases.
(i) First assume $|\operatorname{real}(\boldsymbol{y})|=\left|\operatorname{real}\left(\boldsymbol{y}^{\prime}\right)\right|$. By definition of the thd-semantics, every global thd-state $\left(s_{1}, \boldsymbol{y}_{1}\right)$ that occurs in the thd-run $\rho$ from $(s, \boldsymbol{y})$ to $\left(s^{\prime}, \boldsymbol{y}^{\prime}\right)$ satisfies

- $\left|\operatorname{real}\left(\boldsymbol{y}_{1}\right)\right|=i+1$,
- $\boldsymbol{y}_{1}(j)<\operatorname{thd}\left(\left|\operatorname{real}\left(\boldsymbol{y}_{1}\right)\right|\right)=\operatorname{thd}(i+1)$ for all $j \in \operatorname{real}\left(\boldsymbol{y}_{1}\right)$.

Let $\rho^{\prime}$ be the run from $(s, \boldsymbol{y})$ to $\left(s^{\prime}, \boldsymbol{y}^{\prime}\right)$ that is obtained from $\rho$ by removing all cycles between identical global thd-states. The length $k^{\prime}$ of $\rho^{\prime}$ is bounded by

$$
k^{\prime} \leq(\operatorname{thd}(i+1))^{i+1}|S| .
$$

Next we prove that there is a corresponding run from $\left(s, \boldsymbol{y}_{\text {thd }}{ }^{\text {rev }}\right)$. For this, note that

$$
\begin{aligned}
\operatorname{thd}(|\operatorname{real}(\boldsymbol{y})|+1) & =\operatorname{thd}((i+1)+1) \\
& =\operatorname{bmax} \cdot \operatorname{len}(i+1)+\mathrm{xminmax}+\mathrm{cmax} \\
& =\operatorname{bmax}\left((\operatorname{thd}(i+1))^{i+1}|S|+\operatorname{len}(i)\right)+\mathrm{xminmax}+\mathrm{cmax} \\
& \geq \operatorname{bmax}\left((\operatorname{thd}(i+1))^{i+1}|S|\right)+\mathrm{xminmax}+\mathrm{cmax} \\
& \geq \operatorname{bmax} \cdot k^{\prime}+\mathrm{xminmax}+\mathrm{cmax} .
\end{aligned}
$$

By Lemma 18 (for $P=\mathrm{cmax}$ ), there exists a run from $\left(s, \boldsymbol{y}_{\text {thdrev }}\right)$ to $\left(s^{\prime}, \boldsymbol{x}^{\prime \prime}\right)$ of length at most $k^{\prime}$ and such that $\boldsymbol{x}^{\prime \prime}(j)=\boldsymbol{y}^{\prime}(j)$ for all $j \in \operatorname{real}\left(\boldsymbol{y}^{\prime}\right)$, and $\boldsymbol{x}^{\prime \prime}(j) \geq$ xminmax +cmax for all $j \in$ omega $\left(\boldsymbol{y}^{\prime}\right)$. Then $\boldsymbol{x}^{\prime \prime} \geq \boldsymbol{x}^{\prime}$ follows by cmax $\geq \boldsymbol{x}^{\prime}(j)$ for all $j \in\{1, \ldots, n\}$.
(ii) Now assume $|\operatorname{real}(\boldsymbol{y})|>\left|\operatorname{real}\left(\boldsymbol{y}^{\prime}\right)\right|$. In the thd-run $\rho$ from $(s, \boldsymbol{y})$ to $\left(s^{\prime}, \boldsymbol{y}^{\prime}\right)$, let $\left(s_{1}, \boldsymbol{y}_{1}\right)$ be the last global thd-state with $\left|\operatorname{real}\left(\boldsymbol{y}_{1}\right)\right|=i+1$. Partition $\rho$ into three parts: A thd-run $\rho_{1}$ of length $k_{1}$ from $(s, \boldsymbol{y})$ to $\left(s_{1}, \boldsymbol{y}_{1}\right)$, a thd-transition $\left(s_{1}, \boldsymbol{y}_{1}\right) \xrightarrow{\boldsymbol{f}}$ thd $\left(s_{2}, \boldsymbol{y}_{\boldsymbol{2}}\right)$ (where $\left.\operatorname{real}\left(\boldsymbol{y}_{\mathbf{2}}\right) \leq i\right)$, and a thd-run $\rho_{2}$ of length $k_{2}$ from $\left(s_{2}, \boldsymbol{y}_{2}\right)$ to $\left(s^{\prime}, \boldsymbol{y}^{\prime}\right)$. Hence $k=k_{1}+k_{2}+1$. Note that $\rho_{1}$ may be empty, in case $\left(s_{1}, \boldsymbol{y}_{1}\right)=(s, \boldsymbol{y})$; in that case, $k_{1}=0$ and $k=k_{2}+1$.

As in case (i), we can show that there is a run $\rho_{1}^{\prime}$ from $(s, \boldsymbol{y})$ to $\left(s_{1}, \boldsymbol{y}_{1}\right)$ of length $k_{1}^{\prime} \leq(\operatorname{thd}(i+1))^{i+1}|S|$. Using similar arguments as above, we obtain

$$
\operatorname{thd}(|\operatorname{real}(\boldsymbol{y})|+1) \geq \mathrm{bmax} \cdot k_{1}^{\prime}+\mathrm{bmax} \cdot \operatorname{len}(i)+\mathrm{xminmax}+\mathrm{cmax}
$$

By Lemma 18 (with $P=\operatorname{bmax} \cdot \operatorname{len}(i)+\mathrm{cmax})$ there exists a run from $\left(s, \boldsymbol{y}_{\text {thd }}{ }^{\text {rev }}\right)$ to $\left(s_{1}, \boldsymbol{x}_{\mathbf{1}}\right)$ of length at most $k_{1}^{\prime}$ and such that $\boldsymbol{x}_{\mathbf{1}}(j)=\boldsymbol{y}_{\mathbf{1}}(j)$ for all $j \in \operatorname{real}\left(\boldsymbol{y}_{\mathbf{1}}\right)$, and $\boldsymbol{x}_{\mathbf{1}}(j) \geq \mathrm{bmax} \cdot \operatorname{len}(i)+\mathrm{xminmax}+\mathrm{cmax}$ for all $j \in \operatorname{omega}\left(\boldsymbol{y}_{1}\right)$. Note that $\boldsymbol{x}_{\boldsymbol{1}} \geq \boldsymbol{y}_{\boldsymbol{1}_{\text {thd }}}$. Hence we also have $\left(s_{1}, \boldsymbol{x}_{\mathbf{1}}\right) \xrightarrow{\boldsymbol{f}}\left(s_{2}, \boldsymbol{x}_{\boldsymbol{2}}\right)$ for some $\boldsymbol{x}_{\boldsymbol{2}} \geq \boldsymbol{y}_{\boldsymbol{2}_{\text {thdrev }}}$. By induction hypothesis, there exists a run from $\left(s_{2}, \boldsymbol{y}_{2 \text { thdrev }}\right)$ to $\left(s^{\prime}, \boldsymbol{x}^{\prime \prime}\right)$ for some $\boldsymbol{x}^{\prime \prime} \geq \boldsymbol{x}^{\prime}$ and of length at most $k_{2}$. But by $\boldsymbol{x}_{\mathbf{2}} \geq \boldsymbol{y}_{\boldsymbol{2}_{\text {thd }} \text { rev }}$ there also exists such a run from $\left(s, \boldsymbol{x}_{2}\right)$. This completes the induction step and thus the proof of the soundness claim.

Proof of the Completeness Claim. Assume that there exists a run from ( $s, \boldsymbol{x}$ ) to $\left(s^{\prime}, \boldsymbol{x}^{\prime \prime}\right)$ for some $\boldsymbol{x}^{\prime \prime} \geq \boldsymbol{x}^{\prime}$. By Lemma 17 there exists a thd-run $\rho$ from $(s, \boldsymbol{x})$ to $\left(s^{\prime}, \boldsymbol{y}\right)$ for some $\boldsymbol{y} \geq \boldsymbol{x}^{\prime \prime}$. Let $\rho^{\prime}$ be the thd-run from $(s, \boldsymbol{x})$ to $\left(s^{\prime}, \boldsymbol{y}\right)$ that is obtained from $\rho$ by removing all cycles between identical global thd-states. We prove that $\left|\rho^{\prime}\right| \leq \operatorname{len}(n)$. For all $i \in\{|\operatorname{real}(\boldsymbol{y})|, \ldots, n\}$, let $\left(s_{i}, \boldsymbol{y}_{\boldsymbol{i}}\right)$ be the first global thd-state occurring in $\rho^{\prime}$ such that $\left|\operatorname{real}\left(\boldsymbol{y}_{\boldsymbol{i}}\right)\right| \leq i$, and let $\rho_{i}^{\prime}$ be the suffix of $\rho^{\prime}$ that starts in $\left(s_{i}, \boldsymbol{y}_{i}\right)$. We prove by induction on $i$ that $\left|\rho_{i}^{\prime}\right| \leq \operatorname{len}(i)$.

For the base case, let $i=|\operatorname{real}(\boldsymbol{y})|$. By definition of the thd-semantics, every global thd-state $\left(s^{\prime}, \boldsymbol{y}^{\prime}\right)$ occurring in $\rho_{i}^{\prime}$ satisfies $\boldsymbol{y}^{\prime}(j)<\operatorname{thd}(i)$ for every $j \in \operatorname{real}\left(\boldsymbol{y}^{\prime}\right)$. Since there are exactly $i$ entries that take values in $\{0, \ldots$, thd $(i)-1\}$, the length $\left|\rho_{i}^{\prime}\right|$ of $\rho_{i}^{\prime}$ is bounded by thd $(i)^{i} \cdot|S|$. This and the definition of len yields $\left|\rho_{i}^{\prime}\right| \leq \operatorname{len}(i)$.

For the induction step, let $\rho_{i+1}$ be the prefix of $\rho_{i+1}^{\prime}$ that starts in $\left(s_{i+1}, \boldsymbol{y}_{\boldsymbol{i + 1}}\right)$ and ends in $\left(s_{i}, \boldsymbol{y}_{\boldsymbol{i}}\right)$. Every global thd-state $\left(s^{\prime}, \boldsymbol{y}^{\prime}\right)$ that occurs in $\rho_{i+1}$ (except for $\left(s_{i}, \boldsymbol{y}_{\boldsymbol{i}}\right)$ ) satisfies $\boldsymbol{y}^{\prime}(j)<\operatorname{thd}(i+1)$ for all $j \in \operatorname{real}\left(\boldsymbol{y}^{\prime}\right)=\operatorname{real}\left(\boldsymbol{y}_{i+1}\right)$. Hence $\left|\rho_{i+1}\right| \leq(\operatorname{thd}(i+1))^{i+1}|S|$. By induction hypothesis, $\left|\rho_{i}^{\prime}\right| \leq \operatorname{len}(i)$. Altogether, we obtain

$$
\left|\rho_{i+1}^{\prime}\right|=\left|\rho_{i+1}\right|+\left|\rho_{i}^{\prime}\right| \leq(\operatorname{thd}(i+1))^{i+1}|S|+\operatorname{len}(i) \leq \operatorname{len}(i+1)
$$

This completes the induction step and the proof of the completeness claim.

Proof of the Length Claim. The claim is proved by induction on $i$. The base case, $i=0$, trivially holds. So let us assume that the claim holds for $i$. Then

$$
\begin{aligned}
\operatorname{len}(i+1) & =(\mathrm{bmax} \cdot \operatorname{len}(i)+\mathrm{xminmax}+\mathrm{cmax})^{i+1}|S|+\operatorname{len}(i) \\
& \leq(2 \mathrm{bmax} \cdot \mathrm{cmax} \cdot \mathrm{xminmax} \cdot \max (\operatorname{len}(i), 1))^{i+1}|S|+\operatorname{len}(i) \\
& \leq 3(2 \mathrm{bmax} \cdot \mathrm{cmax} \cdot \mathrm{xminmax} \cdot \max (\operatorname{len}(i), 1))^{i+1}|S| \\
& \leq 3^{i+1}(2 \mathrm{bmax} \cdot \mathrm{cmax} \cdot \mathrm{xminmax})^{i+1}(\max (\operatorname{len}(i), 1))^{i+1}|S| \\
& \leq(6 \mathrm{bmax} \cdot \mathrm{cmax} \cdot \mathrm{xminmax})^{i+1}\left((6 \mathrm{bmax} \cdot \mathrm{cmax} \cdot \mathrm{xminmax})^{(i+1)!}\right)^{i+1}|S| \\
& \leq(6 \mathrm{bmax} \cdot \mathrm{cmax} \cdot \mathrm{xminmax})^{(i+1)!}(6 \mathrm{bmax} \cdot \mathrm{cmax} \cdot \mathrm{xminmax})^{(i+1)(i+1)!}|S| \\
& =(6 \mathrm{bmax} \cdot \mathrm{cmax} \cdot \mathrm{xminmax})^{(i+2)(i+1)!}|S| \\
& =(6 \mathrm{bmax} \cdot \mathrm{cmax} \cdot \mathrm{xminmax})^{(i+2)!}|S| .
\end{aligned}
$$

With the proves of these three lemmas, the proof of Theorem 5 is complete.

### 9.2 Flat $\mathcal{E}_{\text {pw }}^{n}$-automata

Next we show that if the requirement $(*)$ on energy functions, that $y f \geq x f+y-x$ for each $x \leq y$, is lifted, then reachability becomes undecidable from dimension 4 . We call such functions flat energy functions; remark that we still require them to be strictly increasing, but the derivative, where it exists, may be less than 1. The class of all flat energy functions is denoted $\overline{\mathcal{E}}$ and its restrictions by $\overline{\mathcal{E}}_{\mathrm{pw}}$ and $\overline{\mathcal{E}}_{\text {pwi }}$.

Theorem 6. State reachability, coverability, and Büchi acceptance are undecidable for $\overline{\mathcal{E}}_{\mathrm{pw}}^{4}$-automata.
Proof. The proof is a reduction from the halting problem (respectively, the recurrent state problem) for two-counter machines. A two-counter machine $\mathcal{M}$ is a finite sequence $\left(\mathcal{I}_{j}\right)_{j=1}^{n}$ of instructions operating on two counters denoted by $C_{1}$ and $C_{2}$, where $\mathcal{I}_{j}$ is one of the following instructions (with $i \in\{1,2\}$ and $j, k, m \in\{1, \ldots, n\}$ ):

| increment | $\mathcal{I}_{j}: C_{i}:=C_{i}+1 ;$ go to $\mathcal{I}_{k}$ |
| :--- | :--- |
| zero test $/ \mathrm{dec}$ | $\mathcal{I}_{j}:$ if $C_{i}=0$ then goto $\mathcal{I}_{k}$ else $C_{i}:=C_{i}-1 ;$ goto $\mathcal{I}_{m}$ |
| halt | $\mathcal{I}_{j}:$ halt |

A configuration of such a two-counter machine $\mathcal{M}$ is a triple $\gamma=(J, c, d) \in$ $\left\{\mathcal{I}_{1}, \ldots, \mathcal{I}_{n}\right\} \times \mathbb{N} \times \mathbb{N}$, where $J$ indicates the current instruction, and $c$ and $d$ are the current values of the counters $C_{1}$ and $C_{2}$, respectively. A computation of $\mathcal{M}$ is a finite or infinite sequence $\left(\gamma_{i}\right)_{i \geq 0}$ of configurations, such that $\gamma_{0}=\left(\mathcal{I}_{1}, 0,0\right)$ and $\gamma_{i+1}$ is the result of executing the instruction $\mathcal{I}_{i}$ on $\gamma_{i}$ for each $i \geq 0$. Without loss of generality, we assume that $\mathcal{I}_{n}$ is the only instruction of the form halt. The halting problem for two-counter machines asks, given a two-counter machine $\mathcal{M}$, whether the (unique) computation of $\mathcal{M}$ reaches a configuration with instruction $\mathcal{I}_{n}$, i.e., the halting instruction. This problem is $\Sigma_{1}^{0}$-complete [45]. The recurrent state problem for two-counter machines asks, given a two-counter machine $\mathcal{M}$, whether the (unique) computation of $\mathcal{M}$ visits instruction $\mathcal{I}_{1}$ infinitely often. This problem is $\Sigma_{1}^{1}$-complete [3].

Given a two-counter machine $\mathcal{M}$, we construct an $\overline{\mathcal{E}}_{\mathrm{pw}}^{4}$-automaton $\mathcal{A}_{\mathcal{M}}$ with state set $S \subseteq\left\{\mathcal{I}_{1}, \ldots, \mathcal{I}_{n}\right\}$ such that $\mathcal{M}$ halts (visits instruction $\mathcal{I}_{1}$ infinitely often, respectively) if, and only if, $\mathcal{A}_{\mathcal{M}}$ reaches state $\mathcal{I}_{n}$ (visits $\mathcal{I}_{1}$ infinitely often, respectively).

We use two variables $x$ and $y$ to store the values of the counters $C_{1}$ and $C_{2}$ by requiring that $x=1 /\left(2^{c_{1}} 3^{c_{2}}\right)$ and $y=2^{c_{1}} 3^{c_{2}}$. Two other variables $z$ and $z^{\prime}$ are used for storing temporary information needed for encoding zero tests and decrementation operations of the 2 -counter machine. The initial value of all energy variables is 1 .

For encoding the instructions of the 2 -counter machine, we first define the following flat energy functions: $\operatorname{dec}_{2}$ multiplies the current values of $x$ and $z^{\prime}$ with 3 , and divides the current values of $y$ and $z$ by 3 ; inc ${ }_{2}$ turns these operations back, i.e., it divides the current values of $x$ and $z^{\prime}$ by 3 and multiplies the values of $y$ and $z$ with 3 . Functions $\operatorname{dec}_{1}$ and $\mathrm{inc}_{1}$ are defined analogously by replacing 3 by 2. Finally, function $\operatorname{dec}_{1}^{\prime}$ behaves like $\operatorname{dec}_{1}$ but does not change the values of $z$


Figure 11: Module for encoding zero test/decrement instructions of a 2-counter machine
and $z^{\prime}$; likewise for inc $c_{1}^{\prime}$. An increment instruction for counter $C_{1}$ is then encoded by a simple transition from state $\mathcal{I}_{j}$ to state $\mathcal{I}_{k}$ labeled by inc $c_{1}^{\prime}$; analogously for an increment of counter $C_{2}$. The encoding zero test/decrement instructions for counter $C_{1}$ can be done as shown in Fig. 11. Here, the additional inequalities for the definition intervals of the energy functions are crucial for the correctness of the construction.

### 9.3 Reachability games on $\mathcal{E}_{\mathrm{pw}}^{n}$-automata

Next we extend our energy automata formalism to (turn based) reachability games. Let $(S, T)$ be an $n$-dimensional energy automaton such that $S=S_{A} \cup S_{B}$ forms a partition of $S$ and $T \subseteq\left(S_{A} \times \mathcal{E}_{\mathrm{pw}}^{n} \times S_{B}\right) \cup\left(S_{B} \times \mathcal{E}_{\mathrm{pw}}^{n} \times S_{A}\right)$. Then $\left(S, S_{A}, S_{B}, T\right)$ induces an $n$-dimensional energy game $G$. The intuition of the reachability game is that the two players $A$ and $B$ take turns to move along the game graph $(S, T)$, updating energy values at each turn. The goal of player $A$ is to reach a state in $F$, the goal of player $B$ is to prevent this from happening.

The reachability game is a game on a well-structured transition system as in [1]. In general, the reachability game on well-structured transition systems is undecidable; in particular, the game on 2-dimensional vector addition systems with states is undecidable [1]. It is hence clear that it is undecidable whether player $A$ wins the reachability game in 2 -dimensional $\mathcal{E}_{\text {int }}$-automata.

Theorem 7. Whether player $A$ wins the reachability game in $\mathcal{E}_{\text {int }}^{2}$-automata is undecidable.

As a corollary, we can show that for flat energy functions, already one-dimensional reachability games are undecidable.

Theorem 8. It is undecidable for $\overline{\mathcal{E}}_{\mathrm{pw}}$-automata whether player $A$ wins the reachability game.

Proof. We show a reduction from reachability games on 2-dimensional $\mathcal{E}_{\text {int }}$-automata to reachability games on 1-dimensional $\overline{\mathcal{E}}_{\mathrm{pw}}$-automata. Let $(S, T)$ be a 2-dimensional


Figure 12: Conversion of two types of edges in $(S, T)$. Top: an edge $\left(s,(f\right.$, id $\left.), s^{\prime}\right)$ from a player- $A$ state $s$; bottom: an edge $\left(s,(\mathrm{id}, f), s^{\prime}\right)$ from a player- $B$ state $s$. Player- $A$ states are depicted using squares, player- $B$ states are diamonds. Accepting states have a gray background color. The ownership of state $s^{\prime}$ is unchanged.
$\mathcal{E}_{\text {int }}$-automaton. By inserting extra states (and transitions) if necessary, we can assume that for any $\left(s,(f, g), s^{\prime}\right) \in T$, either $f=$ id with $l_{f}=0$, or $g=$ id with $l_{g}=0$. We build an energy automaton ( $S^{\prime}, T^{\prime}$ ).

Let $\left(s,(f\right.$, id $\left.), s^{\prime}\right) \in T$ be a player- $A$ transition (i.e., $\left.s \in S_{A}\right)$ in $(S, T)$ (with lower bound $l_{f}$ as usual), then we model this in ( $S^{\prime}, T^{\prime}$ ) using $s, s^{\prime}$ and the following new states and transitions; see Figure 12 for a pictorial description.

- player- $A$ states: $s_{2}, s_{4}, s_{5}$ (accepting); player- $B$ states: $s_{1}, s_{3}$
- transitions:

$$
\begin{aligned}
& -\left(s,[x \mapsto x ; x \geq 0], s_{1}\right) ;\left(s_{1},\left[x \mapsto 2^{f\left(\log _{2} x\right)} ; x \geq 2^{l_{f}}\right], s^{\prime}\right) \\
& -\left(s_{1},[x \mapsto x ; x \geq 0], s_{2}\right)
\end{aligned}
$$

$$
\begin{aligned}
& -\left(s_{2},\left[x \mapsto \frac{x}{3} ; x \geq 3 \cdot 2^{l_{f}}\right], s_{2}\right) ;\left(s_{2},\left[x \mapsto \frac{x}{2} ; x \geq 2 \cdot 2^{l_{f}}\right], s_{2}\right) \\
& -\left(s_{2},[x \mapsto x ; x \geq 0], s_{3}\right) \\
& -\left(s_{3},\left[x \mapsto x ; x>2^{l_{f}}\right], s_{4}\right) ;\left(s_{3},\left[x \mapsto x ; x \geq 2^{l_{f}}\right], s_{5}\right)
\end{aligned}
$$

Note that $s_{4}$ is a deadlock state, hence player $A$ loses the reachability game if $s_{4}$ is reached. Similarly, she wins if $s_{5}$ is reached.

The intuition is that the new energy variable $x$ encodes the two old ones as $x=2^{x_{1}} 3^{x_{2}}$. If player $A$ wants to bring $\left(S^{\prime}, T^{\prime}\right)$ from $s$ to $s^{\prime}$, and commits to this by taking the transition $s \rightarrow s_{1}$, she may be interrupted by player $B$ taking the $s_{1} \rightarrow s_{2}$ transition. Here player $A$ has to prove that $x_{1}$ was really $\geq l_{f}$, by using the loops at $s_{2}$ to bring $x$ to the precise value $2^{l_{f}}$. If she manages this, then player $B$ has only the $s_{3} \rightarrow s_{5}$ transition available in $s_{3}$, hence player $A$ wins. Otherwise, player $B$ wins.

The conversions of other types of transitions are similar. One can easily see that player $A$ can reach a state in $F$ in the original energy automaton $(S, T)$ if, and only if, she can reach a state in $F$, or one of the new accepting states, in the new automaton ( $S^{\prime}, T^{\prime}$ ).

We miss to argue that all energy functions in $\left(S^{\prime}, T^{\prime}\right)$ are piecewise affine. Looking at the defined modules, we see that this is the case except perhaps for the functions defined as $g_{2}(x)=2^{f\left(\log _{2} x\right)}$ and $g_{3}(x)=3^{f\left(\log _{3} x\right)}$. However, $f$ is an integer update function, so that $f(x)=x+k$ for some $k \in \mathbb{Z}$; hence $g_{2}(x)=2^{k} x$ and $g_{3}(x)=3^{k} x$, which are indeed piecewise affine.

## 10 Conclusion

We have in this paper introduced a functional framework for modeling and analyzing energy problems, and we have seen that our framework encompasses most existing formal approaches to energy problems. In the first paper of this series [28], we have developed a theory of *-continuous Kleene $\omega$-algebras in order to analyze energy problems algebraically.

We have seen here that the algebraic setting of *-continuous Kleene $\omega$-algebras applies to energy functions and that it allows to solve reachability and Büchi acceptance problems in energy automata in a generic way. For the important class of piecewise affine energy functions, we have shown that reachability and Büchi acceptance are decidable in EXPTIME.

In the last part of this paper, we have seen that one quickly comes into trouble with undecidability if the class of energy functions is extended or if two-player games are considered. This may be remedied by considering approximate solutions instead, using notions of distances for energy automata akin to the ones in [35] to provide quantitative measures for similar energy behavior; this is future work.

In the two papers of this series, we have seen that *-continuous Kleene $\omega$-algebras provide a natural generalization of continuous Kleene $\omega$-algebras, much in the same way in which ${ }^{*}$-continuous Kleene algebras are a natural generalization of continuous Kleene algebras. We have left open a few algebraic problems, in particular a
characterization of the free (non-finitary) *-continuous Kleene $\omega$-algebras. We have seen that *-continuous Kleene $\omega$-algebras find a natural application in energy functions and energy problems, but we are confident that they will find numerous other applications. In honor of the late Zoltán Ésik, we propose to rename *-continuous Kleene $\omega$-algebras to "Ésik algebras".
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# Synchronous Forest Substitution Grammars* 

Andreas Maletti ${ }^{a}$<br>- dedicated to the memory of Zoltán Ésik (1951-2016) -


#### Abstract

The expressive power of synchronous forest (tree-sequence) substitution grammars (SFSGs) is studied in relation to multi bottom-up tree transducers (MBOTs). It is proved that SFSGs have exactly the same expressive power as compositions of an inverse MBOT with an MBOT. This result is used to derive complexity results for SFSGs and the fact that compositions of an MBOT with an inverse MBOT can compute tree translations that cannot be computed by any SFSG, although the class of tree translations computable by MBOTs is closed under composition.
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## 1 Introduction

Synchronous forest substitution grammars (SFSGs) [19] or the rational binary tree relations [17] computed by them received renewed interest recently due to their applications in Chinese-to-English machine translation [21, 22]. The fact that [19] and [17] arrived independently and with completely different backgrounds at the same model shows that SFSGs are a natural, practically relevant, and theoretically interesting model for tree translations. Roughly speaking, SFSGs are a synchronous grammar formalism [2] that utilizes only first-order substitution as in a regular tree grammar $[7,8]$, but allows several components that develop simultaneously for both the input and the output side. This feature allows them to model linguistic discontinuity on both the source and target language. The rational binary tree relations or equivalently the tree translations computed by SFSGs can also be characterized by rational expressions [17] and automata [16].

Multi bottom-up tree transducers (MBOTs) [1, 4] are restricted SFSGs, in which only the output side is allowed to have several components. They were rediscovered

[^21]in $[5,6]$, but were studied extensively by $[3,11,1]$ already in the 70 s and 80 s. Their properties [13] are desirable in statistical syntax-based machine translation [10]. This led to a closer inspection $[4,15,9]$ of their properties in recent years. Overall, their expressive power is rather well-understood by now.

In this contribution, we investigate the expressive power of SFSGs in terms of MBOTs. We show that the expressive power of SFSGs coincides exactly with that of compositions of an inverse MBOT followed by an MBOT. This characterization is natural in terms of bimorphisms and shows that the input and the output tree are independently obtained by a full MBOT from an intermediate tree language, which is always regular [7, 8]. This paves the way to complementary results. In particular, we derive the first complexity results for SFSGs and we demonstrate that the composition in the other order (first an MBOT followed by an inverse MBOT) contains tree translations that cannot be computed by any SFSG. This shows a limitation of MBOTs, which are closed under composition [4]. Overall, we can thus also characterize the expressive power of SFSGs by an arbitrary chain of inverse MBOTs followed by an arbitrary chain of MBOTs.

## 2 Preliminaries

We use $\mathbb{N}$ for the set of nonnegative integers, and $\mathbb{N}_{+}=\mathbb{N} \backslash\{0\}$ for the set of positive integers. For all $k \in \mathbb{N}$, the set $\left\{i \in \mathbb{N}_{+} \mid i \leq k\right\}$ is abbreviated to $[k]$. In particular, $[0]=\emptyset$. For all relations $R \subseteq A \times B$ and subsets $A^{\prime} \subseteq A$, we let $R\left(A^{\prime}\right)=\left\{b \in B \mid \exists a \in A^{\prime}:(a, b) \in R\right\}$. Moreover,

$$
R^{-1}=\{(b, a) \mid(a, b) \in R\} \quad \operatorname{dom}(R)=R^{-1}(B) \quad \operatorname{ran}(R)=\operatorname{dom}\left(R^{-1}\right)
$$

which are called the inverse of $R$, the domain of $R$, and the range of $R$, respectively. Given relations $R \subseteq A \times B$ and $S \subseteq B \times C$, the composition $R ; S \subseteq A \times C$ of $R$ followed by $S$ is $R ; S=\{(a, c) \in A \times C \mid \exists b \in B:(a, b) \in R,(b, c) \in S\}$. These notions and notations are lifted to sets and classes of relations as usual. For every $k \in \mathbb{N}$, we also write $A^{k}=A \times \cdots \times A$ containing the factor $A$ exactly $k$ times.

Given a set $\Sigma$, the set $\Sigma^{*}=\bigcup_{k \in \mathbb{N}} \Sigma^{k}$ is the set of all words over $\Sigma$, which includes the empty word $\varepsilon \in \Sigma^{0}$. The concatenation of two words $u, w \in \Sigma^{*}$ is denoted by $u$.w or just $u w$. The length $|w|$ of a word $w \in \Sigma^{*}$ is the unique $k \in \mathbb{N}$ such that $w \in \Sigma^{k}$. We simply write $w_{i}$ for the $i$-th letter of $w$, so $w_{i}=\sigma_{i}$ for all $i \in[k]$ provided that $w=\sigma_{1} \cdots \sigma_{k}$ with letters $\sigma_{i} \in \Sigma$ for all $i \in[k]$. Given a set $A$, the set $T_{\Sigma}(A)$ of all $\Sigma$-trees indexed by $A$ is the smallest set $T$ such that $A \subseteq T$ and $\sigma \vec{u} \in T$ for all $\sigma \in \Sigma$ and $\vec{u} \in T^{*}$. Such a sequence $\vec{u}$ of trees is also called forest. Consequently, a tree $t$ is either an element of $A$, or it consists of a root node labeled $\sigma$ followed by a forest $\vec{u}$ of $|\vec{u}|$ children. To improve the readability, we often write a forest ' $t_{1} \cdots t_{k}$ ' as ' $t_{1}, \ldots, t_{k}$ ', where $t_{1}, \ldots, t_{k} \in T_{\Sigma}(A)$. In addition, we identify the tree $t$ with the forest $(t)$. The positions $\operatorname{pos}(t) \subseteq \mathbb{N}_{+}^{*}$ of
a tree $t \in T_{\Sigma}(A)$ are inductively defined by

$$
\operatorname{pos}(a)=\{\varepsilon\} \quad \text { and } \quad \operatorname{pos}(\sigma \vec{u})=\{\varepsilon\} \cup \bigcup_{i=1}^{|\vec{u}|}\left\{i . p \mid p \in \operatorname{pos}\left(\vec{u}_{i}\right)\right\}
$$

for every $a \in A, \sigma \in \Sigma$, and $\vec{u} \in T_{\Sigma}(A)^{*}$. For each forest $\vec{u} \in T_{\Sigma}(A)^{*}$, we let $\operatorname{pos}(\vec{u})=\bigcup_{i=1}^{|\vec{u}|}\left\{\#^{i-1} \cdot p \mid p \in \operatorname{pos}\left(\vec{u}_{i}\right)\right\}$. Positions are totally ordered via the (standard) lexicographic ordering $\preceq$ on $\mathbb{N}_{+}^{*}$, which can be extended to $\left(\mathbb{N}_{+} \cup\{\#\}\right)^{*}$ with the convention that the additional letter $\#$ is larger than all numbers; i.e., $n \prec$ $\#$ for every $n \in \mathbb{N}_{+}$. Let $t, t^{\prime} \in T_{\Sigma}(A)$ and $p \in \operatorname{pos}(t)$. The label of $t$ at position $p$ is $t(p)$, the subtree rooted at position $p$ is $\left.t\right|_{p}$, and the tree obtained by replacing the subtree at position $p$ by $t^{\prime}$ is denoted by $t\left[t^{\prime}\right]_{p}$. Formally, they are defined by $a(\varepsilon)=\left.a\right|_{\varepsilon}=a$ and $a\left[t^{\prime}\right]_{\varepsilon}=t^{\prime}$ for every $a \in A$ and

$$
\left.\begin{aligned}
t(p) & =\left\{\begin{array}{ll}
\sigma & \text { if } p=\varepsilon \\
\vec{u}_{i}\left(p^{\prime}\right) & \text { if } p=i . p^{\prime}
\end{array} \text { with } i \in \mathbb{N}_{+}\right.
\end{aligned} \quad t\right|_{p}=\left\{\begin{array}{ll}
t & \text { if } p=\varepsilon \\
\left.\vec{u}_{i}\right|_{p^{\prime}} & \text { if } p=i . p^{\prime} \text { with } i \in \mathbb{N}_{+}
\end{array}\right\} \begin{array}{ll}
t^{\prime} & \text { if } p=\varepsilon \\
\sigma\left(\vec{u}_{1}, \ldots, \vec{u}_{i-1}, \vec{u}_{i}\left[t^{\prime}\right]_{p^{\prime}}, \vec{u}_{i+1}, \ldots, \vec{u}_{|\vec{u}|}\right) & \text { if } p=i . p^{\prime} \text { with } i \in \mathbb{N}_{+}
\end{array}
$$

for all $t=\sigma \vec{u}$ with $\sigma \in \Sigma$ and $\vec{u} \in T_{\Sigma}(A)^{*}$. We immediately also extend this notion to forests $\vec{u} \in T_{\Sigma}(A)^{*}$ for all $\#^{i} p \in \operatorname{pos}(\vec{u})$ with $i \in \mathbb{N}$ and $p \in \operatorname{pos}\left(\vec{u}_{i+1}\right)$ by $\vec{u}\left(\#^{i} p\right)=\vec{u}_{i+1}(p)$ and $\left.\vec{u}\right|_{\#^{i} p}=\left.\vec{u}_{i+1}\right|_{p}$ and

$$
\vec{u}\left[t^{\prime}\right]_{\#^{i} p}=\left(\vec{u}_{1}, \ldots, \vec{u}_{i-1}, \vec{u}_{i}\left[t^{\prime}\right]_{p}, \vec{u}_{i+1}, \ldots, \vec{u}_{|\vec{u}|}\right) .
$$

In the following, let $\vec{u} \in T_{\Sigma}(A)^{*}$ be a forest. By our identification of trees $T_{\Sigma}(A)$ with forests $T_{\Sigma}(A)^{1}$ of length 1 , this choice includes trees. A position $p \in \operatorname{pos}(\vec{u})$ is a leaf in $\vec{u}$ if $p .1 \notin \operatorname{pos}(\vec{u})$. For every selection $S \subseteq A \cup \Sigma$ of labels, we let $\operatorname{pos}_{S}(\vec{u})=\{p \in \operatorname{pos}(\vec{u}) \mid \vec{u}(p) \in S\}$ and $\operatorname{pos}_{s}(\vec{u})=\operatorname{pos}_{\{s\}}(\vec{u})$ for every $s \in A \cup \Sigma$. The forest $\vec{u} \in T_{\Sigma}(A)$ is linear in $S \subseteq A$ if $\left|\operatorname{pos}_{s}(\vec{u})\right| \leq 1$ for every $s \in S$. The variables of $\vec{u}$ are $\operatorname{var}(\vec{u})=\left\{a \in A \mid \operatorname{pos}_{a}(\vec{u}) \neq \emptyset\right\}$. Given a selection $S \subseteq A$ and a mapping $\theta: S \rightarrow T_{\Sigma}(A)^{*}$ such that $|\theta(s)|=\left|\operatorname{pos}_{s}(\vec{u})\right|$ for all $s \in S$, also called suitable substitution for $S$ in $\vec{u}$, the forest $\vec{u} \theta$ is obtained from $\vec{u}$ by replacing for every $s \in S$ the leaves $\operatorname{pos}_{s}(\vec{u})$ in lexicographic order by the trees $\theta(s)$. Formally, for every $s \in S$, let $\operatorname{pos}_{s}(\vec{u})=\left\{p_{s 1}, \ldots, p_{s k_{s}}\right\}$ with $p_{s 1} \prec \cdots \prec p_{s k_{s}}$. Then

$$
\vec{u} \theta=\vec{u}\left[\theta\left(s_{1}\right)_{1}\right]_{p_{s_{1} 1}} \cdots\left[\theta\left(s_{1}\right)_{\left|\theta\left(s_{1}\right)\right|}\right]_{p_{s_{1} k_{s_{1}}}} \cdots\left[\theta\left(s_{\ell}\right)_{1}\right]_{p_{s_{\ell}}} \cdots\left[\theta\left(s_{\ell}\right)_{\left|\theta\left(s_{\ell}\right)\right|}\right]_{p_{s_{\ell} k_{s_{\ell}}}}
$$

where $S=\left\{s_{1}, \ldots, s_{\ell}\right\}$.
Given two sets $\Sigma$ and $\Delta$ with $\square \notin \Delta$, a mapping $d: \Sigma \rightarrow(\Delta \cup\{\square\})$ is a delabeling. Thus, a delabeling is similar to a relabeling [7, 8], but it can also map symbols to a special symbol $\square$, which will yield that those symbols are deleted, when they occur with exactly one child and project on the delabeling of the child. The delabeling
induces a mapping $\tau_{d}: T_{\Sigma}(A) \rightarrow T_{\Sigma \cup \Delta}(A)$ such that $\tau_{d}(a)=a$ for all $a \in A$ and

$$
\tau_{d}(\sigma \vec{u})= \begin{cases}\tau_{d}\left(\vec{u}_{1}\right) & \text { if } d(\sigma)=\square \text { and }|\vec{u}|=1 \\ \sigma\left(\tau_{d}\left(\vec{u}_{1}\right), \ldots, \tau_{d}\left(\vec{u}_{|\vec{u}|}\right)\right) & \text { if } d(\sigma)=\square \text { and }|\vec{u}| \neq 1 \\ d(\sigma)\left(\tau_{d}\left(\vec{u}_{1}\right), \ldots, \tau_{d}\left(\vec{u}_{|\vec{u}|}\right)\right) & \text { otherwise }\end{cases}
$$

for all $\sigma \in \Sigma$ and $\vec{u} \in T_{\Sigma}(A)^{*}$.
Finally, let us recall the regular tree languages [7, 8]. A (finite-state) tree automaton (TA) is a tuple $G=(Q, \Sigma, I, R)$ such that $Q$ is a finite set of states, $\Sigma$ is an alphabet of symbols, $I \subseteq Q$ is a set of initial states, and $R \subseteq Q \times \Sigma \times Q^{*}$ is a finite set of rules. A rule $(q, \sigma, \vec{r}) \in R$ is typically written $q \rightarrow \sigma \vec{r}$. Given sentential forms $\xi, \zeta \in T_{\Sigma}(Q)$ we write $\xi \Rightarrow_{G} \zeta$ if there exists a rule $q \rightarrow \sigma \vec{r} \in R$ and an occurrence $p \in \operatorname{pos}_{q}(\xi)$ of $q$ in $\xi$ such that $\zeta=\xi[\sigma \vec{r}]_{p}$. The tree automaton $G$ generates the tree language $L(G)=\left\{t \in T_{\Sigma} \mid \exists q \in I: q \Rightarrow_{G}^{*} t\right\}$, where $\Rightarrow_{G}^{*}$ is the reflexive and transitive closure of $\Rightarrow_{G}$. A tree language $L \subseteq T_{\Sigma}$ is regular if there exists a TA $G$ such that $L=L(G)$. The class of regular tree languages is denoted by 'Reg'. Moreover, 'FTA' denotes the class of partial identities computed by the regular tree languages; i.e., $\mathrm{FTA}=\left\{\operatorname{id}_{L} \mid L \in \operatorname{Reg}\right\}$, where $\operatorname{id}_{L}=\{(t, t) \mid t \in L\}$.

## 3 Synchronous forest substitution grammars

In this section, we introduce our main model, the (finite-state) synchronous forestsubstitution grammar (SFSG), which is the natural finite-state generalization of the (local non-contiguous) synchronous tree-sequence substitution grammars of [19]. Although we often speak about grammars in the following, we will continue to use 'states' instead of 'nonterminals'. SFSGs naturally coincide in expressive power with the binary rational relations studied by $[17,16]$, which we will show later. We immediately present it in a form inspired by tree bimorphisms [1] and tree grammars with multi-variables [17].

Definition 1. A (finite-state) synchronous forest-substitution grammar (SFSG) is a tuple $G=(Q, \Sigma, \Delta, I, R)$, where

- $Q$ is a finite set of states,
- $\Sigma$ and $\Delta$ are alphabets of input and output symbols,
- $I \subseteq Q$ is a set of initial states, and
- $R \subseteq T_{\Sigma}(Q)^{*} \times Q \times T_{\Sigma}(Q)^{*}$ is a finite set of rules.

It is a multi bottom-up tree transducer (MBOT) if $R \subseteq T_{\Sigma}(Q) \times Q \times T_{\Sigma}(Q)^{*}$ and a multiple regular tree grammar $(M R T G)$ if $R \subseteq T_{\Sigma}(Q) \times Q \times\{\varepsilon\}$.

In simple terms, an SFSG consists of a finite set of rules that specify a state, for which the rule applies together with a sequence of input tree fragments and a sequence of output tree fragments. In an application of such a rule all fragments replace occurrences of the guarding state at the same time in the input and output tree. This also yields that all occurrences of the same state in those fragments are implicitly linked and prepared to be replaced in parallel in a future rule application.


Figure 1: Example rules of the SFSG of Example 1.

An MBOT is a restricted SFSG, in which only a single input tree fragment is allowed in each rule. Compared to its traditional definition [4] the linearity of the single input tree fragment in the states $Q$ is not required here, but as we will see nonlinear rules will not be useful in our version of MBOTs. To make the rules more readable, we also write $\ell_{1} \cdots \ell_{k} \xrightarrow{q} r_{1} \cdots r_{k^{\prime}}$ or $\vec{\ell} \xrightarrow{q} \vec{r}$ for a rule $\left(\ell_{1}, \ldots, \ell_{k}, q, r_{1}, \ldots, r_{k^{\prime}}\right) \in R$.

Example 1. Let $G=\left(Q, \Sigma, \Sigma,\left\{q_{0}\right\}, R\right)$ be the SFSG such that

- $Q=\left\{q_{0}, q, q^{\prime}\right\}$ and $\Sigma=\left\{\alpha, \gamma_{1}, \gamma_{2}, \sigma\right\}$, and
- for every $\gamma \in\left\{\gamma_{1}, \gamma_{2}\right\}$ the following rules are in $R$ :

$$
\begin{array}{lrlrl}
\rho_{0} & =\sigma\left(q, q^{\prime}, q\right) \stackrel{q_{0}}{-} \sigma\left(q^{\prime}, \alpha, q^{\prime}\right) & \rho_{\gamma}= & \gamma(q) \gamma(q) \stackrel{q}{-} \varepsilon & \rho_{\alpha}=\alpha \alpha \xrightarrow{q} \varepsilon \\
\rho_{\gamma}^{\prime}= & \gamma\left(q^{\prime}\right) \stackrel{q^{\prime}}{-} \gamma\left(q^{\prime}\right) \gamma\left(q^{\prime}\right) & \rho_{\alpha}^{\prime}= & \alpha \stackrel{q^{\prime}}{-} \alpha \alpha .
\end{array}
$$

The rules are illustrated in Figure 1, where we indicate the implicit links by splines. Clearly, this SFSG $G$ is neither an MBOT nor an MRTG, although the rules for $q$ are valid MRTG rules and the rules for $q^{\prime}$ are valid MBOT rules.

It remains to define the semantics of SFSGs. We use a bottom-up variant of the classical fixed-points semantics of an SFSG $G$. It closely corresponds to a semantics based on the evaluation of derivation trees (and that of bimorphisms), which we also define as well. We inductively define the pairs of input and output tree sequences generated by each state, which we call pre-translations. Each pre-translation for a state $q \in Q$ is obtained from a rule $\rho=\vec{\ell} \underline{-}$ 社 of $R$ by replacing all occurrences of a state $q^{\prime} \in \operatorname{var}(\vec{\ell} \cdot \vec{r})$ by the corresponding components of a pre-translation for $q^{\prime}$.

Definition 2. Let $G=(Q, \Sigma, \Delta, I, R)$ be an SFSG. A pre-translation for $q \in Q$ is a pair $\langle\vec{u}, \vec{v}\rangle$ consisting of an input tree sequence $\vec{u} \in T_{\Sigma}^{*}$ and an output tree sequence $\vec{v} \in T_{\Delta}^{*}$. For every state $q \in Q$, the pre-translations $G_{q} \subseteq T_{\Sigma}^{*} \times T_{\Delta}^{*}$ generated by $q$ are defined to be the smallest set $T_{q}$ such that $\left\langle\vec{\ell} \theta, \vec{r} \theta^{\prime}\right\rangle \in T_{q}$ for all rules $\rho=\vec{\ell} \underline{\underline{q}} \vec{r} \in R$ and suitable substitutions $\theta: \operatorname{var}(\vec{\ell}) \rightarrow T_{\Sigma}^{*}$ and $\theta^{\prime}: \operatorname{var}(\vec{r}) \rightarrow T_{\Delta}^{*}$ for $\operatorname{var}(\vec{\ell})$ in $\vec{\ell}$ and for $\operatorname{var}(\vec{r})$ in $\vec{r}$, respectively, with pre-translations $\left\langle\theta\left(q^{\prime}\right), \theta^{\prime}\left(q^{\prime}\right)\right\rangle$ of $T_{q^{\prime}}$ for every $q^{\prime} \in \operatorname{var}(\vec{\ell} . \vec{r})$. The derivation tree corresponding to the newly constructed pre-translation $\left\langle\overrightarrow{\ell \theta}, \vec{r} \theta^{\prime}\right\rangle$ is $\rho\left(t_{q_{1}}, \ldots, t_{q_{k}}\right)$, where $\operatorname{var}(\vec{\ell} . \vec{r})=\left\{q_{1}, \ldots, q_{k}\right\}$
with $q_{1}<_{N} \cdots<_{Q} q_{k}$ for some fixed total order $\leq_{Q}$ on $Q$ and $t_{q^{\prime}}$ is the derivation tree corresponding to the pre-translation $\left\langle\theta\left(q^{\prime}\right), \theta^{\prime}\left(q^{\prime}\right)\right\rangle$ for every $q^{\prime} \in \operatorname{var}(\vec{\ell} \cdot \vec{r})$. The derivation tree language $D_{q}(G) \subseteq T_{R}$ contains all derivation trees for the pretranslations $\langle\vec{u}, \vec{v}\rangle \in G_{q}$.

Example 2. Let us recall the SFSG $G$ of Example 1. The rules $\rho_{\alpha}=\alpha \alpha \xrightarrow{q} \varepsilon$ and $\rho_{\alpha}^{\prime}=\alpha \stackrel{q^{\prime}}{ } \alpha \alpha$ immediately yield the corresponding pre-translations $\langle\alpha \alpha, \varepsilon\rangle \in G_{q}$ and $\langle\alpha, \alpha \alpha\rangle \in G_{q^{\prime}}$ with derivation trees $\rho_{\alpha}$ and $\rho_{\alpha}^{\prime}$, respectively. The former pre-translation can be combined with the rule $\rho_{\gamma}$ for $\gamma \in\left\{\gamma_{1}, \gamma_{2}\right\}$ to obtain the pretranslation $\langle\gamma(\alpha) \gamma(\alpha), \varepsilon\rangle \in G_{q}$ with derivation tree $\rho_{\gamma}\left(\rho_{\alpha}\right)$, and more generally, the pre-translations

$$
\left\langle\gamma_{i_{1}}\left(\cdots\left(\gamma_{i_{k}}(\alpha)\right) \cdots\right) \gamma_{i_{1}}\left(\cdots\left(\gamma_{i_{k}}(\alpha)\right) \cdots\right), \varepsilon\right\rangle \in G_{q}
$$

for all $k \in \mathbb{N}$ and $i_{1}, \ldots, i_{k} \in\{1,2\}$. The derivation tree corresponding to the displayed pre-translation is $\rho_{\gamma_{i_{1}}}\left(\cdots\left(\rho_{\gamma_{i_{k}}}\left(\rho_{\alpha}\right)\right) \cdots\right)$. Similarly, if we use the rules $\rho_{\gamma}^{\prime}$ with $\gamma \in\left\{\gamma_{1}, \gamma_{2}\right\}$ on the already mentioned pre-translation $\langle\alpha, \alpha \alpha\rangle \in G_{q^{\prime}}$ and the such obtained pre-translations, then we derive the pre-translation

$$
\left\langle\gamma_{i_{1}}\left(\cdots\left(\gamma_{i_{k}}(\alpha)\right) \cdots\right), \gamma_{i_{1}}\left(\cdots\left(\gamma_{i_{k}}(\alpha)\right) \cdots\right) \gamma_{i_{1}}\left(\cdots\left(\gamma_{i_{k}}(\alpha)\right) \cdots\right)\right\rangle \in G_{q^{\prime}}
$$

using the derivation tree $\rho_{\gamma_{i_{1}}}^{\prime}\left(\cdots\left(\rho_{\gamma_{i_{k}}}^{\prime}\left(\rho_{\alpha}^{\prime}\right)\right) \cdots\right)$ for all $k \in \mathbb{N}$ and $i_{1}, \ldots, i_{k} \in\{1,2\}$. Plugging those pre-translations into the rule $\rho_{0}$, we obtain pre-translations of the form $\left\langle\sigma\left(t, t^{\prime}, t\right), \sigma\left(t^{\prime}, \alpha, t^{\prime}\right)\right\rangle \in G_{q_{0}}$. We illustrate the last step of the combination process in Figure 2.

The tree translation computed by an SFSG is now simply the set of all those pre-translations computed by the initial states that have sequences of length 1 for the input and output side. The restriction to sequences of length 1 is necessary to obtain a relation on trees. Finally, we also formally define the tree language generated by an SFSG although this notion is most suitable for MRTGs.

Definition 3. Let $G=(Q, \Sigma, \Delta, I, R)$ be an $S F S G$. It computes the tree translation $\tau_{G} \subseteq T_{\Sigma} \times T_{\Delta}$ defined by $\tau_{G}=\left(\bigcup_{q \in I} G_{q}\right) \cap\left(T_{\Sigma} \times T_{\Delta}\right)$. The tree language $L(G) \subseteq T_{\Sigma}$ generated by $G$ is $L(G)=\left(\bigcup_{q \in I} G_{q}\right) \cap\left(T_{\Sigma} \times\{\varepsilon\}\right)$. Two SFSGs are (translation) equivalent if their computed tree translations coincide and language equivalent if their generated tree languages coincide. The classes SFSG and MBOT contain all tree translations computable by SFSGs and MBOTs, respectively, and the class MRTG denotes the class of all tree languages generated by MRTGs.

In the rest of this section, we present a normal form for MBOTs and an alternative characterization of SFSGs in terms of classical bimorphisms [1] using a tree language of MRTG as center language. The former result demonstrates that our MBOTs are as expressive as the notion discussed in [4]. We conclude with some simple properties of SFSG, but we start with the normal form for MBOTs.


Figure 2: Illustration of the combination of a rule with pre-translations.

Lemma 1. For every MBOT $G=(Q, \Sigma, \Delta, I, R)$ there is a translation equivalent MBOT $G^{\prime}=\left(Q, \Sigma, \Delta, I, R^{\prime}\right)$ such that $t$ is linear in $Q$ and $\operatorname{var}(\vec{r}) \subseteq \operatorname{var}(t)$ for every $t \xrightarrow{q} \vec{r} \in R^{\prime}$.

Proof. We set $R^{\prime}=\{t \underline{q} \vec{r} \in R \mid t$ linear in $Q, \operatorname{var}(\vec{r}) \subseteq \operatorname{var}(t)\}$, which makes sure that the MBOT $G^{\prime}$ obeys the required restrictions. The translation equivalence of $G$ and $G^{\prime}$ remains a proof obligation. We first observe that $|\vec{u}|=1$ for every state $q \in Q$ and pre-translation $\langle\vec{u}, \vec{v}\rangle \in G_{q}$ due to the rule shape of $G$. Now, let $\rho=t \xrightarrow{q} \vec{r} \in R$ be a rule that admits a state $q^{\prime} \in \operatorname{var}(\vec{r}) \backslash \operatorname{var}(t)$. To build a pre-translation utilizing $\rho$ (whose derivation tree has root label $\rho$ ), we need a pre-translation $\langle\varepsilon, \vec{v}\rangle \in G_{q^{\prime}}$ because $q^{\prime} \in \operatorname{var}(t . \vec{r})$, but $q^{\prime} \notin \operatorname{var}(t)$. Such pretranslations do not exist, hence the rule $\rho$ is useless (i.e., there are no derivation trees that contain $\rho$ ), which proves that deleting it does not affect the semantics. Similarly, let $\rho=t \xrightarrow{q} \vec{r} \in R$ be a rule such that $t$ is not linear in $Q$; i.e., there exists a state $q^{\prime} \in Q$ such that $\left|\operatorname{pos}_{q^{\prime}}(t)\right| \geq 2$. To utilize such a rule, we need a pre-translation $\langle\vec{u}, \vec{v}\rangle \in G_{q^{\prime}}$ with $|\vec{u}|=\left|\operatorname{pos}_{q^{\prime}}(t)\right| \geq 2$, which again do not exist. Consequently, both types of rules can be deleted without effect, which proves that $G$ and $G^{\prime}$ are translation equivalent.

Consequently, our class MBOT coincides with the notion of [4], so we can freely use the known properties of MBOT. Already in $[12,4]$ MBOTs were transformed into a normal form before composition. In this normal form, at most one (input or output) symbol is allowed in each rule. For our purposes, a slightly less restricted variant, in which at most one input symbol may occur in each rule is sufficient since we compose the input parts of two MBOTs. Let us recall the relevant normalization result [4].

Lemma 2 (see [4, Lemma 14]). For every $\operatorname{MBOT} G=(Q, \Sigma, \Delta, I, R)$ there exists a translation equivalent MBOT $G^{\prime}=\left(Q^{\prime}, \Sigma, \Delta, I^{\prime}, R^{\prime}\right)$ in normal form, which means that $\left|\operatorname{pos}_{\Sigma}(t)\right| \leq 1$ for every rule $t-\frac{q}{r} \in R^{\prime}$.

Proof. By Lemma 1 we can construct a translation equivalent MBOT $G^{\prime \prime}$ in the sense of [4]. With the help of [4, Lemma 14], we can then construct a translation equivalent MBOT $G^{\prime}$ in normal form.

For MBOTs in normal form, we can now define the determinism property, which we use to avoid the $k$-morphisms of [1]. We note that deterministic MBOTs are
slightly more expressive than $k$-morphisms.
Definition 4. An $\operatorname{MBOT}(Q, \Sigma, \Delta, I, R)$ in normal form is deterministic if $|I|=1$, $t \notin Q$ for every $t \underline{q} \vec{r} \in R$, and for every $q \in Q$ and $\sigma \in \Sigma$ there exists at most one rule $t \stackrel{q}{-} \vec{r} \in R$ with $t(\varepsilon)=\sigma$. It is a deterministic linear top-down tree transducer with regular look-ahead (deterministic LTOP ${ }^{R}$ ) if additionally $|\vec{r}| \leq 1$ for all $t \stackrel{q}{-} \vec{r} \in R$.

We conclude with the presentation of some simple properties of SFSG including one characterization of it in terms of bimorphisms. We will develop another bimorphism characterization in the next section.

Lemma 3. We observe that (i) $\mathrm{SFSG}=\mathrm{SFSG}^{-1}$, (ii) both the domain $\operatorname{dom}(\tau)$ and the range $\operatorname{ran}(\tau)$ of a tree translation $\tau \in \mathrm{SFSG}$ are not necessarily regular, and (iii) MBOT $\subsetneq$ SFSG.

Proof. The first property is immediate because the syntactic definition of SFSGs is completely symmetric. The tree translation $\tau_{G}$ computed by the SFSG $G$ of Example 1 is such that both its domain and its range are not regular, which proves the second property. Finally, the inclusion in the third item is obvious, and its strictness follows because $\operatorname{dom}(\tau)$ is regular for every $\tau \in$ MBOT by Lemma 1 and [4, Theorem 25], so $\tau_{G} \notin$ MBOT.

Theorem 1. For every SFSG $G$ there exists an MRTG $G_{0}$ and two deterministic $L T O P^{R} G_{1}$ and $G_{2}$ such that $\tau_{G}=\left\{\left(\tau_{G_{1}}(t), \tau_{G_{2}}(t)\right) \mid t \in L\left(G_{0}\right)\right\}$.
Proof. Let $G=(Q, \Sigma, \Delta, I, R)$ be the SFSG. We start with the construction of the MRTG $G_{0}=\left(Q \cup\{\star\}, \Sigma \cup \Delta \cup\{\gamma\}, \emptyset,\{\star\}, R_{0}\right)$ such that $\star \notin Q, \gamma \notin \Sigma \cup \Delta$, and

$$
R_{0}=\left\{\gamma\left(q_{0}, q_{0}\right) \stackrel{\star}{)} \varepsilon \mid q_{0} \in I\right\} \cup\{\vec{\ell} \cdot \vec{r} \xrightarrow{q} \varepsilon \mid \vec{\ell} \underline{q} \vec{r} \in R\} .
$$

Let $\Gamma=\Sigma \cup \Delta \cup\{\gamma\}$. The two deterministic LTOP $^{R_{S}} G_{1}$ and $G_{2}$ simply project on the first and second subtree, respectively. We omit their straightforward, albeit technical specification and the obvious correctness proof.

Using Theorem 1 the relation of SFSG to the binary rational relations of [17] should be apparent. The main difference that remains is that we cannot specify the order, in which components are substituted. However, this does not restrict the expressive power. For the converse inclusion between SFSG and certain bimorphism, we restrict ourselves to linear tree homomorphisms $[7,8]$, which are slightly cumbersome to define in our notation. Note that the $\mathrm{LTOP}^{\mathrm{S}}$, constructed in the previous proof are actually linear tree homomorphisms. We let LHOM denote the class of all linear tree homomorphisms, and assume that each tree homomorphism $h$ is extended to act on state leaves as the identity; i.e., $h(q)=q$ for all $q \in Q$.

Theorem 2. For all MRTGs $G_{0}=\left(Q, \Gamma, \emptyset, I, R_{0}\right)$ and all tree homomorphisms $h_{1}: T_{\Gamma} \rightarrow T_{\Sigma}$ and $h_{2}: T_{\Gamma} \rightarrow T_{\Delta}$ there exists an SFSG $G=(Q, \Sigma, \Delta, I, R)$ such that $\tau_{G}=\left\{\left(\tau_{G_{1}}(t), \tau_{G_{2}}(t)\right) \mid t \in L\left(G_{0}\right)\right\}$.

Proof. We let $R=\left\{h_{1}\left(\ell_{1}\right) \cdots h_{1}\left(\ell_{k}\right) \underline{q} h_{2}\left(\ell_{1}\right) \cdots h_{2}\left(\ell_{k}\right) \mid \ell_{1} \cdots \ell_{k} \underline{q} \varepsilon \in R_{0}\right\}$. We again omit the straightforward correctness proof.

Consequently, SFSG can be characterized by bimorphisms [1] with linear tree homomorphisms and a center language from MRTG.

## 4 Composition and decomposition

For our second characterization of SFSG, we first characterize it in terms of MBOT. Since we already showed that MBOT $\subsetneq$ SFSG in Lemma 3, we need a composition of MBOTs to characterize the expressive power of SFSGs. The relevant decomposition is presented in Theorem 3, and the corresponding composition is presented in Theorem 5.

Theorem 3 (see [17, Proposition 4.5]). For every SFSG G, there exist two deterministic MBOTs $G_{1}$ and $G_{2}$ such that $\tau_{G}=\tau_{G_{1}}^{-1} ; \tau_{G_{2}}$.

Proof. Let $G=(Q, \Sigma, \Delta, I, R)$ be the SFSG. As usual, we assume a total order $\leq$ on $Q$, and whenever we explicitly list states like $\left\{q_{1}, \ldots, q_{k}\right\}$, we assume that $q_{1}<\cdots<q_{k}$. We construct the two MBOTs $G_{1}=\left(Q, R, \Sigma, I, R_{1}\right)$ and $G_{2}=\left(Q, R, \Delta, I, R_{2}\right)$ such that

- $R_{1}=\left\{\left.\rho\left(q_{1}, \ldots, q_{k}\right) \frac{q}{-} \vec{\ell} \right\rvert\, \rho=\vec{\ell}-\frac{q}{-} \vec{r} \in R, \operatorname{var}(\vec{\ell} \cdot \vec{r})=\left\{q_{1}, \ldots, q_{k}\right\}\right\}$, and
- $R_{2}=\left\{\rho\left(q_{1}, \ldots, q_{k}\right) \xrightarrow{q} \vec{r} \mid \rho=\vec{\ell} \underline{q} \vec{r} \in R, \operatorname{var}(\vec{\ell} \cdot \vec{r})=\left\{q_{1}, \ldots, q_{k}\right\}\right\}$.

Obviously, both $G_{1}$ and $G_{2}$ are deterministic MBOTs. A straightforward induction can be used to prove that $G_{1}$ and $G_{2}$ translate derivation trees of $D_{q}(G)$ with $q \in Q$ into the corresponding input and output tree, respectively. Since each derivation tree $t \in D_{q}(G)$ uniquely determines the corresponding input and output tree, we immediately obtain that $\tau_{G}=\tau_{G_{1}}^{-1} ; \tau_{G_{2}}$. A more detailed proof can be found in [17].

In the proof of Theorem 3 the rule $\rho$ uniquely determines the state $q$. Nevertheless, the constructed MBOTs have (potentially) several states as we need to check the finite-state behavior of the SFSG. It follows straightforwardly from the proof of Theorem 3 that each SFSG can be characterized by a regular derivation tree language and two deterministic MBOTs mapping the derivation trees to the input and output trees. This view essentially coincides with the bimorphism approach [1], and SFSGs are equally expressive as the bimorphisms of [1], in which both the input and output morphisms are allowed to be $k$-morphisms. We reuse this characterization later on, so we make it explicit here.

Theorem 4. SFSG $=\mathrm{dMBOT}^{-1} ;$ FTA ; dMBOT, where dMBOT is the class of all tree translations computed by deterministic MBOTs.

Now we are ready to state our first composition result. We first prove it using several known results on decompositions and compositions together with a few new results.

Theorem 5. MBOT $^{-1} ;$ MBOT $\subseteq$ SFSG.
Proof. Let $G_{1}$ and $G_{2}$ be the given input MBOTs. Without loss of generality, let $G_{1}$ and $G_{2}$ be in normal form (see Lemma 2). With the help of the construction of [4, Lemma 6] applied to both $G_{1}$ and $G_{2}$ we obtain delabelings $d_{1}$ and $d_{2}$, regular tree languages $L_{1}, L_{2} \in \operatorname{Reg}$, and deterministic MBOTs $G_{1}^{\prime}$ and $G_{2}^{\prime}$ such that

$$
\tau_{G_{1}}=d_{1}^{-1} ; \operatorname{id}_{L_{1}} ; \tau_{G_{1}^{\prime}} \quad \text { and } \quad \tau_{G_{1}}=d_{2}^{-1} ; \operatorname{id}_{L_{2}} ; \tau_{G_{2}^{\prime}}
$$

This situation is depicted in Figure 3. We observe that
$\tau_{G_{1}}^{-1} ; \tau_{G_{2}}=\left(d_{1}^{-1} ; \operatorname{id}_{L_{1}} ; \tau_{G_{1}^{\prime}}\right)^{-1} ;\left(d_{2}^{-1} ; \operatorname{id}_{L_{2}} ; \tau_{G_{2}^{\prime}}\right)=\tau_{G_{1}^{\prime}}^{-1} ; \operatorname{id}_{L_{1}} ; d_{1} ; d_{2}^{-1} ; \mathrm{id}_{L_{2}} ; \tau_{G_{2}^{\prime}}$.
Next, we show that the composition $d_{1} ; d_{2}^{-1}$ can equivalently be expressed as the composition $e_{2}^{-1} ; e_{1}$ for some delabelings $e_{1}$ and $e_{2}$ following the construction of [3, Sect. II-1-4-2-1]. To this end, let $d_{1}: \Sigma \rightarrow \Delta \cup\{\square\}$, and we set $\Sigma^{\prime}=\{\underline{\sigma} \mid \sigma \in$ $\left.\Sigma, d_{1}(\sigma)=\square\right\}$, which is an alphabet containing copies of the elements of $\Sigma$ that are erased by $d_{1}$. Similarly, let $d_{2}: \Gamma \rightarrow \Delta \cup\{\square\}$, and we set $\Gamma^{\prime}=\left\{\bar{\gamma} \mid \gamma \in \Gamma, d_{2}(\gamma)=\square\right\}$ to an alphabet that contains copies of those elements of $\Gamma$ that are erased by $d_{2}$. Moreover, let

$$
\Delta^{\prime \prime}=\left\{\langle\sigma, \gamma\rangle \mid \sigma \in \Sigma, \gamma \in \Gamma, d_{1}(\sigma)=d_{2}(\gamma) \neq \square\right\}
$$

and $\Delta^{\prime}=\Sigma^{\prime} \cup \Gamma^{\prime} \cup \Delta^{\prime \prime}$. Then we construct the two delabelings $e_{1}: \Delta^{\prime} \rightarrow \Sigma \cup\{\square\}$ and $e_{2}: \Delta^{\prime} \rightarrow \Gamma \cup\{\square\}$ as follows:

$$
\begin{array}{lll}
e_{2}(\underline{\sigma})=\sigma & e_{2}(\bar{\gamma})=\square & e_{2}(\langle\sigma, \gamma\rangle)=\sigma \\
e_{1}(\underline{\sigma})=\square & e_{1}(\bar{\gamma})=\gamma & e_{1}(\langle\sigma, \gamma\rangle)=\gamma
\end{array}
$$

for all $\underline{\sigma} \in \Sigma^{\prime}, \bar{\gamma} \in \Gamma^{\prime}$, and $\langle\sigma, \gamma\rangle \in \Delta^{\prime \prime}$. We leave the formal proof of $d_{1} ; d_{2}^{-1}=e_{2}^{-1} ; e_{1}$ to the interested reader, but mention that it can be achieved by a simple induction. Thus, we arrive at

$$
\tau_{G_{1}}^{-1} ; \tau_{G_{2}}=\tau_{G_{1}^{\prime}}^{-1} ; \operatorname{id}_{L_{1}} ; d_{1} ; d_{2}^{-1} ; \operatorname{id}_{L_{2}} ; \tau_{G_{2}^{\prime}}=\left(\tau_{G_{1}^{\prime}}^{-1} ; \operatorname{id}_{L_{1}} ; e_{2}^{-1}\right) ;\left(e_{1} ; \operatorname{id}_{L_{2}} ; \tau_{G_{2}^{\prime}}\right)
$$

using the just explained exchange of the delabelings. Since inverse delabelings preserve regular tree languages, we let $L_{1}^{\prime}=e_{2}^{-1}\left(L_{1}\right)$ and $L_{2}^{\prime}=e_{1}^{-1}\left(L_{2}\right)$, which are clearly both regular, so also their intersection $L_{1}^{\prime} \cap L_{2}^{\prime}$ is regular [7, 8]. Consequently,

$$
\tau_{G_{1}}^{-1} ; \tau_{G_{2}}=\left(\tau_{G_{1}^{\prime}}^{-1} ; e_{2}^{-1}\right) ; \operatorname{id}_{L_{1}^{\prime} \cap L_{2}^{\prime}} ;\left(e_{1} ; \tau_{G_{2}^{\prime}}\right),
$$

which we can further simplify to $\tau_{G_{1}^{\prime \prime}}^{-1} ; \operatorname{id}_{L_{1}^{\prime} \cap L_{2}^{\prime}} ; \tau_{G_{2}^{\prime \prime}}$ by composing the delabelings $e_{1}$ and $e_{2}$ with the deterministic MBOTs $G_{1}^{\prime}$ and $G_{2}^{\prime}$ to obtain the deterministic MBOTs $G_{1}^{\prime \prime}$ and $G_{2}^{\prime \prime}$, respectively, using [4, Theorem 23]. With this final step, we obtain a bimorphism representation of $\tau_{G_{1}}^{-1} ; \tau_{G_{2}}$ and according to Theorem 4 we have $\tau_{G_{1}}^{-1} ; \tau_{G_{2}} \in$ SFSG.


Figure 3: Illustration of the approach used in the proof of Theorem 5.

| Problem | String level | Tree level |
| :--- | :---: | :---: |
| Parsing | $\mathcal{O}\left(\|G\| \cdot\left(\left\|w_{1}\right\| \cdot\left\|w_{2}\right\|\right)^{2 r+2}\right)$ | $\mathcal{O}\left(\|G\| \cdot\left\|t_{1}\right\| \cdot\left\|t_{2}\right\|\right)$ |
| Translation | $\mathcal{O}\left(\|G\| \cdot\left\|w_{1}\right\|^{r+2}\right)$ | $\mathcal{O}\left(\|G\| \cdot\left\|t_{1}\right\|\right)$ |

Table 1: Complexity results for an SFSG $G$ and input strings $\left(w_{1}, w_{2}\right)$ as well as trees $\left(t_{1}, t_{2}\right)$, where $r=\max \{|\vec{\ell} \cdot \vec{r}| \mid \vec{\ell} \underline{q} \vec{r} \in R\}$ is the length of the longest sequence of input and output tree fragments in a rule of $G$.

Corollary $\mathbf{1}$ (of Theorems 3 and 5 ). SFSG $=$ MBOT $^{-1} ;$ MBOT. $^{\text {. }}$
We conclude with some additional properties of SFSG and their consequences for MBOT using our main result of Corollary 1. In particular, it is known [9] that the output string language of an MBOT is a language generated by an LCFRS (linear context-free rewriting system) [20, 18]. Using Corollary 1, we can conclude that both the input and the output string language of an SFSG are generated by an LCFRS as well. Similarly, together with Theorem 1 we can also conclude that the input and output tree languages are in MRTG. Moreover, we can import several complexity results from MBOT [14] to SFSG as indicated in Table 1.

Lemma 4 (see [16, Example 5]). SFSG is not closed under composition.
Corollary 2. MBOT ; MBOT $^{-1} \nsubseteq$ SFSG.
Proof. Assume on the contrary that MBOT ; MBOT ${ }^{-1} \subseteq$ SFSG. Then

$$
\begin{aligned}
\mathrm{SFSG} ; \mathrm{SFSG} & \subseteq\left(\mathrm{MBOT}^{-1} ; \mathrm{MBOT}^{2}\right) ;\left(\mathrm{MBOT}^{-1} ; \text { MBOT }\right) \subseteq \text { MBOT }^{-1} ; \mathrm{SFSG} ; \mathrm{MBOT} \\
& \subseteq \text { MBOT }^{-1} ;\left(\text { MBOT }^{-1} ; \text { MBOT }\right) ; \text { MBOT } \subseteq \text { MBOT }^{-1} ; \text { MBOT }=\mathrm{SFSG}
\end{aligned}
$$

using Corollary 1, our assumption, Corollary 1, the closure under composition for MBOT [4, Theorem 23], and Corollary 1 once more. However, the result contradicts Lemma 4, thus our assumption is false, proving the result.
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#### Abstract

We introduce weighted variable automata over infinite alphabets and commutative semirings. We prove that the class of their behaviors is closed under sum, and under scalar, Hadamard, Cauchy, and shuffle products, as well as star operation. Furthermore, we consider rational series over infinite alphabets and we state a Kleene-Schützenberger theorem. We introduce a weighted monadic second order logic and a weighted linear dynamic logic over infinite alphabets and investigate their relation to weighted variable automata. An application of our theory, to series over the Boolean semiring, concludes to new results for the class of languages accepted by variable automata.
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## 1 Introduction

The last two decades a large body of research has been devoted to the development of models for infinite state systems which have finite control structure and handle data from an unbounded domain. This research led to the concept of finite automata over infinite alphabets. Motivating examples for such models consist, for instance, XML schemas, software with integer parameters, and system specification and verification. Later on, it came up that finite automata over infinite alphabets can contribute also to a series of interesting topics namely, the problem of query graph databases [33], reasoning about systems with resource generation capabilities [10, 11], learning theories [30], and systems with freshness needed in object-oriented languages and security protocols [6].

Several models of automata with data values, i.e., over infinite alphabets have been investigated, namely register $[24,28,29,37]$, data [5], pebble [28, 36, 39], nominal [10], variable [21, 22], and $P$ automata [9]. All these models refer to qualitative aspects of infinite state systems. Furthermore, rational [1, 25] and logic definable languages $[4,36]$ have been studied over infinite alphabets.

[^22]In this paper we intend to study automata models over infinite alphabets in the quantitative setup. Our motivation origins from the fact that several applications require a quantitative analysis of systems, for instance the resource usage control where resource variables are mapped to infinite domains [10, 11]. It is well-known that weighted automata is a reasonable tool for the description of quantitative features of computing systems [14]. According to our best knowledge, a quantitative counterpart for automata over infinite alphabets does not exist. In [8] the authors considered quantitative infinite alphabets to model controlled variables for the controller synthesis problem from incompatible situations. For our investigation, we chose the concept of variable automata from [21, 22]. Variable automata are simple in their definition and implementation in contrast to other proposed models. Despite their simplicity, variable automata and their extensions appeared to be expressive enough for several applications. Indeed, in [2] the authors introduced fresh variable automata to describe web services in which the agents exchange data ranging over infinite domains. Furthermore, in [3], fresh variable automata were equipped with guards consisting of equalities and disequalities. In [10] variable automata were extended to consume data words, in order to express security policies (safety properties) for model checking programs that dynamically generate and operate over resources. Very recently, variable automata have been also used for querying graph databases [43]. In a similar approach, a variable $L T L$ was has been investigated in [23]. More precisely, the atomic propositions in that logic were parameterized with variables over some finite or infinite domain in order to express specifications over large, possibly infinite domains. The model checking problem has been also studied for that setting (cf. also [38]).

We consider our weighted variable automata over an infinite alphabet $\Sigma$ and a commutative semiring $K$, and provide a systematic study of the class of their behaviors. Our framework builds upon the techniques which were developed in $[26,27]$ for variable tree automata over infinite ranked alphabets. We prove that, if in addition the semiring $K$ is idempotent, then the class of series accepted by our models is closed under sum, and scalar, Hadamard, Cauchy, and shuffle products, as well as under star operation. As we indicate by a simple example, the proofs for the aforementioned properties require new techniques than the well-known ones for recognizable series [14]. We define rational series over infinite alphabets and state a Kleene-Schützenberger type theorem. Furthermore, we introduce a weighted monadic second order logic and a weighted linear dynamic logic over infinite alphabets. We show the expressive equivalence of the latter logic to our weighed automata, whereas the corresponding equivalence requires fragments on the weighted monadic second order logic. Therefore, several well-known results from classical weighted automata theory hold also for our weighted automata over infinite alphabets. Moreover, by considering the Boolean semiring $\mathbb{B}$, we derive as an application of our theory new results for the class of variable automata of [21, 22]. This shows the robustness of our theory and the theory of variable automata [21, 22].

Apart from this Introduction, the paper contains 7 sections. In Section 2 we present some preliminary background. In Section 3 we introduce our weighted variable automata and in Section 4 we establish the closure properties of the class
of series accepted by our models. Then, in Section 5 we consider rational series over infinite alphabets and state our Kleene-Schützenberger theorem. Sections 6 and 7, respectively are devoted to weighted monadic second order logic and weighted linear dynamic logic, and their relation to weighted variable automata. In Section 8 we expose the new results on variable automata derived by our theory. Finally, in the Conclusion, we present some ideas for future research.

A preliminary version of this paper appeared in [32] (cf. also [31]).

## 2 Preliminaries

Let $\Sigma$ be an alphabet, i.e., a nonempty (potentially infinite) set. As usually, we denote by $\Sigma^{*}$ the set of all finite words over $\Sigma$ and $\Sigma^{+}=\Sigma^{*} \backslash\{\varepsilon\}$, where $\varepsilon$ is the empty word. A subset $L \subseteq \Sigma^{*}$ is a language over $\Sigma$. A word $w=\sigma_{0} \ldots \sigma_{n-1}$, where $\sigma_{0}, \ldots, \sigma_{n-1} \in \Sigma(n \geq 1)$, is written also as $w=w(0) \ldots w(n-1)$ where $w(i)=\sigma_{i}$ for every $0 \leq i \leq n-1$. For every finite word $w=w(0) \ldots w(n-1)$ and every $0 \leq i \leq n-1$ we denote by $w \geq i$ the suffix $w(i) \ldots w(n-1)$. If $S$ is a set, then $\mathcal{P}(S)$ will denote the powerset of $S$, and the notation $S^{\prime} \subseteq_{\text {fin }} S$ means that $S^{\prime}$ is a finite subset of $S$.

A semiring $(K,+, \cdot, 0,1)$ is an algebraic structure such that $(K,+, 0)$ is a commutative monoid, $(K, \cdot, 1)$ is a monoid, $0 \neq 1, \cdot$ is both left- and right-distributive over + , and $0 \cdot k=k \cdot 0=0$ for every $k \in K$. If no confusion arises, we shall denote the semiring simply by $K$ and the operation simply by concatenation. The semiring $K$ is called commutative if the monoid $(K, \cdot, 1)$ is commutative. Moreover, $K$ is called additively idempotent (or simply idempotent), if $k+k=k$ for every $k \in K$. Finally, $K$ is called locally finite if every finitely generated subsemiring is finite. Interesting examples of semirings are the following:

- the semiring $(\mathbb{N},+, \cdot, 0,1)$ of natural numbers,
- the Boolean semiring $\mathbb{B}=(\{0,1\},+, \cdot, 0,1)$,
- the tropical or min-plus semiring $\left(\mathbb{R}_{+} \cup\{\infty\}\right.$, min $\left.,+, \infty, 0\right)$ where $\mathbb{R}_{+}=\{r \in$ $\mathbb{R} \mid r \geq 0\}$,
- the arctical or max-plus semiring $\left(\mathbb{R}_{+} \cup\{-\infty\}\right.$, max $\left.,+,-\infty, 0\right)$,
- the Viterbi semiring $([0,1], \max , \cdot, 0,1)$,
- every bounded distributive lattice with the operations supremum and infimum, and especially the fuzzy semiring $F=([0,1]$, max, min, 0,1$)$.

All the above semirings, except the first one, are idempotent.

Let $\Sigma$ be an alphabet and $K$ a semiring. A formal series (or simply series) over $\Sigma$ and $K$ is a mapping $s: \Sigma^{*} \rightarrow K$. For every $w \in \Sigma^{*}$ we write $(s, w)$ for the value $s(w)$ and refer to it as the coefficient of $s$ on $w$. The support of $s$ is
the set $\operatorname{supp}(s)=\left\{w \in \Sigma^{*} \mid(s, w) \neq 0\right\}$. A series with finite support is called a polynomial. The constant series $\widetilde{k}(k \in K)$ is defined, for every $w \in \Sigma^{*}$, by $(\widetilde{k}, w)=k$. Moreover, for every $w \in \Sigma^{*}$, we denote by $\bar{w}$ the series determined, for every $u \in \Sigma^{*}$, by $(\bar{w}, u)=1$ if $u=w$ and 0 , otherwise. The class of all series over $\Sigma$ and $K$ is denoted as usual by $K\left\langle\left\langle\Sigma^{*}\right\rangle\right\rangle$, and the class of polynomials over $\Sigma$ and $K$ by $K\left\langle\Sigma^{*}\right\rangle$. The characteristic series $1_{L} \in K\left\langle\left\langle\Sigma^{*}\right\rangle\right\rangle$ of a language $L \subseteq \Sigma^{*}$ is defined by $\left(1_{L}, w\right)=1$ if $w \in L$ and $\left(1_{L}, w\right)=0$ otherwise.

Let $s, r \in K\left\langle\left\langle\Sigma^{*}\right\rangle\right\rangle$ and $k \in K$. The sum $s+r$, the scalar products $k s$ and $s k$ as well as the Hadamard product $s \odot r$ are defined elementwise by $(s+$ $r, w)=(s, w)+(r, w),(k s, w)=k \cdot(s, w),(s k, w)=(s, w) \cdot k$, and $(s \odot r, w)=$ $(s, w) \cdot(r, w)$, respectively, for every $w \in \Sigma^{*}$. It is well-known that the structures $\left(K\left\langle\left\langle\Sigma^{*}\right\rangle\right\rangle,+, \odot, \widetilde{0}, \widetilde{1}\right)$ and $\left(K\left\langle\Sigma^{*}\right\rangle,+, \odot, \widetilde{0}, \widetilde{1}\right)$ are semirings, which moreover are commutative (resp. idempotent) whenever $K$ is commutative (resp. idempotent).

The Cauchy product of $r$ and $s$ is the series $r \cdot s \in K\left\langle\left\langle\Sigma^{*}\right\rangle\right\rangle$ defined for every $w \in \Sigma^{*}$ by

$$
(r \cdot s, w)=\sum_{\substack{u, v \in \Sigma^{*} \\ w=u v}}((r, u) \cdot(s, v))
$$

The $n$ th-iteration $r^{n} \in K\left\langle\left\langle\Sigma^{*}\right\rangle\right\rangle(n \geq 0)$ of a series $r \in K\left\langle\left\langle\Sigma^{*}\right\rangle\right\rangle$ is defined inductively by

$$
r^{0}=\bar{\varepsilon} \quad \text { and } \quad r^{n+1}=r \cdot r^{n} \text { for } n \geq 0
$$

Then, we have $\left(r^{n}, w\right)=\sum_{\begin{array}{c}u_{1}, \ldots, u_{n} \in \Sigma^{*} \\ w=u_{1} \ldots u_{n}\end{array}}\left(\left(r, u_{1}\right) \cdot \ldots \cdot\left(r, u_{n}\right)\right)$ for every $w \in \Sigma^{*}$. A
series $r \in K\left\langle\left\langle\Sigma^{*}\right\rangle\right\rangle$ is called proper whenever $(r, \varepsilon)=0$. If $r$ is proper, then for every $w \in \Sigma^{*}$ and $n>|w|$ we have $\left(r^{n}, w\right)=0$. The star $r^{*} \in K\left\langle\left\langle\Sigma^{*}\right\rangle\right\rangle$ of a proper series $r \in K\left\langle\left\langle\Sigma^{*}\right\rangle\right\rangle$ is defined by $r^{*}=\sum_{n \geq 0} r^{n}$. Thus, for every $w \in \Sigma^{*}$ we have $\left(r^{*}, w\right)=\sum_{0 \leq n \leq|w|}\left(r^{n}, w\right)$.

Finally, the shuffle product of $r$ and $s$ is the series $r Ш s \in K\left\langle\left\langle\Sigma^{*}\right\rangle\right\rangle$ defined for every $w \in \Sigma^{*}$ by

$$
(r ш s, w)=\sum_{\substack{u, v \in \Sigma^{*} \\ w \in u \amalg v}}((r, u) \cdot(s, v))
$$

where $u \amalg v$ denotes the shuffle product of $u$ and $v$.
Next we turn to weighted automata. For this we assume the alphabet $\Sigma$ to be finite. A weighted automaton over $\Sigma$ and $K$ is a quadruple $A=(Q, i n, w t, t e r)$ where $Q$ is the finite state set, in : $Q \rightarrow K$ is the initial distribution, wt: $Q \times \Sigma \times$ $Q \rightarrow K$ is a mapping assigning weights to the transitions of the automaton, and ter : $Q \rightarrow K$ is the final (or terminal) distribution.

Let $w=w(0) \ldots w(n-1) \in \Sigma^{*}$. A path of $A$ over $w$ is a sequence of transitions
$P_{w}:=\left(\left(q_{i}, w(i), q_{i+1}\right)\right)_{0 \leq i \leq n-1}$. The weight of $P_{w}$ is given by the value

$$
\text { weight }\left(P_{w}\right)=\operatorname{in}\left(q_{0}\right) \cdot \prod_{0 \leq i \leq n-1} w t\left(\left(q_{i}, w(i), q_{i+1}\right)\right) \cdot \operatorname{ter}\left(q_{n}\right) .
$$

The behavior of $A$ is the series $\|A\|: \Sigma^{*} \rightarrow K$ whose coefficients are given by

$$
(\|A\|, w)=\sum_{P_{w}} w e i g h t\left(P_{w}\right)
$$

for every $w \in \Sigma^{*}$.
A series $s \in K\left\langle\left\langle\Sigma^{*}\right\rangle\right\rangle$ is called recognizable if $s=\|A\|$ for some weighted automaton $A$ over $\Sigma$ and $K$. As usual we denote by $\operatorname{Rec}(K, \Sigma)$ the class of recognizable series over $\Sigma$ and $K$. Two weighted automata $A=(Q, i n, w t, t e r)$ and $A^{\prime}=\left(Q^{\prime}, i n^{\prime}, w t^{\prime}, t e r^{\prime}\right)$ over $\Sigma$ and $K$ are called equivalent if $\|A\|=\left\|A^{\prime}\right\|$.

Finally, a weighted automaton $A=(Q, i n, w t, t e r)$ over $\Sigma$ and $K$ is called normalized if there exist two states $q_{i n}, q_{t e r} \in Q, q_{\text {in }} \neq q_{\text {ter }}$, such that:

- $\operatorname{in}(q)=1$ if $q=q_{i n}$, and $\operatorname{in}(q)=0$ otherwise,
- $\operatorname{ter}(q)=1$ if $q=q_{\text {ter }}$, and $\operatorname{ter}(q)=0$ otherwise, and
- $w t\left(\left(q, \sigma, q_{\text {in }}\right)\right)=w t\left(\left(q_{t e r}, \sigma, q\right)\right)=0$
for every $q \in Q, \sigma \in \Sigma$. We shall denote a normalized weighted automaton $A=$ ( $Q$, in, wt, ter $)$ simply by $A=\left(Q, q_{i n}, w t, q_{t e r}\right)$. The next result has been proved by several authors, cf. for instance [18].

Proposition 1. Let $A=(Q, i n, w t, t e r)$ be a weighted automaton over $\Sigma$ and $K$. We can effectively construct a normalized weighted automaton $A^{\prime}$ such that $\left(\left\|A^{\prime}\right\|, w\right)=(\|A\|, w)$ for every $w \in \Sigma^{+}$and $\left(\left\|A^{\prime}\right\|, \varepsilon\right)=0$.

## 3 Weighted variable automata

In this section we introduce the notion of our weighted variable automata. We show that the well-known constructions on weighted automata are not sufficient to obtain the closure properties of the class of series recognized by our models. Therefore, we provide some supplementary matter and we state Lemma 1 which will be needed in the sequel in our constructions.

Let $\Sigma, \Sigma^{\prime}$ be (infinite) alphabets. A relabeling from $\Sigma$ to $\Sigma^{\prime}$ is a mapping $h: \Sigma \rightarrow \mathcal{P}\left(\Sigma^{\prime}\right)$. Next let $\Gamma \subseteq_{\text {fin }} \Sigma, Z$ be a finite set whose elements are called bounded variables and $y$ an element which is called a free variable. We assume that the sets $\Sigma, Z$, and $\{y\}$ are pairwise disjoint. A relabeling $h$ from $\Gamma \cup Z \cup\{y\}$ to $\Sigma$ is called valid if
(i) it is the identity on $\Gamma,{ }^{1}$

[^23](ii) $\operatorname{card}(h(z))=1$ for every $z \in Z$,
(iii) $h$ is injective on $Z$ and $\Gamma \cap h(Z)=\emptyset$, and
(iv) $h(y)=\Sigma \backslash(\Gamma \cup h(Z))$.

The above definition means that the application of $h$ on a word $w$ over $\Gamma \cup Z \cup\{y\}$ assigns to every occurrence of a symbol $z \in Z$ in $w$ the same symbol from $\Sigma$, but it is possible to assign different symbols from $\Sigma$ to different occurrences of $y$ in $w$. This justifies the names bounded and free for the set of variables $Z$ and the variable $y$, respectively. It should be clear that a valid relabeling from $\Gamma \cup Z \cup\{y\}$ to $\Sigma$ is well-defined if it is defined only on $Z$ satisfying conditions (ii) and (iii). We shall denote by $V R(\Gamma \cup Z \cup\{y\}, \Sigma)$ the set of all valid relabelings from $\Gamma \cup Z \cup\{y\}$ to $\Sigma$, and simply by $V R(\Gamma \cup Z \cup\{y\})$ if the alphabet $\Sigma$ is understood.

We set $\Delta=\Gamma \cup Z \cup\{y\}$ and let $w \in \Sigma^{*}$. The preimage of $w$ over $\Delta$ is the set $\operatorname{preim}_{\Delta}(w)=\left\{u \in \Delta^{*} \mid\right.$ there exists $h \in V R(\Delta)$ such that $\left.u \in h^{-1}(w)\right\}$.

Now we are ready to introduce our weighted variable automata over the infinite alphabet $\Sigma$ and a semiring $K$.

Definition 1. $A$ weighted variable automaton (wva for short) over $\Sigma$ and $K$ is a pair $\mathcal{A}=\langle\Sigma, A\rangle$ where $\Sigma$ is an infinite alphabet and $A=(Q$, in, wt,ter $)$ is a weighted automaton over $\Gamma_{A}$ and $K$. The input alphabet $\Gamma_{A}$ of $A$ is defined by $\Gamma_{A}=\Sigma_{A} \cup Z \cup\{y\}$, where $\Sigma_{A} \subseteq_{\text {fin }} \Sigma, Z$ is a finite alphabet of bounded variables, and $y$ is $a$ free variable.

The behavior of $\mathcal{A}$ is the series $\|\mathcal{A}\|: \Sigma^{*} \rightarrow K$ whose coefficients are determined by

$$
(\|\mathcal{A}\|, w)=\sum_{u \in \operatorname{preim}_{\Gamma_{A}}(w)}(\|A\|, u)
$$

for every $w \in \Sigma^{*}$. Clearly, the above sum is finite and thus $(\|\mathcal{A}\|, w)$ is well-defined for every $w \in \Sigma^{*}$.

Two wva $\mathcal{A}$ and $\mathcal{A}^{\prime}$ over $\Sigma$ and $K$ are called equivalent whenever $\|\mathcal{A}\|=\left\|\mathcal{A}^{\prime}\right\|$.
A series $r$ over $\Sigma$ and $K$ is called $v$-recognizable if there exists a wva $\mathcal{A}$ such that $r=\|\mathcal{A}\|$. We shall denote by $V \operatorname{Rec}(K, \Sigma)$ the class of v-recognizable series over $\Sigma$ and $K$. It should be clear that every weighted automaton $A$ over a subalphabet $\Sigma^{\prime} \subseteq_{f i n} \Sigma$ and $K$ can be considered as a wva such that its transitions labelled by variables carry the weight 0 . Therefore, we get the next result, where the strictness of the inclusion trivially holds by the definition of wva.

Proposition 2. $\underset{\Sigma^{\prime} \subseteq f i n}{\bigcup} \operatorname{Rec}\left(K, \Sigma^{\prime}\right) \subsetneq V \operatorname{Rec}(K, \Sigma)$.
Throughout the paper $\Sigma$ will denote an infinite alphabet, $Z$ a finite set of bounded variables, $y$ a free variable, and $K$ a commutative semiring. In addition, in the present and the next section, $K$ will be assumed to be idempotent.

In the sequel, we will call a wva $\mathcal{A}=\langle\Sigma, A\rangle$ over $\Sigma$ and $K$, simply a wva.
Definition 2. $A$ wva $\mathcal{A}=\langle\Sigma, A\rangle$ is called normalized if $A$ is normalized.
Proposition 3. Let $\mathcal{A}=\langle\Sigma, A\rangle$ be a wva. We can effectively construct a normalized wva $\mathcal{A}^{\prime}$ such that $\left(\left\|\mathcal{A}^{\prime}\right\|, w\right)=(\|\mathcal{A}\|, w)$ for every $w \in \Sigma^{+}$and $\left(\left\|\mathcal{A}^{\prime}\right\|, \varepsilon\right)=0$.

Proof. We immediately obtain our result by Proposition 1 and Definition 2.

In the sequel, we wish to investigate closure properties of the class $V \operatorname{Rec}(K, \Sigma)$. For this, we cannot apply the well-known constructions from classical weighted automata theory. For instance, let $\mathcal{A}=\langle\Sigma, A\rangle$ be a normalized wva, where $A=$ $\left(\left\{q_{i n}, q, q_{\text {ter }}\right\}, q_{\text {in }}, w t_{A}, q_{\text {ter }}\right), \Gamma_{A}=\{a\} \cup\{z\} \cup\{y\}$ and transitions with non-zero weights given by $w t_{A}\left(\left(q_{i n}, a, q\right)\right)=w t_{A}\left(\left(q, z, q_{t e r}\right)\right)=1$. Consider also the normalized wva $\mathcal{A}^{\prime}=\left\langle\Sigma, A^{\prime}\right\rangle$ where $A^{\prime}=\left(\left\{q_{\text {in }}^{\prime}, q_{t e r}^{\prime}\right\}, q_{\text {in }}^{\prime}, w t_{A^{\prime}}, q_{\text {ter }}^{\prime}\right), \Gamma_{A^{\prime}}=\left\{a^{\prime}\right\} \cup\left\{z^{\prime}\right\} \cup\left\{y^{\prime}\right\}$ and $w t_{A^{\prime}}\left(\left(q_{\text {in }}^{\prime}, a^{\prime}, q_{\text {ter }}^{\prime}\right)\right)=w t_{A^{\prime}}\left(\left(q_{\text {in }}^{\prime}, y^{\prime}, q_{\text {ter }}^{\prime}\right)\right)=1$. Moreover, let us assume that $a \neq a^{\prime}$. Clearly, $\left(\|\mathcal{A}\|, a a^{\prime}\right)=1$ and $\left(\left\|\mathcal{A}^{\prime}\right\|, a^{\prime}\right)=1$. Nevertheless, if we consider the disjoint union of $A$ and $A^{\prime}$, say the weighted automaton $B$, then $a, a^{\prime} \in \Gamma_{B}$ which implies that we cannot apply a valid relabeling assigning the letter $a^{\prime}$ to $z$. This in turn, implies that the word $a a^{\prime}$ does not belong to the support of the wva derived by the weighted automaton $B$. Furthermore, another problem of this construction is the choice of the free variable among $y$ and $y^{\prime}$ which moreover causes new inconsistencies. Similar, even more complex, situations arise for the constructions of wva proving closure under further properties like Hadamard, Cauchy, and shuffle product. Therefore, we state Lemma 1 below which will be of great importance to our constructions for the closure properties of the class $V \operatorname{Rec}(K, \Sigma)$. We shall need some preliminary matter.

Let $\mathcal{A}=\langle\Sigma, A\rangle$ be a wva where $A=(Q$, in, wt,ter $)$ with $\Gamma_{A}=\Sigma_{A} \cup Z \cup\{y\}$, and $\Sigma^{\prime} \subseteq_{f i n} \Sigma$ such that $\Sigma^{\prime} \backslash \Sigma_{A} \neq \emptyset$. We define on $V R\left(\Gamma_{A}\right)$ the relation $\equiv_{\Sigma^{\prime}}$ determined for every $h_{1}, h_{2} \in V R\left(\Gamma_{A}\right)$ by

$$
h_{1} \equiv \Sigma_{\Sigma^{\prime}} h_{2} \quad \text { iff } \quad h_{1}(\sigma) \cap \Sigma^{\prime}=h_{2}(\sigma) \cap \Sigma^{\prime} \text { for every } \sigma \in Z \cup\{y\} .
$$

It should be clear that $\equiv_{\Sigma^{\prime}}$ is an equivalence relation. Moreover, since $Z \cup\{y\}$ and $\Sigma^{\prime}$ are finite, the index of $\equiv_{\Sigma^{\prime}}$ is finite. Let $V$ be a set of representatives of $V R\left(\Gamma_{A}\right) / \equiv_{\Sigma^{\prime}}$. For every $h \in V$, we let $Z_{h}=\left\{z \in Z \mid h(z) \in \Sigma^{\prime}\right\}$ and $\Gamma_{h}=\Sigma_{A} \cup$ $\Sigma^{\prime} \cup\left(Z \backslash Z_{h}\right) \cup\{y\}$, and we consider the weighted automaton $A_{h}=\left(Q_{h}, i n_{h}, w t_{h}, t e r_{h}\right)$ over $\Gamma_{h}$ and $K$, where $Q_{h}=\left\{q_{h} \mid q \in Q\right\}$ is a copy of $Q, i n_{h}\left(q_{h}\right)=i n(q)$ and $\operatorname{ter}_{h}\left(q_{h}\right)=\operatorname{ter}(q)$ for every $q_{h} \in Q_{h}$. The weight assignment mapping $w t_{h}$ is defined as follows. For every $q_{h}, q_{h}^{\prime} \in Q_{h}, \sigma \in \Gamma_{h}$, we let

$$
w t_{h}\left(\left(q_{h}, \sigma, q_{h}^{\prime}\right)\right)= \begin{cases}w t\left(\left(q, \sigma, q^{\prime}\right)\right) & \text { if } \sigma \in \Sigma_{A} \cup\left(Z \backslash Z_{h}\right) \cup\{y\} \\ w t\left(\left(q, z, q^{\prime}\right)\right) & \text { if } \sigma=h(z) \text { and } z \in Z_{h} \\ w t\left(\left(q, y, q^{\prime}\right)\right) & \text { if } \sigma \in h(y) \cap \Sigma^{\prime} \\ 0 & \text { otherwise }\end{cases}
$$

Without any loss, we assume that the sets $Q_{h}$ are pairwise disjoint. We let $Q_{V}=$ $\bigcup_{h \in V} Q_{h}, \Gamma_{V}=\Sigma_{A} \cup \Sigma^{\prime} \cup Z \cup\{y\}$, and consider the wva $\mathcal{A}_{\left(\Sigma^{\prime}, V\right)}=\left\langle\Sigma, A_{\left(\Sigma^{\prime}, V\right)}\right\rangle$ over $\Sigma$ and $K$, where $A_{\left(\Sigma^{\prime}, V\right)}=\left(Q_{V}, i n_{V}, w t_{V}\right.$, ter $\left._{V}\right)$ is a weighted automaton with input alphabet $\Gamma_{V}$. Its initial and final distribution are defined, respectively, by $\operatorname{in}_{V}(q)=\operatorname{in}_{h}(q), \operatorname{ter}_{V}(q)=\operatorname{ter}_{h}(q)$ for every $q \in Q_{h}, h \in V$. The weight assignment mapping $w t_{V}: Q_{V} \times \Gamma_{V} \times Q_{V} \rightarrow K$ is given by

$$
w t_{V}\left(\left(q, \sigma, q^{\prime}\right)\right)= \begin{cases}w t_{h}\left(\left(q, \sigma, q^{\prime}\right)\right) & \text { if } q, q^{\prime} \in Q_{h} \text { for some } h \in V \\ 0 & \text { otherwise }\end{cases}
$$

for every $q, q^{\prime} \in Q_{V}, \sigma \in \Gamma_{V}$.
Since the weighted automaton $A_{\left(\Sigma^{\prime}, V\right)}$ is the disjoint union of $A_{h}, h \in V$, we get that $\left\|A_{\left(\Sigma^{\prime}, V\right)}\right\|=\sum_{h \in V}\left\|A_{h}\right\|$. Therefore, for every $w \in \Sigma^{*}$, we have

$$
\left(\left\|\mathcal{A}_{\left(\Sigma^{\prime}, V\right)}\right\|, w\right)=\sum_{u \in \operatorname{preim}_{\Gamma_{V}}(w)}\left(\left\|A_{\left(\Sigma^{\prime}, V\right)}\right\|, u\right)=\sum_{h \in V} \sum_{u \in \operatorname{preim}_{\Gamma_{h}}(w)}\left(\left\|A_{h}\right\|, u\right)
$$

Lemma 1. $\|\mathcal{A}\|=\left\|\mathcal{A}_{\left(\Sigma^{\prime}, V\right)}\right\|$.
Proof. Let $w=w(0) \ldots w(n-1) \in \Sigma^{*}$. Consider a word $u=u(0) \ldots u(n-1) \in$ $\operatorname{preim}_{\Gamma_{A}}(w)$ and a valid relabeling $h \in V R\left(\Gamma_{A}\right)$ with $w \in h(u)$. We define the word $u^{\prime}=u^{\prime}(0) \ldots u^{\prime}(n-1) \in \Gamma_{V}^{*}$ as follows:

$$
u^{\prime}(i)= \begin{cases}u(i) & \text { if }\left(u(i) \in \Sigma_{A} \cup Z \backslash Z_{h}\right) \text { or }\left(u(i)=y \text { and } w(i) \notin \Sigma^{\prime} \backslash \Sigma_{A}\right) \\ w(i) & \text { if }\left(u(i) \in Z_{h}\right) \text { or }\left(u(i)=y \text { and } w(i) \in \Sigma^{\prime} \backslash \Sigma_{A}\right)\end{cases}
$$

for every $0 \leq i \leq n-1$.
We consider the set of valid relabelings $V^{\prime} \subseteq V$ as follows: $g \in V^{\prime}$ implies that $g(z)=h(z)$ for every $z \in Z_{h} \cap\{u(i) \mid 0 \leq i \leq n-1\}$ and $g(y) \cap \Sigma^{\prime}=h(y) \cap \Sigma^{\prime}$ whenever $u(i)=y$ and $w(i) \in \Sigma^{\prime}$ for some $0 \leq i \leq n-1$. Let $P_{u}^{(A)}$ be a path of $A$ over $u$. Then, by construction of $A_{\left(\Sigma^{\prime}, V\right)}$, for every $g \in V^{\prime}$, there exists a path $P_{u^{\prime}}^{\left(A_{g}\right)}$ of $A_{g}$ over $u^{\prime}$ with weight $\left(P_{u^{\prime}}^{\left(A_{g}\right)}\right)=$ weight $\left(P_{u}^{(A)}\right)$. Clearly, there are $r=\operatorname{card}\left(V^{\prime}\right)$ such paths and since $K$ is idempotent, we get $\sum_{g \in V^{\prime}}$ weight $\left(P_{u^{\prime}}^{\left(A_{g}\right)}\right)=$ weight $\left(P_{u}^{(A)}\right)$. On the other hand, for every $g \in V \backslash V^{\prime}$ and path $P_{u^{\prime}}^{\left(A_{g}\right)}$ of $A_{g}$, we have weight $\left(P_{u^{\prime}}^{\left(A_{g}\right)}\right)=0$. Therefore, we obtain

$$
\sum_{P_{u}^{(A)}} w e i g h t\left(P_{u}^{(A)}\right)=\sum_{g \in V} \sum_{P_{u^{\prime}}^{\left(A_{g}\right)}} \text { weight }\left(P_{u^{\prime}}^{\left(A_{g}\right)}\right) .
$$

We define the valid relabeling $h^{\prime} \in V R\left(\Gamma_{V}\right)$ as follows:

$$
\text { - } h^{\prime}(z)=h(z) \text { for every } z \in Z \backslash Z_{h}
$$

and we let, nondeterministically,

- $h^{\prime}(z) \in \Sigma \backslash\left(\Sigma_{A} \cup \Sigma^{\prime} \cup h\left(Z \backslash Z_{h}\right) \cup\{w(i) \mid 0 \leq i \leq n-1\right.$ and $\left.w(i) \in h(y)\}\right)$ for every $z \in Z_{h}$.
Then we have $w \in h^{\prime}\left(u^{\prime}\right)$ which implies that $u^{\prime} \in \operatorname{preim}_{\Gamma_{V}}(w)$.
Conversely, let $u^{\prime}=u^{\prime}(0) \ldots u^{\prime}(n-1) \in \operatorname{preim}_{\Gamma_{V}}(w)$. Hence, there is a valid relabeling $h^{\prime} \in V R\left(\Gamma_{V}\right)$ such that $w \in h^{\prime}\left(u^{\prime}\right)$. By construction of $A_{\left(\Sigma^{\prime}, V\right)}$, there is a valid relabeling $h$ from $\Gamma_{A}$ to $\Sigma$ and a word $u=u(0) \ldots u(n-1) \in \Gamma_{A}^{*}$ such that

$$
u(i)= \begin{cases}u^{\prime}(i) & \text { if } u^{\prime}(i) \in \Sigma_{A} \cup Z \backslash Z_{h} \\ z & \text { if } u^{\prime}(i)=h(z) \text { and } z \in Z_{h} \\ y & \text { if } u^{\prime}(i) \in\left(h(y) \cap \Sigma^{\prime}\right) \cup\{y\}\end{cases}
$$

for every $0 \leq i \leq n-1$. Keeping the previous notations, for every $g \in V^{\prime}$, there is a path $P_{u^{\prime}}^{\left(A_{g}\right)}$ of the weighted automaton $A_{g}$ over $u^{\prime}$. By construction of $A_{\left(\Sigma^{\prime}, V\right)}$, all such paths $P_{u^{\prime}}^{\left(A_{g}\right)}\left(g \in V^{\prime}\right)$ have the same weight and there exist $r=\operatorname{card}\left(V^{\prime}\right)$ such paths. Furthermore, for every $g \in V^{\prime}$ and $P_{u^{\prime}}^{\left(A_{g}\right)}$ there is a path $P_{u}^{(A)}$ of $A$ over $u$ with weight $\left(P_{u}^{(A)}\right)=$ weight $\left(P_{u^{\prime}}^{\left(A_{g}\right)}\right)$, and since $K$ is idempotent we get weight $\left(P_{u}^{(A)}\right)=\sum_{g \in V^{\prime}}$ weight $\left(P_{u^{\prime}}^{\left(A_{g}\right)}\right)$. On the other hand, for every $g \in V \backslash V^{\prime}$ and path $P_{u^{\prime}}^{\left(A_{g}\right)}$ of $A_{g}$, we have that weight $\left(P_{u^{\prime}}^{\left(A_{g}\right)}\right)=0$. Therefore $\sum_{g \in V} \sum_{P_{u^{\prime}}^{\left(A_{g}\right)}}$ weight $\left(P_{u^{\prime}}^{\left(A_{g}\right)}\right)=\sum_{P_{u}^{(A)}}$ weight $\left(P_{u}^{(A)}\right)$. We consider the relabeling $h^{\prime \prime}$ from $\Gamma_{A}^{u^{\prime}}$ to $\Sigma$ defined in the following way. It is the identity on $\Sigma_{A}, h^{\prime \prime}(z)=$ $h^{\prime}(z)$ for every $z \in Z \backslash Z_{h}, h^{\prime \prime}(z)=h(z)$ for every $z \in Z_{h}$, and $h^{\prime \prime}(y)=h^{\prime}(y) \cup$ $\left(\left(h(y) \cap \Sigma^{\prime}\right) \backslash h\left(Z_{h}\right)\right)$ (in fact $\left(h(y) \cap \Sigma^{\prime}\right) \cap h\left(Z_{h}\right)=\emptyset$ since $h$ is a valid relabeling on $\Gamma_{A}$ ). Trivially $h^{\prime \prime}$ is a valid relabeling and $w \in h^{\prime \prime}(u)$ which implies that $u \in$ $\operatorname{preim}_{\Gamma_{A}}(w)$.

We conclude that for every $w \in \Sigma^{*}$ we have

$$
\begin{aligned}
\left(\left\|\mathcal{A}_{\left(\Sigma^{\prime}, V\right)}\right\|, w\right) & =\sum_{u^{\prime} \in \operatorname{preim}_{\Gamma_{V}}(w)}\left(\left\|A_{\left(\Sigma^{\prime}, V\right)}\right\|, u^{\prime}\right)=\sum_{u^{\prime} \in \text { preim }_{\Gamma_{V}}(w)} \sum_{g \in V}\left(\left\|A_{g}\right\|, u^{\prime}\right) \\
& =\sum_{u^{\prime} \in \operatorname{preim}_{\Gamma_{V}}(w)} \sum_{g \in V} \sum_{P_{u^{\prime}}^{\left(A_{g}\right)}} \operatorname{weight}\left(P_{u^{\prime}}^{\left(A_{g}\right)}\right) \\
& =\sum_{u \in \operatorname{preim}_{\Gamma_{A}}(w)} \sum_{P_{u}^{(A)}} \text { weight }\left(P_{u}^{(A)}\right) \\
& =\sum_{u \in \operatorname{preim}_{\Gamma_{A}}(w)}(\|A\|, u)=(\|\mathcal{A}\|, w)
\end{aligned}
$$

and we are done.

## 4 Closure properties of the class $V \operatorname{Rec}(K, \Sigma)$

In this section, we investigate closure properties of the class of v-recognizable series over the infinite alphabet $\Sigma$ and the semiring $K$. More precisely, we show that the class $V \operatorname{Rec}(K, \Sigma)$ is closed under sum, and under scalar, Hadamard, Cauchy and shuffle products, as well as star operation.
Proposition 4. The class $V \operatorname{Rec}(K, \Sigma)$ is closed under sum.
Proof. Let $r^{(i)} \in V \operatorname{Rec}(K, \Sigma)$ with $i=1,2$. Then there exist two wva $\mathcal{A}^{(i)}=$ $\left\langle\Sigma, A^{(i)}\right\rangle$ with $A^{(i)}=\left(Q^{(i)}, i n^{(i)}, w t^{(i)}, t e r^{(i)}\right)$ and $\Gamma^{(i)}=\Sigma^{(i)} \cup Z^{(i)} \cup\left\{y^{(i)}\right\}$, accepting $r^{(i)}$, for $i=1,2$. Without any loss, we assume that $Q^{(1)} \cap Q^{(2)}=\emptyset$ and $\left(Z^{(1)} \cup\left\{y^{(1)}\right\}\right) \cap\left(Z^{(2)} \cup\left\{y^{(2)}\right\}\right)=\emptyset$. We consider the wva $\mathcal{A}_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}=$ $\left\langle\Sigma, A_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}\right\rangle$ with $A_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}=\left(Q_{V_{1}}^{(1)}, i n_{V_{1}}^{(1)}, w t_{V_{1}}^{(1)}, \operatorname{ter}_{V_{1}}^{(1)}\right)$ over $\Gamma^{(1)} \cup \Sigma^{(2)}$ and $K$ and the wva $\mathcal{A}_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}=\left\langle\Sigma, A_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}\right\rangle$ with $A_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}=\left(Q_{V_{2}}^{(2)}, i n_{V_{2}}^{(2)}, w t_{V_{2}}^{(2)}\right.$, ter $\left.V_{V_{2}}^{(2)}\right)$ over $\Gamma^{(2)} \cup \Sigma^{(1)}$ and $K$, determined by the procedure before Lemma 1. Moreover, without any loss, we assume that $Q_{V_{1}}^{(1)} \cap Q_{V_{2}}^{(2)}=\emptyset$. By Lemma 1 we have $\left\|\mathcal{A}_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}\right\|=r^{(1)}$ and $\left\|\mathcal{A}_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}\right\|=r^{(2)}$. Let $Q=Q_{V_{1}}^{(1)} \cup Q_{V_{2}}^{(2)}$ and $\Gamma=$ $\Sigma^{(1)} \cup \Sigma^{(2)} \cup Z^{(1)} \cup Z^{(2)} \cup\{y\}$, where $y$ denotes a new free variable different from $y^{(1)}$ and $y^{(2)}$. We consider the wva $\mathcal{A}=\langle\Sigma, A\rangle$ with $A=(Q$, in, wt,ter $)$ where in and ter are defined, for every $q \in Q$, respectively by

$$
\operatorname{in}(q)=\left\{\begin{array}{ll}
i n_{V_{1}}^{(1)}(q) & \text { if } q \in Q_{V_{1}}^{(1)} \\
i n_{V_{2}}^{(2)}(q) & \text { if } q \in Q_{V_{2}}^{(2)}
\end{array} \quad \text { and } \quad \operatorname{ter}(q)= \begin{cases}\operatorname{ter}_{V_{1}}^{(1)}(q) & \text { if } q \in Q_{V_{1}}^{(1)} \\
\operatorname{ter}_{V_{2}}^{(2)}(q) & \text { if } q \in Q_{V_{2}}^{(2)}\end{cases}\right.
$$

The weight assignment mapping $w t: Q \times \Gamma \times Q \rightarrow K$ is defined as follows:

$$
w t\left(\left(q, \sigma, q^{\prime}\right)\right)= \begin{cases}w t_{V_{1}}^{(1)}\left(\left(q, \sigma, q^{\prime}\right)\right) & \text { if } q, q^{\prime} \in Q_{V_{1}}^{(1)}, \sigma \in \Gamma \backslash\{y\} \\ w t_{V_{2}}^{(2)}\left(\left(q, \sigma, q^{\prime}\right)\right) & \text { if } q, q^{\prime} \in Q_{V_{2}}^{(2)}, \sigma \in \Gamma \backslash\{y\} \\ w t_{V_{1}}^{(1)}\left(\left(q, y^{(1)}, q^{\prime}\right)\right) & \text { if } q, q^{\prime} \in Q_{V_{1}}^{(1)}, \sigma=y \\ w t_{V_{2}}^{(2)}\left(\left(q, y^{(2)}, q^{\prime}\right)\right) & \text { if } q, q^{\prime} \in Q_{V_{2}}^{(2)}, \sigma=y \\ 0 & \text { otherwise }\end{cases}
$$

for every $q, q^{\prime} \in Q, \sigma \in \Gamma$.
We show that $\|\mathcal{A}\|=\left\|\mathcal{A}^{(1)}\right\|+\left\|\mathcal{A}^{(2)}\right\|$. For this, let $w \in \Sigma^{*}, u \in \operatorname{preim}_{\Gamma}(w)$, and $h \in \operatorname{VR}(\Gamma)$ such that $w \in h(u)$. Then, for every path $P_{u}^{(A)}$ of $A$ over $u$, by construction of $A$, we point out the following cases. (i) There exists a path $P_{u^{(1)}}$ of $A_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}$ over $u^{(1)}$ with weight $\left(P_{u^{(1)}}\right)=$ weight $\left(P_{u}^{(A)}\right)$, where $u^{(1)}$ is obtained from $u$ by replacing every occurrence of $y$ with $y^{(1)}$. (ii) There exists a path $P_{u^{(2)}}$ of $A_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}$ over $u^{(2)}$ with weight $\left(P_{\left.u^{(2)}\right)}\right)=$ weight $\left(P_{u}^{(A)}\right)$, where $u^{(2)}$
is obtained from $u$ by replacing every occurrence of $y$ with $y^{(2)}$. Suppose firstly that (i) holds. We consider the valid relabeling $h^{(1)} \in V R\left(\Gamma^{(1)} \cup \Sigma^{(2)}\right)$ such that $h^{(1)}$ coincides with $h$ on $\Sigma^{(1)} \cup \Sigma^{(2)} \cup Z^{(1)}$ and $h^{(1)}\left(y^{(1)}\right)=h(y) \cup h\left(Z^{(2)}\right)$. Trivially, $w \in h^{(1)}\left(u^{(1)}\right)$ which implies that $u^{(1)} \in \operatorname{preim}_{\Gamma^{(1)} \cup \Sigma^{(2)}}(w)$. Similarly, in case (ii) we get that $u^{(2)} \in \operatorname{preim}_{\Gamma^{(2)} \cup \Sigma^{(1)}}(w)$.

Conversely, let $w \in \Sigma^{*}, u^{(1)} \in \operatorname{preim}_{\Gamma^{(1)} \cup \Sigma^{(2)}}(w)$, and $h^{(1)} \in V R\left(\Gamma^{(1)} \cup \Sigma^{(2)}\right)$ such that $w \in h^{(1)}\left(u^{(1)}\right)$. Then, for every path $P_{u^{(1)}}$ of $A_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}$ over $u^{(1)}$, by construction of $A$, there exists a path $P_{u}^{(A)}$ of $A$ over $u$ with weight $\left(P_{u}^{(A)}\right)=$ weight $\left(P_{u^{(1)}}\right)$, where $u$ is obtained from $u^{(1)}$ by replacing every occurrence of $y^{(1)}$ with $y$. We define the valid relabeling $h \in V R(\Gamma)$ which coincides with $h^{(1)}$ on $\Sigma^{(1)} \cup \Sigma^{(2)} \cup Z^{(1)}, h(z) \in \Sigma \backslash\left(\Sigma^{(1)} \cup \Sigma^{(2)} \cup h^{(1)}\left(Z^{(1)}\right) \cup\left(h^{(1)}\left(y^{(1)}\right)\right.\right.$
$\cap\{w(i) \mid 0 \leq i \leq n-1\})$ ) for $z \in Z^{(2)}$ and $h(y)=h^{(1)}\left(y^{(1)}\right) \backslash\left\{h(z) \mid z \in Z^{(2)}\right\}$. Trivially, $w \in h(u)$ which implies that $u \in \operatorname{preim}_{\Gamma}(w)$.
Next assume that $u^{(2)} \in \operatorname{preim}_{\Gamma^{(2)} \cup \Sigma^{(1)}}(w)$ and $h^{(2)} \in V R\left(\Gamma^{(2)} \cup \Sigma^{(1)}\right)$ such that $w \in h^{(2)}\left(u^{(2)}\right)$. Then, for every path $P_{u^{(2)}}$ of $A_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}$ over $u^{(2)}$, by construction of $A$, there exists a path $P_{u^{\prime}}^{A}$ of $A$ over $u^{\prime}$ with weight $\left(P_{u^{\prime}}^{(A)}\right)=$ weight $\left(P_{u^{(2)}}\right)$, where $u^{\prime}$ is obtained from $u^{(2)}$ by replacing every occurrence of $y^{(2)}$ with $y$. We define the valid relabeling $h^{\prime} \in V R(\Gamma)$ which coincides with $h^{(2)}$ on $\Sigma^{(1)} \cup \Sigma^{(2)} \cup Z^{(2)}$, $h^{\prime}(z) \in \Sigma \backslash\left(\Sigma^{(1)} \cup \Sigma^{(2)} \cup h^{(2)}\left(Z^{(2)}\right) \cup\left(h^{(2)}\left(y^{(2)}\right) \cap\{w(i) \mid 0 \leq i \leq n-1\}\right)\right)$ for $z \in Z^{(1)}$ and $h^{\prime}(y)=h^{(2)}\left(y^{(2)}\right) \backslash\left\{h^{\prime}(z) \mid z \in Z^{(1)}\right\}$. Trivially, $w \in h^{\prime}\left(u^{\prime}\right)$ which implies that $u^{\prime} \in \operatorname{preim}_{\Gamma}(w)$.

We conclude that for every $w \in \Sigma^{*}$ we have

$$
\begin{aligned}
& (\|\mathcal{A}\|, w)=\sum_{u \in \operatorname{preim}_{\Gamma}(w)}(\|A\|, u)=\sum_{u \in \operatorname{preim}_{\Gamma}(w)} \sum_{P_{u}^{(A)}} \text { weight }\left(P_{u}^{(A)}\right) \\
& =\sum_{u^{(1)} \in \operatorname{preim}_{\Gamma^{(1)} \cup \Sigma^{(2)}(w)}} \sum_{P_{u^{(1)}}} \operatorname{weight}\left(P_{u^{(1)}}\right) \\
& +\sum_{u^{(2)} \in \operatorname{preim}_{\Gamma^{(2)} \cup \Sigma^{(1)}(w)}} \sum_{P_{u^{(2)}}} \text { weight }\left(P_{u^{(2)}}\right) \\
& =\sum_{u^{(1)} \in \operatorname{preim}_{\Gamma^{(1)} \cup \Sigma^{(2)}(w)}}\left(\left\|A_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}\right\|, u^{(1)}\right) \\
& +\sum_{u^{(2)} \in \operatorname{preim}_{\Gamma^{(2)} \cup \Sigma^{(1)}(w)}}\left(\left\|A_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}\right\|, u^{(2)}\right) \\
& =\left(\left\|\mathcal{A}_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}\right\|, w\right)+\left(\left\|\mathcal{A}_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}\right\|, w\right) \\
& =\left(\left\|\mathcal{A}^{(1)}\right\|, w\right)+\left(\left\|\mathcal{A}^{(2)}\right\|, w\right) \\
& =\left(\left\|\mathcal{A}^{(1)}\right\|+\left\|\mathcal{A}^{(2)}\right\|, w\right)=\left(r^{(1)}+r^{(2)}, w\right)
\end{aligned}
$$

where the sixth equality holds by Lemma 1 , and we are done.

Proposition 5. The class $V \operatorname{Rec}(K, \Sigma)$ is closed under the scalar products.
Proof. Let $r \in V \operatorname{Rec}(K, \Sigma)$ and $k \in K$. Then there exists a wva $\mathcal{A}=\langle\Sigma, A\rangle$ with $A=(Q, i n, w t, t e r)$ accepting $r$. We consider the wva $\mathcal{A}^{\prime}=\left\langle\Sigma, A^{\prime}\right\rangle$ with $A^{\prime}=\left(Q, i n^{\prime}, w t\right.$, ter $)$ where $i n^{\prime}(q)=k \cdot i n(q)$ for every $q \in Q$. Then, by standard arguments we get $\left\|\mathcal{A}^{\prime}\right\|=k\|\mathcal{A}\|$, and we are done.

Proposition 6. The class $V \operatorname{Rec}(K, \Sigma)$ is closed under Hadamard product.
Proof. Let $r^{(i)} \in V \operatorname{Rec}(K, \Sigma)$ with $i=1,2$. Then there exist two wva $\mathcal{A}^{(i)}=$ $\left\langle\Sigma, A^{(i)}\right\rangle$ with $A^{(i)}=\left(Q^{(i)}, i n^{(i)}, w t^{(i)}\right.$, ter $\left.{ }^{(i)}\right)$ over $\Gamma^{(i)}=\Sigma^{(i)} \cup Z^{(i)} \cup\left\{y^{(i)}\right\}$, accepting $r^{(i)}$ for $i=1,2$. Without any loss, we assume that $Q^{(1)} \cap Q^{(2)}=\emptyset$ and $\left(Z^{(1)} \cup\left\{y^{(1)}\right\}\right) \cap\left(Z^{(2)} \cup\left\{y^{(2)}\right\}\right)=\emptyset$. We consider the wva $\mathcal{A}_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}=$ $\left\langle\Sigma, A_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}\right\rangle$ with $A_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}=\left(Q_{V_{1}}^{(1)}, i n_{V_{1}}^{(1)}, w t_{V_{1}}^{(1)}, \operatorname{ter}_{V_{1}}^{(1)}\right)$ over $\Gamma^{(1)} \cup \Sigma^{(2)}$ and $\mathcal{A}_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}=\left\langle\Sigma, A_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}\right\rangle$ with $A_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}=\left(Q_{V_{2}}^{(2)}, i n_{V_{2}}^{(2)}, w t_{V_{2}}^{(2)}, t e r_{V_{2}}^{(2)}\right)$ over $\Gamma^{(2)} \cup$ $\Sigma^{(1)}$ determined by the procedure described before Lemma 1. Moreover, without any loss, we assume that $Q_{V_{1}}^{(1)} \cap Q_{V_{2}}^{(2)}=\emptyset$. By Lemma 1 we get $\left\|\mathcal{A}_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}\right\|=r^{(1)}$ and $\left\|\mathcal{A}_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}\right\|=r^{(2)}$.

We consider the set $\left(Z^{(1)} \cup\left\{y^{(1)}\right\}\right) \times\left(Z^{(2)} \cup\left\{y^{(2)}\right\}\right) \backslash\{y\}$ where $y=\left(y^{(1)}, y^{(2)}\right)$, and a maximal subset $G \subseteq\left(Z^{(1)} \cup\left\{y^{(1)}\right\}\right) \times\left(Z^{(2)} \cup\left\{y^{(2)}\right\}\right) \backslash\{y\}$ satisfying the next condition: every element of $Z^{(1)}$ (resp. of $Z^{(2)}$ ) occurs in at most one pair in $G$ as a left (resp. as a right) coordinate. Assume that $G_{1}, \ldots, G_{m}$ is an enumeration of all such sets of pairs of variables. Moreover, we let $Q=Q_{V_{1}}^{(1)} \times Q_{V_{2}}^{(2)}$ and $\Gamma_{G_{j}}=$ $\Sigma^{(1)} \cup \Sigma^{(2)} \cup G_{j} \cup\{y\}$ for every $1 \leq j \leq m$, and we consider the wva $\mathcal{A}_{G_{j}}=$ $\left\langle\Sigma, A_{G_{j}}\right\rangle$ with $A_{G_{j}}=\left(Q, i n_{G_{j}}, w t_{G_{j}}, \operatorname{ter}_{G_{j}}\right)$ over $\Gamma_{G_{j}}$. For every $1 \leq j \leq m$, the initial and terminal distribution are given respectively, by $i_{G_{j}}\left(\left(q^{(1)}, q^{(2)}\right)\right)=$ $i n_{V_{1}}^{(1)}\left(q^{(1)}\right) \cdot i n_{V_{2}}^{(2)}\left(q^{(2)}\right)$ and $\operatorname{ter}_{G_{j}}\left(\left(q^{(1)}, q^{(2)}\right)\right)=\operatorname{ter}_{V_{1}}^{(1)}\left(q^{(1)}\right) \cdot \operatorname{ter}_{V_{2}}^{(2)}\left(q^{(2)}\right)$, and the weight assignment mapping $w t_{G_{j}}: Q \times \Gamma_{G_{j}} \times Q \rightarrow K$ is defined by

$$
\begin{aligned}
& w t_{G_{j}}\left(\left(q^{(1)}, q^{(2)}\right), \sigma,\left(q^{\prime(1)}, q^{\prime(2)}\right)\right)= \\
& \begin{cases}w t_{V_{1}}^{(1)}\left(\left(q^{(1)}, \sigma, q^{\prime(1)}\right)\right) \cdot w t_{V_{2}}^{(2)}\left(\left(q^{(2)}, \sigma, q^{\prime(2)}\right)\right) & \text { if } \sigma \in \Sigma^{(1)} \cup \Sigma^{(2)} \\
w t_{V_{1}}^{(1)}\left(\left(q^{(1)}, x^{(1)}, q^{\prime(1)}\right)\right) \cdot w t_{V_{2}}^{(2)}\left(\left(q^{(2)}, x^{(2)}, q^{\prime(2)}\right)\right) & \text { if } \sigma=\left(x^{(1)}, x^{(2)}\right) \in G_{j} \cup\{y\} \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

for every $\left(q^{(1)}, q^{(2)}\right),\left(q^{\prime(1)}, q^{\prime(2)}\right) \in Q, \sigma \in \Gamma_{G_{j}}$.

By Proposition 4, the series $\sum_{1 \leq j \leq m}\left\|\mathcal{A}_{G_{j}}\right\|$ is recognizable. We will show that $\left\|\mathcal{A}^{(1)}\right\| \odot\left\|\mathcal{A}^{(2)}\right\|=\sum_{1 \leq j \leq m}\left\|\mathcal{A}_{G_{j}}\right\|$.

To this end, let $w=w(0) \ldots w(n-1) \in \Sigma^{*}, u^{(1)} \in \operatorname{preim}_{\Gamma^{(1)} \cup \Sigma^{(2)}}(w), u^{(2)} \in$ $\operatorname{preim}_{\Gamma^{(2)} \cup \Sigma^{(1)}}(w), h^{(1)} \in V R\left(\Gamma^{(1)} \cup \Sigma^{(2)}\right)$, and $h^{(2)} \in V R\left(\Gamma^{(2)} \cup \Sigma^{(1)}\right)$ such that $w \in h^{(1)}\left(u^{(1)}\right) \cap h^{(2)}\left(u^{(2)}\right)$. For every $w(t) \in \Sigma, 0 \leq t \leq n-1$, we have either $w(t) \in \Sigma^{(1)} \cup \Sigma^{(2)}$ and hence $u^{(1)}(t)=u^{(2)}(t)=w(t)$, or $w(t) \in \Sigma \backslash \Sigma^{(1)} \cup \Sigma^{(2)}$ and one of the following cases holds.

- There exist bounded variables $z^{(1)} \in Z^{(1)}, z^{(2)} \in Z^{(2)}$ such that $u^{(1)}(t)=z^{(1)}$, $u^{(2)}(t)=z^{(2)}$ and $h^{(1)}\left(u^{(1)}(t)\right)=h^{(2)}\left(u^{(2)}(t)\right)=w(t)$.
- There exists a bounded variable $z^{(1)} \in Z^{(1)}$ such that $u^{(1)}(t)=z^{(1)}, u^{(2)}(t)=$ $y^{(2)}$ and $h^{(1)}\left(u^{(1)}(t)\right)=w(t) \in h^{(2)}\left(u^{(2)}(t)\right)$.
- There exists a bounded variable $z^{(2)} \in Z^{(2)}$ such that $u^{(1)}(t)=y^{(1)}, u^{(2)}(t)=$ $z^{(2)}$ and $h^{(2)}\left(u^{(2)}(t)\right)=w(t) \in h^{(1)}\left(u^{(1)}(t)\right)$.
- $u^{(1)}(t)=y^{(1)}, u^{(2)}(t)=y^{(2)}$, and $w(t) \in h^{(1)}\left(u^{(1)}(t)\right) \cap h^{(2)}\left(u^{(2)}(t)\right)$.

We consider the word $u=u(0) \ldots u(n-1)$ by

$$
u(t)= \begin{cases}w(t) & \text { if } w(t) \in \Sigma^{(1)} \cup \Sigma^{(2)} \\ \left(u^{(1)}(t), u^{(2)}(t)\right) & \text { otherwise }\end{cases}
$$

for every $0 \leq t \leq n-1$. For every $1 \leq j \leq m$, we define a valid relabeling $h_{j} \in V \bar{R}\left(\Gamma_{G_{j}}\right)$ such that $h_{j}(\sigma)=h^{\overline{(1)}}\left(x^{\overline{(1)}}\right)$ for every $\sigma=\left(x^{(1)}, x^{(2)}\right) \in$ $\left(Z^{(1)} \times\left(Z^{(2)} \cup\left\{y^{(2)}\right\}\right)\right) \cap G_{j}$, and $h_{j}(\sigma)=h^{(2)}\left(x^{(2)}\right)$ for every $\sigma=\left(x^{(1)}, x^{(2)}\right) \in$ $\left(\left\{y^{(1)}\right\} \times Z^{(2)}\right) \cap G_{j}$. Hence $u \in \operatorname{preim}_{\Gamma_{G_{j}}}(w)$ for some $1 \leq j \leq m$.

By the definition of the list $G_{1}, \ldots, G_{m}$, there is a set $J \subseteq\{1, \ldots, m\}$, such that for every path

$$
P_{u^{(1)}}:\left(q_{0}^{(1)}, u^{(1)}(0), q_{1}^{(1)}\right) \ldots\left(q_{n-1}^{(1)}, u^{(1)}(n-1), q_{n}^{(1)}\right)
$$

of $A_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}$ over $u^{(1)}$, and

$$
P_{u^{(2)}}:\left(q_{0}^{(2)}, u^{(2)}(0), q_{1}^{(2)}\right) \ldots\left(q_{n-1}^{(2)}, u^{(2)}(n-1), q_{n}^{(2)}\right)
$$

of $A_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}$ over $u^{(2)}$, there exists a path

$$
P_{u}^{\left(G_{j}\right)}:\left(\left(q_{0}^{(1)}, q_{0}^{(2)}\right), u(0),\left(q_{1}^{(1)}, q_{1}^{(2)}\right)\right) \ldots\left(\left(q_{n-1}^{(1)}, q_{n-1}^{(2)}\right), u(n-1),\left(q_{n}^{(1)}, q_{n}^{(2)}\right)\right)
$$

of $A_{G_{j}}$ over $u$, for every $j \in J$. Conversely, for every path $P_{u}^{\left(G_{j}\right)}$ of $A_{G_{j}}$ over $u(j \in$ $J)$ there are two paths $P_{u^{(1)}}$ of $A_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}$ over $u^{(1)}$ and $P_{u^{(2)}}$ of $A_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}$ over $u^{(2)}$ respectively, obtained in the obvious way. Moreover, in case weight $\left(P_{u}^{\left(G_{j}\right)}\right) \neq 0$, for every $j \in J$, it holds

$$
\begin{aligned}
& \text { weight }\left(P_{u}^{\left(G_{j}\right)}\right) \\
& =i n_{G_{j}}\left(\left(q_{0}^{(1)}, q_{0}^{(2)}\right)\right) \cdot \prod_{0 \leq t \leq n-1} w t_{G_{j}}\left(\left(\left(q_{t}^{(1)}, q_{t}^{(2)}\right), u(t),\left(q_{t+1}^{(1)}, q_{t+1}^{(2)}\right)\right)\right) \\
& \cdot \operatorname{ter}_{G_{j}}\left(\left(q_{n}^{(1)}, q_{n}^{(2)}\right)\right) \\
& =i n_{V_{1}}^{(1)}\left(q_{0}^{(1)}\right) \cdot i n_{V_{2}}^{(2)}\left(q_{0}^{(2)}\right) \cdot \prod_{0 \leq t \leq n-1}\binom{w t_{V_{1}}^{(1)}\left(\left(q_{t}^{(1)}, u^{(1)}(t), q_{t+1}^{(1)}\right)\right)}{\cdot w t_{V_{2}}^{(2)}\left(\left(q_{t}^{(2)}, u^{(2)}(t), q_{t+1}^{(2)}\right)\right)} \\
& \cdot \operatorname{ter}_{V_{1}}^{(1)}\left(q_{n}^{(1)}\right) \cdot \operatorname{ter}_{V_{2}}^{(2)}\left(q_{n}^{(2)}\right) \\
& =i n_{V_{1}}^{(1)}\left(q_{0}^{(1)}\right) \cdot \prod_{0 \leq t \leq n-1} w t_{V_{1}}^{(1)}\left(\left(q_{t}^{(1)}, u^{(1)}(t), q_{t+1}^{(1)}\right)\right) \cdot \operatorname{ter}_{V_{1}}^{(1)}\left(q_{n}^{(1)}\right) \\
& \cdot i n_{V_{2}}^{(2)}\left(q_{0}^{(2)}\right) \cdot \prod_{0 \leq t \leq n-1} w t_{V_{2}}^{(2)}\left(\left(q_{t}^{(2)}, u^{(2)}(t), q_{t+1}^{(2)}\right)\right) \cdot \operatorname{ter}_{V_{2}}^{(2)}\left(q_{n}^{(2)}\right) \\
& =\operatorname{weight}\left(P_{u^{(1)}}\right) \cdot \text { weight }\left(P_{\left.u^{(2)}\right)}\right) \text {. }
\end{aligned}
$$

Conversely, if weight $\left(P_{u^{(1)}}\right) \neq 0$, weight $\left(P_{u^{(2)}}\right) \neq 0$, then by the consideration of the list $G_{1}, \ldots, G_{m}$, there is at least one $1 \leq j \leq m$ with weight $\left(P_{u}^{\left(G_{j}\right)}\right)=$ weight $\left(P_{u^{(1)}}\right) \cdot$ weight $\left(P_{u^{(2)}}\right)$. Therefore, and since $K$ is idempotent, we obtain ${ }^{2}$

$$
\sum_{1 \leq j \leq m} \sum_{P_{u}^{\left(G_{j}\right)}} \text { weight }\left(P_{u}^{\left(G_{j}\right)}\right)=\sum_{P_{u}(1), P_{u}(2)} \text { weight }\left(P_{\left.u^{(1)}\right)} \cdot \text { weight }\left(P_{u^{(2)}}\right)\right. \text {. }
$$

We conclude

$$
\begin{aligned}
& \left(\sum_{1 \leq j \leq m}\left\|\mathcal{A}_{G_{j}}\right\|, w\right)=\sum_{1 \leq j \leq m}\left(\left\|\mathcal{A}_{G_{j}}\right\|, w\right)=\sum_{1 \leq j \leq m} \sum_{u \in \operatorname{preim}_{\Gamma_{G_{j}}}(w)}\left(\left\|A_{G_{j}}\right\|, u\right) \\
& =\sum_{1 \leq j \leq m} \sum_{u \in \text { preim }_{\Gamma_{G_{j}}}(w)} \sum_{P_{u}^{\left(G_{j}\right)}} \text { weight }\left(P_{u}^{\left(G_{j}\right)}\right) \\
& =\sum_{\substack{u^{(1)} \in \operatorname{preim}_{\Gamma^{(1)}} \\
u^{(2)} \in \operatorname{preim}_{\Gamma^{(2)}}^{(2)}\left(w \Sigma^{(1)}(w)\right.}} \sum_{\substack{P_{u}(1) \\
P_{u}^{(2)}}}\left(\text { weight }\left(P_{u^{(1)}}\right) \cdot \text { weight }\left(P_{u^{(2)}}\right)\right) \\
& =\sum_{u^{(1)} \in \operatorname{preim}_{\Gamma^{(1)} \cup \Sigma^{(2)}}(w)} \sum_{P_{u^{(1)}}} \text { weight }\left(P_{u^{(1)}}\right)
\end{aligned}
$$

[^24]\[

$$
\begin{aligned}
& \cdot \sum_{u^{(2)} \in \text { preim }_{\Gamma^{(2)} \cup \Sigma^{(1)}(w)}} \sum_{P_{u^{(2)}}} \operatorname{weight}\left(P_{\left.u^{(2)}\right)}\right. \\
& =\sum_{u^{(1)} \in \text { preim }_{\Gamma^{(1)} \cup \Sigma^{(2)}(w)}}\left(\left\|A_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}\right\|, u^{(1)}\right) \\
& \cdot \sum_{u^{(2)} \in \operatorname{preim}_{\Gamma^{(2)} \cup \Sigma^{(1)}(w)}}\left(\left\|A_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}\right\|, u^{(2)}\right) \\
& =\left(\left\|\mathcal{A}_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}\right\|, w\right) \cdot\left(\left\|\mathcal{A}_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}\right\|, w\right)
\end{aligned}
$$
\]

for every $w \in \Sigma^{*}$, which, by Lemma 1 , implies

$$
\left(\left\|\mathcal{A}^{(1)}\right\| \odot\left\|\mathcal{A}^{(2)}\right\|, w\right)=\left(\sum_{1 \leq j \leq m}\left\|\mathcal{A}_{G_{j}}\right\|, w\right)
$$

for every $w \in \Sigma^{*}$, i.e., $\left\|\mathcal{A}^{(1)}\right\| \odot\left\|\mathcal{A}^{(2)}\right\|=\sum_{1 \leq j \leq m}\left\|\mathcal{A}_{G_{j}}\right\|$, as required.
Proposition 7. The class VRec $(K, \Sigma)$ is closed under Cauchy product.
Proof. Let $r^{(i)} \in V \operatorname{Rec}(K, \Sigma)$ with $i=1,2$. We consider the proper series $r^{\prime(1)}, r^{\prime(2)}$ over $\Sigma$ and $K$ defined, for every $w \in \Sigma^{*}$, by

- $\left(r^{\prime(1)}, w\right)=\left\{\begin{array}{ll}\left(r^{(1)}, w\right) & \text { if } w \in \Sigma^{+} \\ 0 & \text { otherwise }\end{array}\right.$, and
- $\left(r^{\prime(2)}, w\right)= \begin{cases}\left(r^{(2)}, w\right) & \text { if } w \in \Sigma^{+} \\ 0 & \text { otherwise. }\end{cases}$

Then $r^{(1)} \cdot r^{(2)}=r^{\prime(1)} \cdot r^{\prime(2)}+\left(r^{(1)}, \varepsilon\right) r^{(2)}+r^{(1)}\left(r^{(2)}, \varepsilon\right)+\left(r^{(1)}, \varepsilon\right)\left(r^{(2)}, \varepsilon\right) \bar{\varepsilon}$ and by Propositions 2, 4, and 5, it suffices to show that $r^{\prime(1)} \cdot r^{\prime(2)} \in V \operatorname{Rec}(K, \Sigma)$. By Proposition 3, there are normalized wva $\mathcal{A}^{(i)}=\left\langle\Sigma, A^{(i)}\right\rangle$ with $A^{(i)}=\left(Q^{(i)}, q_{\text {in }}^{(i)}, w t^{(i)}, q_{\text {ter }}^{(i)}\right)$ over $\Gamma^{(i)}=\Sigma^{(i)} \cup Z^{(i)} \cup\left\{y^{(i)}\right\}$ and $K$, accepting respectively $r^{(i)}$, with $i=$ 1, 2. Without any loss, we assume that $Q^{(1)} \cap Q^{(2)}=\emptyset$ and $\left(Z^{(1)} \cup\left\{y^{(1)}\right\}\right) \cap$ $\left(Z^{(2)} \cup\left\{y^{(2)}\right\}\right)=\emptyset . \quad$ We consider the wva $\mathcal{A}_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}=\left\langle\Sigma, A_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}\right\rangle$ and $\mathcal{A}_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}=\left\langle\Sigma, A_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}\right\rangle$ determined by the procedure before Lemma 1. By Proposition 3 and Lemma $1, \mathcal{A}_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}$ and $\mathcal{A}_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}$ can be assumed to be normalized hence, let $A_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}=\left(Q_{V_{1}}^{(1)}, q_{i n_{V_{1}}}^{(1)}, w t_{V_{1}}^{(1)}, q_{\text {ter }_{V_{1}}}^{(1)}\right)$ over $\Gamma^{(1)} \cup \Sigma^{(2)}$ and $A_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}=\left(Q_{V_{2}}^{(2)}, q_{i n_{V_{2}}}^{(2)}, w t_{V_{2}}^{(2)}, q_{t e r_{V_{2}}}^{(2)}\right)$ over $\Gamma^{(2)} \cup \Sigma^{(1)}$. Moreover, without any loss,
we assume that $Q_{V_{1}}^{(1)} \cap Q_{V_{2}}^{(2)}=\emptyset$. We let $y=\left(y^{(1)}, y^{(2)}\right)$ and consider the set $H=$ $\left(Z^{(1)} \cup\left\{y^{(1)}\right\}\right) \times\left(Z^{(2)} \cup\left\{y^{(2)}\right\}\right) \backslash\{y\}$, and a maximal subset $G \subseteq H \cup Z^{(1)} \cup Z^{(2)}$ satisfying the following condition: every element of $Z^{(1)}$ (resp. of $Z^{(2)}$ ) occurs either in at most one pair of $H$ as a left (resp. as a right) coordinate, or as a single element of $G$. Assume that $G_{1}, \ldots, G_{m}$ is an enumeration of all such sets. We let $Q=Q_{V_{1}}^{(1)} \cup Q_{V_{2}}^{(2)} \backslash\left\{q_{\text {ter }_{V_{1}}}^{(1)}\right\}$ and consider, for every $1 \leq j \leq m$, the normalized wva $\mathcal{A}_{G_{j}}=\left\langle\Sigma, A_{G_{j}}\right\rangle$ where $A_{G_{j}}=\left(Q, q_{i i_{V_{1}}}^{(1)}, w t_{G_{j}}, q_{t e r_{V_{2}}}^{(2)}\right)$ and $\Gamma_{G_{j}}=$ $\Sigma^{(1)} \cup \Sigma^{(2)} \cup G_{j} \cup\{y\}$. The weight assignment mapping $w t_{G_{j}}$ is defined, for every $1 \leq j \leq m$, as follows:

$$
\begin{aligned}
& w t_{G_{j}}\left(\left(q, \sigma, q^{\prime}\right)\right)= \\
& \begin{cases}w t_{V_{1}}^{(1)}\left(\left(q, \sigma, q^{\prime}\right)\right) & \text { if } q, q^{\prime} \in Q_{V_{1}}^{(1)} \backslash\left\{q_{t e V_{V_{1}}}^{(1)}\right\} \text { and } \\
\sigma \in \Sigma^{(1)} \cup \Sigma^{(2)} \cup\left(Z^{(1)} \cap G_{j}\right) \\
w t_{V_{2}}^{(2)}\left(\left(q, \sigma, q^{\prime}\right)\right) & \text { if } q, q^{\prime} \in Q_{V_{2}}^{(2)} \text { and } \sigma \in \Sigma^{(1)} \cup \Sigma^{(2)} \cup\left(Z^{(2)} \cap G_{j}\right) \\
w t_{V_{1}}^{(1)}\left(\left(q, \sigma, q_{t e r_{V_{1}}}^{(1)}\right)\right) & \text { if } q \in Q_{V_{1}}^{(1)} \backslash\left\{q_{t e r_{V_{1}}}^{(1)}\right\}, q^{\prime}=q_{i V_{V_{2}}}^{(2)}, \text { and } \\
\sigma \in \Sigma^{(1)} \cup \Sigma^{(2)} \cup\left(Z^{(1)} \cap G_{j}\right) \\
w t_{V_{1}}^{(1)}\left(\left(q, x^{(1)}, q^{\prime}\right)\right) & \text { if } q, q^{\prime} \in Q_{V_{1}}^{(1)} \backslash\left\{q_{t e r_{V_{1}}}^{(1)}\right\} \text { and } \\
& \text { if } q, q^{\prime} \in Q_{V_{2}}^{(2)} \text { and } \sigma=\left(x^{(1)}, x^{(2)}\right) \in G_{j} \cup\{y\} \\
w t_{V_{2}}^{(2)}\left(\left(q, x^{(2)}, q^{\prime}\right)\right) & \text { otherwise } \\
w t_{V_{1}}^{(1)}\left(\left(q, x^{(1)}, q_{t e V_{V_{1}}}^{(1)}\right)\right) & \text { if } q \in Q_{V_{1}}^{(1)} \backslash\left\{q_{t e V_{V_{1}}}^{(1)}\right\}, q^{\prime}=q_{i V_{V_{2}}}^{(2)}, \text { and } \\
0 & \sigma=\left(x^{(1)}, x^{(2)}\right) \in G_{j} \cup\{y\}\end{cases}
\end{aligned}
$$

for every $q, q^{\prime} \in Q, \sigma \in \Gamma_{G_{j}}$.
By Lemma 1 and Proposition 4 , it suffices to show that $\left\|\mathcal{A}_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}\right\| \cdot\left\|\mathcal{A}_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}\right\|=$ $\sum_{1 \leq j \leq m}\left\|\mathcal{A}_{G_{j}}\right\|$.

Let $w_{1}, w_{2} \in \Sigma^{+}, u_{1} \in \operatorname{preim}_{\Gamma^{(1)} \cup \Sigma^{(2)}}\left(w_{1}\right)$, and $u_{2} \in \operatorname{preim}_{\Gamma^{(2)} \cup \Sigma^{(1)}}\left(w_{2}\right)$. We set $w_{1} w_{2}=w=w(0) \ldots w(n-1)$ hence, $w_{1}=w(0) \ldots w(k)$ and $w_{2}=w(k+$ 1) $\ldots w(n-1)$ for some $0 \leq k<n-1$. Furthermore, we set $u_{1} u_{2}=u=u(0) \ldots u(n-$ 1) and, by our assumption, we have $u_{1}=u(0) \ldots u(k)$ and $u_{2}=u(k+1) \ldots u(n-1)$. Let $h^{(1)} \in V R\left(\Gamma^{(1)} \cup \Sigma^{(2)}\right), h^{(2)} \in V R\left(\Gamma^{(2)} \cup \Sigma^{(1)}\right)$ such that $w_{1} \in h^{(1)}\left(u_{1}\right)$ and $w_{2} \in h^{(2)}\left(u_{2}\right)$. Moreover, let

$$
P_{u_{1}}:\left(q_{i n_{V_{1}}}^{(1)}, u(0), q_{1}^{(1)}\right) \ldots\left(q_{k-1}^{(1)}, u(k), q_{t_{t e V_{V_{1}}}^{(1)}}^{(1)}\right)
$$

be a path of $A_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}$ over $u_{1}$, and

$$
P_{u_{2}}:\left(q_{i n_{V_{2}}}^{(2)}, u(k+1), q_{k+1}^{(2)}\right) \ldots\left(q_{n-1}^{(2)}, u(n-1), q_{t e r_{V_{2}}}^{(2)}\right)
$$

be a path of $A_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}$ over $u_{2}$.
We point out the following cases.

- The sets $\{w(0), \ldots, w(k)\} \cap\left(\Sigma \backslash\left(\Sigma^{(1)} \cup \Sigma^{(2)}\right)\right)$ and $\{w(k+1), \ldots, w(n-1)\} \cap$ $\left(\Sigma \backslash\left(\Sigma^{(1)} \cup \Sigma^{(2)}\right)\right)$ are disjoint. Then, if weight $\left(P_{u_{1}}\right) \neq 0 \neq \operatorname{weight}\left(P_{u_{2}}\right)$, by the definition of the list $G_{1}, \ldots, G_{m}$, there is a set $J \subseteq\{1, \ldots, m\}$ such that for every $j \in J$

$$
\begin{array}{r}
P_{u^{\prime}}^{\left(G_{j}\right)}:\left(q_{i n_{V_{1}}}^{(1)}, u^{\prime}(0), q_{1}^{(1)}\right) \ldots\left(q_{k-1}^{(1)}, u^{\prime}(k), q_{i n_{V_{2}}}^{(2)}\right)\left(q_{i n_{V_{2}}}^{(2)}, u^{\prime}(k+1), q_{k+1}^{(2)}\right) \\
\ldots\left(q_{n-1}^{(2)}, u^{\prime}(n-1), q_{t e r_{V_{2}}}^{(2)}\right)
\end{array}
$$

is a path of $A_{G_{j}}$ over $u^{\prime}$, where $u^{\prime}$ is obtained by $u$ by replacing every occurrence of $y^{(1)}$ in $u_{1}$ and $y^{(2)}$ in $u_{2}$, respectively by $y$. Clearly, it holds weight $\left(P_{u^{\prime}}^{\left(G_{j}\right)}\right)=$ weight $\left(P_{u_{1}}\right)$ weight $\left(P_{u_{2}}\right)$. Moreover, since $K$ is idempotent, we get $\sum_{j \in J}$ weight $\left(P_{u^{\prime}}^{\left(G_{j}\right)}\right)=\operatorname{weight}\left(P_{u_{1}}\right)$ weight $\left(P_{u_{2}}\right)$. By the definition of the list $G_{1}, \ldots, G_{m}$ we have also weight $\left(P_{u^{\prime}}^{\left(G_{j}\right)}\right)=0$ for every $j \in$ $\{1, \ldots, m\} \backslash J$, and thus $\sum_{1 \leq j \leq m}$ weight $\left(P_{u^{\prime}}^{\left(G_{j}\right)}\right)=\operatorname{weight}\left(P_{u_{1}}\right)$ weight $\left(P_{u_{2}}\right)$. Furthermore, the relabeling $h^{(j)}: \Gamma_{G_{j}} \rightarrow \mathcal{P}(\Sigma)$, for every $1 \leq j \leq m$, which is defined as the identity on $\Sigma^{(1)} \cup \Sigma^{(2)}$, and
$-h^{(j)}\left(z^{(1)}\right)=h^{(1)}\left(z^{(1)}\right)$ for every $z^{(1)} \in Z^{(1)} \cap G_{j}$,
$-h^{(j)}\left(z^{(2)}\right)=h^{(2)}\left(z^{(2)}\right)$ for every $z^{(2)} \in Z^{(2)} \cap G_{j}$, and
$-h^{(j)}\left(\left(x^{(1)}, x^{(2)}\right)\right)$ are defined nondeterministically in $\Sigma \backslash\left(\Sigma^{(1)} \cup \Sigma^{(2)} \cup\right.$ $\left.\{w(0), \ldots, w(n-1)\} \cup\left\{h^{(j)}\left(z^{(i)}\right) \mid z^{(i)} \in Z^{(i)} \cap G_{j}, i=1,2\right\}\right)$ whenever $\left(x^{(1)}, x^{(2)}\right) \in G_{j} \backslash\{y\}$
is valid, and clearly $w \in h^{(j)}\left(u^{\prime}\right)$ for every $j \in J$.

- The sets $\{w(0), \ldots, w(k)\} \cap\left(\Sigma \backslash\left(\Sigma^{(1)} \cup \Sigma^{(2)}\right)\right)$ and $\{w(k+1), \ldots, w(n-1)\}$ $\cap\left(\Sigma \backslash\left(\Sigma^{(1)} \cup \Sigma^{(2)}\right)\right)$ are not disjoint. For simplicity, let us assume that the two sets have only one common letter $\sigma$, and let $0 \leq l_{1}<\ldots<l_{r} \leq k$ and $k+1 \leq l_{r+1}<\ldots<l_{s} \leq n-1$ be the positions in $w$ such that $w\left(l_{1}\right)=\ldots=w\left(l_{r}\right)=w\left(l_{r+1}\right)=\ldots=w\left(l_{s}\right)=\sigma$.
Since $u_{1} \in \operatorname{preim}_{\Gamma^{(1)} \cup \Sigma^{(2)}}\left(w_{1}\right)$ and $u_{2} \in \operatorname{preim}_{\Gamma^{(2)} \cup \Sigma^{(1)}}\left(w_{2}\right)$ we get that $u\left(l_{1}\right)=\ldots=u\left(l_{r}\right)=x^{(1)}$ and $u\left(l_{r+1}\right)=\ldots=u\left(l_{s}\right)=x^{(2)}$ for some $x^{(1)} \in$ $Z^{(1)} \cup\left\{y^{(1)}\right\}$ and $x^{(2)} \in Z^{(2)} \cup\left\{y^{(2)}\right\}$. If weight $\left(P_{u_{1}}\right) \neq 0 \neq \operatorname{weight}\left(P_{u_{2}}\right)$, by the definition of the list $G_{1}, \ldots, G_{m}$, there is a set $J \subseteq\{1, \ldots, m\}$ such that for every $j \in J$, the path $P_{u^{\prime}}^{\left(G_{j}\right)}$ which is determined by

$$
\begin{array}{r}
\left(q_{i n_{V_{1}}}^{(1)}, u^{\prime}(0), q_{1}^{(1)}\right) \ldots\left(q_{l_{1}}^{(1)},\left(x^{(1)}, x^{(2)}\right), q_{l_{1}+1}^{(1)}\right) \ldots\left(q_{l_{r}}^{(1)},\left(x^{(1)}, x^{(2)}\right), q_{l_{r}+1}^{(1)}\right) \\
\ldots\left(q_{k-1}^{(1)}, u^{\prime}(k), q_{i n_{V_{2}}}^{(2)}\right)\left(q_{i n_{V_{2}}}^{(2)}, u^{\prime}(k+1), q_{k+1}^{(2)}\right) \ldots\left(q_{l_{r+1}}^{(2)},\left(x^{(1)}, x^{(2)}\right), q_{l_{r+1}+1}^{(2)}\right) \\
\ldots\left(q_{l_{s}}^{(2)},\left(x^{(1)}, x^{(2)}\right), q_{l_{s}+1}^{(2)}\right) \ldots\left(q_{n-1}^{(2)}, u^{\prime}(n-1), q_{{t e r V_{2}}^{(2)}}^{(2)}\right)
\end{array}
$$

is a path of $A_{G_{j}}$ over $u^{\prime}$, and weight $\left(P_{u^{\prime}}^{\left(G_{j}\right)}\right)=\operatorname{weight}\left(P_{u_{1}}\right) \operatorname{weight}\left(P_{u_{2}}\right)$. The word $u^{\prime}$ is obtained by $u$ by replacing the letters $u\left(l_{1}\right), \ldots, u\left(l_{s}\right)$ by $\left(x^{(1)}, x^{(2)}\right)$ and from the remaining letters we replace every occurrence of $y^{(1)}$ and $y^{(2)}$ with $y$. With the same argument, as in the previous case, we obtain $\sum_{1 \leq j \leq m}$ weight $\left(P_{u^{\prime}}^{\left(G_{j}\right)}\right)=$ weight $\left(P_{u_{1}}\right)$ weight $\left(P_{u_{2}}\right)$, and in the obvious way, we define an $h^{(j)} \in V R\left(\Gamma_{G_{j}}\right)$ such that $w \in h^{(j)}\left(u^{\prime}\right)$ for every $j \in J$.

In case the sets $\{w(0), \ldots, w(k)\} \cap\left(\Sigma \backslash \Sigma^{(1)} \cup \Sigma^{(2)}\right)$ and $\{w(k+1), \ldots, w(n-$ $1)\} \cap\left(\Sigma \backslash \Sigma^{(1)} \cup \Sigma^{(2)}\right)$ have more than one common elements, then we similarly merge the labels of the corresponding transitions and construct the paths $P_{u^{\prime}}^{\left(G_{j}\right)}$.

Conversely, let $w \in \Sigma^{+}, u^{\prime(j)} \in \operatorname{preim}_{\Gamma_{G_{j}}}(w)$ for some $1 \leq j \leq m$, and

$$
\begin{array}{r}
P_{u^{\prime}(j)}^{\left(G_{j}\right)}:\left(q_{i n_{V_{1}}}^{(1)}, u^{\prime(j)}(0), q_{1}^{(1)}\right) \ldots\left(q_{k-1}^{(1)}, u^{\prime(j)}(k), q_{i n_{V_{2}}}^{(2)}\right)\left(q_{i n_{V_{2}}}^{(2)}, u^{\prime(j)}(k+1), q_{k+1}^{(2)}\right) \\
\ldots\left(q_{n-1}^{(2)}, u^{\prime(j)}(n-1), q_{t e r_{V_{2}}}^{(2)}\right)
\end{array}
$$

be a path of $A_{G_{j}}$ over $u^{\prime(j)}$. Then, there are two paths $P_{u_{1}}, P_{u_{2}}$ of $A_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}$ and $A_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}$ over $u_{1}$ and $u_{2}$ respectively, where the word $u=u_{1} u_{2}$ is obtained by the word $u^{\prime(j)}$ as follows. For every $0 \leq t \leq k$ we replace every occurrence of $\left(x^{(1)}, x^{(2)}\right)$ (resp. $y$ ) by $x^{(1)}$ (resp. $y^{(1)}$ ) and for every $k+1 \leq t \leq n-1$ we replace every occurrence of $\left(x^{(1)}, x^{(2)}\right)$ (resp. $y$ ) by $x^{(2)}$ (resp. $y^{(2)}$ ). Moreover, it is not difficult to show that $u_{1} \in \operatorname{preim}_{\Gamma^{(1)} \cup \Sigma^{(2)}}\left(w_{1}\right)$, $u_{2} \in \operatorname{preim}_{\Gamma^{(2)} \cup \Sigma^{(1)}}\left(w_{2}\right)$, where $w=w_{1} w_{2}$ and weight $\left(P_{u_{1}}\right)$ weight $\left(P_{u_{2}}\right)=$ weight $\left(P_{u^{\prime(j)}}^{\left(G_{j}\right)}\right)$.

We conclude that for every $w \in \Sigma^{+}$it holds

$$
\begin{aligned}
& \left(\left\|\mathcal{A}_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}\right\| \cdot\left\|\mathcal{A}_{\left.\Sigma^{(1)}, V_{2}\right)}^{(2)}\right\|, w\right) \\
& =\sum\left\{\left(\left\|\mathcal{A}_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}\right\|, w_{1}\right)\left(\left\|\mathcal{A}_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}\right\|, w_{2}\right) \mid w=w_{1} w_{2}\right\} \\
& =\sum\left\{\begin{array}{l}
\sum_{u_{1} \in \text { preim }_{\Gamma^{(1)} \cup \Sigma^{(2)}\left(w_{1}\right)}}\left(\left\|A_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}\right\|, u_{1}\right) \\
\sum_{u_{2} \in \text { preim }_{\mathrm{\Gamma}^{(2)} \cup \Sigma^{(1)}\left(w_{2}\right)}}\left(\left\|A_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}\right\|, u_{2}\right) \mid w=w_{1} w_{2}
\end{array}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& =\sum\left\{\begin{array}{l}
\left.\left.\sum_{u_{1} \in \operatorname{preim}_{\Gamma^{(1)} \cup \Sigma^{(2)}\left(w_{1}\right)}} \sum_{P_{u_{1}}}{\operatorname{weight}\left(P_{u_{1}}\right)}^{\sum_{u_{2} \in \operatorname{preim}_{\Gamma^{(2)} \cup \Sigma^{(1)}}\left(w_{2}\right)} \sum_{P_{u_{2}}} w e i g h t\left(P_{u_{2}}\right) \mid w=w_{1} w_{2}}\right\}\right\}, ~
\end{array}\right.
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{1 \leq j \leq m} \sum_{u^{\prime(j)} \in \text { preim }_{\Gamma_{G_{j}}}(w)} \sum_{P_{u^{\prime}(j)}^{\left(G_{j}\right)}} \text { weight }\left(P_{u^{\prime}(j)}^{\left(G_{j}\right)}\right) \\
& =\sum_{1 \leq j \leq m} \sum_{u^{\prime(j)} \in \text { preim }_{\Gamma_{G_{j}}}(w)}\left(\left\|A_{G_{j}}\right\|, u^{\prime(j)}\right) \\
& =\left(\sum_{1 \leq j \leq m}\left\|\mathcal{A}_{G_{j}}\right\|, w\right)
\end{aligned}
$$

where the fifth equality holds since $K$ is idempotent. Hence, we get

$$
\left\|\mathcal{A}_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}\right\| \cdot\left\|\mathcal{A}_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}\right\|=\sum_{1 \leq j \leq m}\left\|\mathcal{A}_{G_{j}}\right\|
$$

as required, and our proof is completed.
Proposition 8. The class VRec $(K, \Sigma)$ is closed under the star operation applied to proper series.

Proof. Let $r \in V \operatorname{Rec}(K, \Sigma)$ be proper and $\mathcal{A}=\langle\Sigma, A\rangle$ a normalized wva, with $A=\left(Q, q_{i n}, w t, q_{t e r}\right)$ over $\Gamma_{A}=\Sigma_{A} \cup Z \cup\{y\}$, accepting $r$. We consider the wva $\mathcal{A}^{\prime}=\left\langle\Sigma, A^{\prime}\right\rangle$ over $\Sigma$ and $K$ with $Q^{\prime}=Q \backslash\left\{q_{\text {ter }}\right\}$ and $A^{\prime}=\left(Q^{\prime}, q_{\text {in }}, w t^{\prime}, q_{\text {in }}\right)$ over $\Gamma_{A}$. The weight assignment mapping $w t^{\prime}: Q^{\prime} \times \Gamma_{A} \times Q^{\prime} \rightarrow K$ is defined for every $q, q^{\prime} \in Q^{\prime}, \sigma \in \Gamma_{A}$ as follows:

$$
w t^{\prime}\left(\left(q, \sigma, q^{\prime}\right)\right)= \begin{cases}w t\left(\left(q, \sigma, q^{\prime}\right)\right) & \text { if } q^{\prime} \neq q_{i n} \\ w t\left(\left(q, \sigma, q_{t e r}\right)\right) & \text { if } q^{\prime}=q_{i n}\end{cases}
$$

By standard arguments on weighted automata, we can show that $\left\|A^{\prime}\right\|=\|A\|^{*}$.
Moreover, for every $w \in \Sigma^{*}$ we have

$$
\begin{aligned}
\left(\left\|\mathcal{A}^{\prime}\right\|, w\right) & =\sum_{u \in \text { preim }_{\Gamma_{A}}(w)}\left(\left\|A^{\prime}\right\|, u\right) \\
& =\sum_{u \in \text { preim }_{\Gamma_{A}}(w)}\left(\|A\|^{*}, u\right) \\
& =\sum_{u \in \text { preim }_{\Gamma_{A}}(w)} \sum_{n \geq 0, u=u_{1} \ldots u_{n}}\left(\left(\|A\|, u_{1}\right) \cdot \ldots \cdot\left(\|A\|, u_{n}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{n \geq 0, w=w_{1} \ldots w_{n}} \sum_{\operatorname{l}_{u_{i} \in \operatorname{preim}_{\Gamma_{A}}\left(w_{i}\right)}^{1 \leq i \leq n}}\left(\left(\|A\|, u_{1}\right) \cdot \ldots \cdot\left(\|A\|, u_{n}\right)\right) \\
& =\sum_{n \geq 0, w=w_{1} \ldots w_{n}} \sum_{u_{1} \in \operatorname{preim}_{\Gamma_{A}}\left(w_{1}\right)}\left(\|A\|, u_{1}\right) \cdot \ldots \cdot \sum_{u_{n} \in \operatorname{preim}_{\Gamma_{A}}\left(w_{n}\right)}\left(\|A\|, u_{n}\right) \\
& =\sum_{n \geq 0, w=w_{1} \ldots w_{n}}\left(r, w_{1}\right) \cdot \ldots \cdot\left(r, w_{n}\right) \\
& =\left(r^{*}, w\right)
\end{aligned}
$$

which implies that $\left\|\mathcal{A}^{\prime}\right\|=r^{*}$ hence, $r^{*} \in V \operatorname{Rec}(K, \Sigma)$ and our proof is completed.

Proposition 9. The class $V \operatorname{Rec}(K, \Sigma)$ is closed under the shuffle product.
Proof. Let $r^{(i)} \in V \operatorname{Rec}(K, \Sigma)$ with $i=1,2$. We consider the proper series $r^{\prime(1)}, r^{\prime(2)}$ over $\Sigma$ and $K$ defined, for every $w \in \Sigma^{*}$, by

- $\left(r^{\prime(1)}, w\right)=\left\{\begin{array}{ll}\left(r^{(1)}, w\right) & \text { if } w \in \Sigma^{+} \\ 0 & \text { otherwise }\end{array}\right.$, and
- $\left(r^{(2)}, w\right)= \begin{cases}\left(r^{(2)}, w\right) & \text { if } w \in \Sigma^{+} \\ 0 & \text { otherwise. }\end{cases}$

Then $r^{(1)} ш r^{(2)}=r^{\prime(1)} ш r^{\prime(2)}+\left(r^{(1)}, \varepsilon\right) r^{(2)}+r^{(1)}\left(r^{(2)}, \varepsilon\right)+\left(r^{(1)}, \varepsilon\right)\left(r^{(2)}, \varepsilon\right) \bar{\varepsilon}$. By Propositions 2, 4, and 5 it suffices to show that $r^{\prime(1)} ш r^{\prime(2)} \in V \operatorname{Rec}(K, \Sigma)$. By Proposition 3, we can construct normalized wva $\mathcal{A}^{(i)}=\left\langle\Sigma, A^{(i)}\right\rangle$ with $A^{(i)}=$ $\left(Q^{(i)}, q_{\text {in }}^{(i)}, w t^{(i)}, q_{\text {ter }}^{(i)}\right)$ over $\Gamma^{(i)}=\Sigma^{(i)} \cup Z^{(i)} \cup\left\{y^{(i)}\right\}$ and $K$, accepting respectively $r^{\prime(i)}$, with $i=1,2$. Without any loss, we assume that $Q^{(1)} \cap Q^{(2)}=\emptyset$ and $\left(Z^{(1)} \cup\left\{y^{(1)}\right\}\right) \cap\left(Z^{(2)} \cup\left\{y^{(2)}\right\}\right)=\emptyset$. We consider the wva $\mathcal{A}_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}=$ $\left\langle\Sigma, A_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}\right\rangle$ and $\mathcal{A}_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}=\left\langle\Sigma, A_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}\right\rangle$ determined by the procedure before Lemma 1. By Proposition 3 and Lemma 1 these wva can be also assumed to be normalized hence, let $A_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}=\left(Q_{V_{1}}^{(1)}, q_{i n_{V_{1}}}^{(1)}, w t_{V_{1}}^{(1)}, q_{\text {ter }_{V_{1}}}^{(1)}\right)$ over $\Gamma^{(1)} \cup \Sigma^{(2)}$ and $A_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}=\left(Q_{V_{2}}^{(2)}, q_{i_{V_{V_{2}}}}^{(2)}, w t_{V_{2}}^{(2)}, q_{t e r_{V_{2}}}^{(2)}\right)$ over $\Gamma^{(2)} \cup \Sigma^{(1)}$. Moreover, without any loss, we assume that $Q_{V_{1}}^{(1)} \cap Q_{V_{2}}^{(2)}=\emptyset$. We let $y=\left(y^{(1)}, y^{(2)}\right)$ and consider the set $H=\left(Z^{(1)} \cup\left\{y^{(1)}\right\}\right) \times\left(Z^{(2)} \cup\left\{y^{(2)}\right\}\right) \backslash\{y\}$ and a maximal subset $G \subseteq H \cup Z^{(1)} \cup Z^{(2)}$ satisfying the following condition: every element of $Z^{(1)}$ (resp. of $Z^{(2)}$ ) occurs either in at most one pair of $H$ as a left (resp. as a right) coordinate, or as a single element of $G$. Assume that $G_{1}, \ldots, G_{m}$ is an enumeration of all such sets. We let $Q=Q_{V_{1}}^{(1)} \times Q_{V_{2}}^{(2)}, \Gamma_{G_{j}}=\Sigma^{(1)} \cup \Sigma^{(2)} \cup G_{j} \cup\{y\}$, for every $1 \leq j \leq m$, and consider the normalized wva $\mathcal{A}_{G_{j}}=\left\langle\Sigma, A_{G_{j}}\right\rangle$ over $\Sigma$ and $K$
with $A_{G_{j}}=\left(Q,\left(q_{i n_{V_{1}}}^{(1)}, q_{i n_{V_{2}}}^{(2)}\right), w t_{G_{j}},\left(q_{\text {ter }_{V_{1}}}^{(1)}, q_{t e r_{V_{2}}}^{(2)}\right)\right)$ over $\Gamma_{G_{j}}$, where the weight assignment mapping $w t_{G_{j}}$ is defined for every $1 \leq j \leq m$ as follows:

$$
\begin{aligned}
& w t_{G_{j}}\left(\left(\left(q^{(1)}, q^{(2)}\right), \sigma,\left(q^{\prime(1)}, q^{\prime(2)}\right)\right)\right)= \\
& \begin{cases}w t_{V_{1}}^{(1)}\left(\left(q^{(1)}, \sigma, q^{\prime(1)}\right)\right) & \text { if } q^{(2)}=q^{\prime(2)} \text { and } \sigma \in \Sigma^{(1)} \cup \Sigma^{(2)} \cup\left(Z^{(1)} \cap G_{j}\right) \\
w t_{V_{2}}^{(2)}\left(\left(q^{(2)}, \sigma, q^{\prime(2)}\right)\right) & \text { if } q^{(1)}=q^{\prime(1)} \text { and } \sigma \in \Sigma^{(1)} \cup \Sigma^{(2)} \cup\left(Z^{(2)} \cap G_{j}\right) \\
w t_{V_{1}}^{(1)}\left(\left(q^{(1)}, x^{(1)}, q^{\prime(1)}\right)\right) & \text { if } q^{(2)}=q^{\prime(2)} \text { and } \sigma=\left(x^{(1)}, x^{(2)}\right) \in G_{j} \cup\{y\} \\
w t_{V_{2}}^{(2)}\left(\left(q^{(2)}, x^{(2)}, q^{\prime(2)}\right)\right) & \text { if } q^{(1)}=q^{\prime(1)} \text { and } \sigma=\left(x^{(1)}, x^{(2)}\right) \in G_{j} \cup\{y\} \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

for every $\left(q^{(1)}, q^{(2)}\right),\left(q^{\prime(1)}, q^{\prime(2)}\right) \in Q, \sigma \in \Gamma_{G_{j}}$.
Next, we show that $\left\|\mathcal{A}_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}\right\| \amalg\left\|\mathcal{A}_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}\right\|=\sum_{1 \leq j \leq m}\left\|\mathcal{A}_{G_{j}}\right\|$.
For this let $w, w_{1}=w_{1}(0) \ldots w_{1}\left(n_{1}-1\right), w_{2}=w_{2}(0) \ldots w_{2}\left(n_{2}-1\right) \in \Sigma^{+}$such that $w \in w_{1} \amalg w_{2}$, and $u_{1} \in \operatorname{preim}_{\Gamma^{(1)} \cup \Sigma^{(2)}}\left(w_{1}\right), u_{2} \in \operatorname{preim}_{\Gamma^{(2)} \cup \Sigma^{(1)}}\left(w_{2}\right)$. Hence, there exist valid relabelings $h^{(1)} \in V R\left(\Gamma^{(1)} \cup \Sigma^{(2)}\right)$ and $h^{(2)} \in V R\left(\Gamma^{(2)} \cup \Sigma^{(1)}\right)$ such that $w_{1} \in h^{(1)}\left(u_{1}\right), w_{2} \in h^{(2)}\left(u_{2}\right)$. We consider a path

$$
P_{u_{1}}:\left(q_{i n_{V_{1}}}^{(1)}, u_{1}(0), q_{1}^{(1)}\right) \ldots\left(q_{n_{1}-1}^{(1)}, u_{1}\left(n_{1}-1\right), q_{t e r_{V_{1}}}^{(1)}\right)
$$

of $A_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}$ over $u_{1}$ and a path
$P_{u_{2}}:\left(q_{i n_{V_{2}}}^{(2)}, u_{2}(0), q_{1}^{(2)}\right) \ldots\left(q_{n_{2}-1}^{(2)}, u_{2}\left(n_{2}-1\right), q_{t e V_{V_{2}}}^{(2)}\right)$
of $A_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}$ over $u_{2}$. We distinguish the following cases.

- The sets $\left\{w_{1}(0), \ldots, w_{1}\left(n_{1}-1\right)\right\} \cap\left(\Sigma \backslash\left(\Sigma^{(1)} \cup \Sigma^{(2)}\right)\right)$ and $\left\{w_{2}(0), \ldots, w_{2}\left(n_{2}-\right.\right.$ $1)\} \cap\left(\Sigma \backslash\left(\Sigma^{(1)} \cup \Sigma^{(2)}\right)\right)$ are disjoint. Then, if $\operatorname{weight}\left(P_{u_{1}}\right) \neq 0 \neq \operatorname{weight}\left(P_{u_{2}}\right)$, by the definition of the list $G_{1}, \ldots, G_{m}$, there is a set $J \subseteq\{1, \ldots, m\}$ such that for every $j \in J$ there is a path $P_{u}^{\left(G_{j}\right)}$ of $A_{G_{j}}$ over $u$, for $u \in\left(u_{1} ш u_{2}\right) \cap$ $\operatorname{preim}_{\Gamma_{G_{j}}}(w)$ with weight $\left(P_{u}^{\left(G_{j}\right)}\right)=\operatorname{weight}\left(P_{u_{1}}\right)$ weight $\left(P_{u_{2}}\right)$. Since $K$ is idempotent it holds $\sum_{j \in J}$ weight $\left(P_{u}^{\left(G_{j}\right)}\right)=\operatorname{weight}\left(P_{u_{1}}\right)$ weight $\left(P_{u_{2}}\right)$ and thus $\sum_{1 \leq j \leq m}$ weight $\left(P_{u}^{\left(G_{j}\right)}\right)=\operatorname{weight}\left(P_{u_{1}}\right)$ weight $\left(P_{u_{2}}\right)$.
- The sets $\left\{w_{1}(0), \ldots, w_{1}\left(n_{1}-1\right)\right\} \cap\left(\Sigma \backslash\left(\Sigma^{(1)} \cup \Sigma^{(2)}\right)\right)$ and $\left\{w_{2}(0), \ldots, w_{2}\left(n_{2}-\right.\right.$ $1)\} \cap\left(\Sigma \backslash\left(\Sigma^{(1)} \cup \Sigma^{(2)}\right)\right)$ are not disjoint. Moreover, for simplicity, we assume that the two sets have only one common letter $\sigma$, and let $0 \leq l_{1}<\ldots<$ $l_{r} \leq n_{1}-1$ and $0 \leq g_{1}<\ldots<g_{s} \leq n_{2}-1$ be the positions in $w_{1}, w_{2}$ respectively, such that $w_{1}\left(l_{1}\right)=\ldots=w_{1}\left(l_{r}\right)=w_{2}\left(g_{1}\right)=\ldots=w_{2}\left(g_{s}\right)=\sigma$.

Since $u_{1} \in \operatorname{preim}_{\Gamma^{(1)} \cup \Sigma^{(2)}}\left(w_{1}\right)$ and $u_{2} \in \operatorname{preim}_{\Gamma^{(2)} \cup \Sigma^{(1)}}\left(w_{2}\right)$ we get that $u_{1}\left(l_{1}\right)=\ldots=u_{1}\left(l_{r}\right)=x^{(1)}$ and $u_{2}\left(g_{1}\right)=\ldots=u_{2}\left(g_{s}\right)=x^{(2)}$ for some $x^{(1)} \in$ $Z^{(1)} \cup\left\{y^{(1)}\right\}$ and $x^{(2)} \in Z^{(2)} \cup\left\{y^{(2)}\right\}$. If $\operatorname{weight}\left(P_{u_{1}}\right) \neq 0 \neq \operatorname{weight}\left(P_{u_{2}}\right)$, by the definition of the list $G_{1}, \ldots, G_{m}$, there is a set $J \subseteq\{1, \ldots, m\}$ such that for every $j \in J$ there is a path $P_{u^{\prime}}^{\left(G_{j}\right)}$ of $A_{G_{j}}$ over $u^{\prime}$, where $u^{\prime}$ is obtained by $u$ by replacing $x^{(1)}$ (resp. $x^{(2)}$ ) in $u_{1}$ (resp. $u_{2}$ ) at the positions $l_{1}, \ldots, l_{r}$ (resp. $g_{1}, \ldots, g_{s}$ ) by the pair $\left(x^{(1)}, x^{(2)}\right)$, and from the remaining letters we replace every occurrence of $y^{(1)}$ and $y^{(2)}$ with $y$, for $u \in u_{1} ш u_{2}$. Again, we have weight $\left(P_{u^{\prime}}^{\left(G_{j}\right)}\right)=$ weight $\left(P_{u_{1}}\right)$ weight $\left(P_{u_{2}}\right)$ and hence, $\sum_{1 \leq j \leq m}$ weight $\left(P_{u^{\prime}}^{\left(G_{j}\right)}\right)=$ weight $\left(P_{u_{1}}\right)$ weight $\left(P_{u_{2}}\right)$. On the other hand, it is trivially shown that $u^{\prime} \in \operatorname{preim}_{\Gamma_{G_{j}}}(w)$.

Conversely, keeping the previous notations, for every $w \in \Sigma^{+}, u^{\prime} \in \operatorname{preim}_{\Gamma_{G_{j}}}(w)$ for some $1 \leq j \leq m$, there are $u_{1} \in \operatorname{preim}_{\Gamma^{(1)} \cup \Sigma^{(2)}}\left(w_{1}\right), u_{2} \in \operatorname{preim}_{\Gamma^{(2)} \cup \Sigma^{(1)}}\left(w_{2}\right)$ with $w \in w_{1} \amalg w_{2}$, such that for every path $P_{u^{\prime}}^{\left(G_{j}\right)}$ of $A_{G_{j}}$ over $u^{\prime}$, there are paths $P_{u_{1}}$ of $A_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}$ over $u_{1}$ and $P_{u_{2}}$ of $A_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}$ over $u_{2}$, with weight $\left(P_{u^{\prime}}^{\left(G_{j}\right)}\right)=$ weight $\left(P_{u_{1}}\right)$ weight $\left(P_{u_{2}}\right)$. Using the same as above argument, we can show that $\sum_{1 \leq j \leq m}$ weight $\left(P_{u^{\prime}}^{\left(G_{j}\right)}\right)=\operatorname{weight}\left(P_{u_{1}}\right)$ weight $\left(P_{u_{2}}\right)$.

Now for every $w_{1}, w_{2} \in \Sigma^{+}$, it holds

$$
\begin{aligned}
& \left(\left\|\mathcal{A}_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}\right\|, w_{1}\right)\left(\left\|\mathcal{A}_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}\right\|, w_{2}\right) \\
& =\sum_{u_{1} \in \operatorname{preim}_{\Gamma^{(1)} \cup \Sigma^{(2)}\left(w_{1}\right)}}\left(\left\|A_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}\right\|, u_{1}\right) \sum_{u_{2} \in \operatorname{preim}_{\Gamma^{(2)} \cup \Sigma^{(1)}\left(w_{2}\right)}}\left(\left\|A_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}\right\|, u_{2}\right) \\
& =\sum_{u_{1} \in \operatorname{preim}_{\Gamma^{(1)} \cup \Sigma^{(2)}\left(w_{1}\right)}} \sum_{P_{u_{1}}} \text { weight }\left(P_{\left.u_{1}\right)} \sum_{u_{2} \in \operatorname{preim}_{\Gamma^{(2)} \cup \Sigma^{(1)}\left(w_{2}\right)}} \sum_{P_{u_{2}}} \text { weight }\left(P_{u_{2}}\right)\right. \\
& =\sum_{u_{1} \in \operatorname{preim}_{\Gamma^{(1)} \cup \Sigma^{(2)}\left(w_{1}\right)}} \sum_{u_{2} \in \operatorname{preim}_{\Gamma^{(2)} \cup \Sigma^{(1)}\left(w_{2}\right)}} \sum_{P_{u_{1}}} \sum_{P_{u_{2}}} \text { weight }\left(P_{u_{1}}\right) \text { weight }\left(P_{u_{2}}\right) .
\end{aligned}
$$

Hence, for every $w \in \Sigma^{+}$, we get

$$
\begin{aligned}
& \left(\left\|\mathcal{A}_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}\right\| ш\left\|\mathcal{A}_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}\right\|, w\right) \\
& \left.=\sum_{\substack{w_{1}, w_{2} \in \Sigma^{+} \\
w \in w_{1} Ш w_{2}}}\left(\| \| \mathcal{A}_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)} \|, w_{1}\right)\left(\left\|\mathcal{A}_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}\right\|, w_{2}\right)\right) \\
& =\sum_{\substack{w_{1}, w_{2} \in \Sigma^{+} \\
w \in w_{1} Ш w_{2}}} \sum_{u_{1} \in \text { preim }_{\Gamma^{(1)} \cup \Sigma^{(2)}\left(w_{1}\right)}}\left(\left\|A_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}\right\|, u_{1}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \sum_{u_{2} \in \text { preim }_{\Gamma^{(2)} \cup \Sigma^{(1)}\left(w_{2}\right)}}\left(\left\|A_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}\right\|, u_{2}\right) \\
& =\sum_{\substack{w_{1}, w_{2} \in \Sigma+\\
w \in w_{1} \amalg w_{2}}} \sum_{u_{1} \in \text { preim }_{\Gamma^{(1)} \cup \Sigma^{(2)}}} \sum_{\left(w_{1}\right)} \sum_{P_{u_{1}}} \operatorname{weight}\left(P_{u_{1}}\right) \\
& \sum_{u_{2} \in \text { preim }_{\Gamma^{(2)} \cup \Sigma^{(1)}}\left(w_{2}\right)} \sum_{P_{u_{2}}} \text { weight }\left(P_{u_{2}}\right) \\
& =\sum_{\substack{w_{1}, w_{2} \in \Sigma^{+} \\
w \in w_{1} \amalg w_{2}}} \sum_{u_{1} \in \text { preim }_{\mathrm{\Gamma}^{(1)} \cup \Sigma^{(2)}}} \sum_{\left(w_{1}\right)} \sum_{u_{2} \in \text { preim }_{\mathrm{\Gamma}^{(2)} \cup \Sigma^{(1)}}\left(w_{2}\right)} \\
& \sum_{P_{u_{1}}} \sum_{P_{u_{2}}} w e i g h t\left(P_{u_{1}}\right) w e i g h t\left(P_{u_{2}}\right) \\
& =\sum_{1 \leq j \leq m} \sum_{u \in \operatorname{preim}_{\Gamma_{G_{j}}}(w)} \sum_{P_{u}^{\left(G_{j}\right)}} \text { weight }\left(P_{u}^{\left(G_{j}\right)}\right) \\
& =\left(\sum_{1 \leq j \leq m}\left\|\mathcal{A}_{G_{j}}\right\|, w\right)
\end{aligned}
$$

which implies that $\left\|\mathcal{A}_{\left(\Sigma^{(2)}, V_{1}\right)}^{(1)}\right\| ш\left\|\mathcal{A}_{\left(\Sigma^{(1)}, V_{2}\right)}^{(2)}\right\|=\sum_{1 \leq j \leq m}\left\|\mathcal{A}_{G_{j}}\right\|$ hence, $r^{\prime(1)} ш$ $r^{\prime(2)}=\sum_{1 \leq j \leq m}\left\|\mathcal{A}_{G_{j}}\right\|$. Therefore, by Proposition 4, we conclude that $r^{\prime(1)} ш r^{\prime(2)} \in$ $V \operatorname{Rec}(K, \Sigma)$, as required.

Remark 1. The definition of the weight assignment mappings $w t_{G_{j}}$ for $1 \leq j \leq m$, in the above proof, is not completely right. More precisely, it may happen that there are $q^{(1)} \in Q_{V_{1}}^{(1)}, q^{(2)} \in Q_{V_{2}}^{(2)}$ and $\sigma \in\left(\Sigma^{(1)} \cap \Sigma^{(2)}\right)$ (resp. $\sigma=\left(x^{(1)}, x^{(2)}\right) \in G_{j} \cup\{y\}$ ) such that $w t_{V_{1}}^{(1)}\left(\left(q^{(1)}, \sigma, q^{(1)}\right)\right)=k_{1} \neq 0$, $w t_{V_{2}}^{(2)}\left(\left(q^{(2)}, \sigma, q^{(2)}\right)\right)=k_{2} \neq 0$ with $k_{1} \neq k_{2}\left(\right.$ resp. $\left.w t_{V_{1}}^{(1)}\left(q^{(1)}, x^{(1)}, q^{(1)}\right)\right)=k_{1} \neq 0, w t_{V_{2}}^{(2)}\left(\left(q^{(2)}, x^{(2)}, q^{(2)}\right)\right)=k_{2} \neq 0$ with $\left.k_{1} \neq k_{2}\right)$. Then, the value $\operatorname{wt}_{G_{j}}\left(\left(\left(q^{(1)}, q^{(2)}\right), \sigma,\left(q^{(1)}, q^{(2)}\right)\right)\right)$ is not welldefined ${ }^{3}$. Therefore, if this is the case, for every such pair of states $\left(q^{(1)}, q^{(2)}\right)$ and $\sigma \in\left(\Sigma^{(1)} \cap \Sigma^{(2)}\right) \cup G_{j} \cup\{y\}$, we introduce a new state $r$ and we set

- $w t_{G_{j}}\left(\left(\left(q^{(1)}, q^{(2)}\right), \sigma,\left(q^{(1)}, q^{(2)}\right)\right)\right)=k_{1}$,
- $w t_{G_{j}}\left(\left(\left(q^{(1)}, q^{(2)}\right), \sigma, r\right)\right)=k_{1}$,
- $w t_{G_{j}}\left(\left(r, \sigma,\left(q^{(1)}, q^{(2)}\right)\right)\right)=k_{2}$,

[^25]- $w t_{G_{j}}((r, \sigma, r))=k_{2}$, and
- $w t_{G_{j}}\left(\left(\left(q^{\prime(1)}, q^{\prime(2)}\right), \sigma^{\prime}, r\right)\right)=w t_{G_{j}}\left(\left(\left(q^{\prime(1)}, q^{(2)}\right), \sigma^{\prime},\left(q^{(1)}, q^{(2)}\right)\right)\right)$,
- $w t_{G_{j}}\left(\left(r, \sigma^{\prime},\left(q^{\prime(1)}, q^{\prime(2)}\right)\right)\right)=w t_{G_{j}}\left(\left(\left(q^{(1)}, q^{(2)}\right), \sigma^{\prime},\left(q^{\prime(1)}, q^{\prime(2)}\right)\right)\right)$,
for every $q^{\prime(1)} \in Q_{V_{1}}^{(1)}, q^{\prime(2)} \in Q_{V_{2}}^{(2)}, \sigma^{\prime} \in \Gamma_{G_{j}}$.
The following theorem summarizes the results of this section.
Theorem 1. Let $K$ be a commutative and idempotent semiring and $\Sigma$ an infinite alphabet. Then the class of v-recognizable series over $\Sigma$ and $K$ is closed under sum, and under scalar, Hadamard, Cauchy and shuffle products, and under star operation applied to proper series.


## 5 Rational series over infinite alphabets

In this section, we extend the notion of rational series over the infinite alphabet $\Sigma$ and the semiring $K^{4}$. In fact, we state a Kleene-Schützenberger type result for v-recognizable series over $\Sigma$ and $K$. For this, we define the notion of rationality for series over $\Sigma$ in the same way we did it for v-recognizable series. A similar approach for defining regular expressions over infinite alphabets has been followed in $[1,25]$. Firstly, we recall the concept of rational series over finite alphabets. Let $\Delta$ be a finite alphabet. The class $\operatorname{Rat}(K, \Delta)$ of rational series over $\Delta$ and $K$ is the least class of series containing the polynomials over $\Delta$ and $K$ and being closed under sum, Cauchy product, and star operation applied to proper series. The subsequent result is the fundamental theorem of Schützenberger stating the coincidence of rational and recognizable series.

Theorem 2. [35, 18, 34] Let $K$ be a semiring and $\Delta$ a finite alphabet. Then a series $s \in K\left\langle\left\langle\Delta^{*}\right\rangle\right\rangle$ is recognizable iff it is rational.

Definition 3. A series $s$ over $\Sigma$ and $K$ is called v-rational if there is a subalphabet $\Gamma \subseteq_{f i n} \Sigma$ and a rational series $s^{\prime}$ over $\Delta=\Gamma \cup Z \cup\{y\}$ and $K$ such that

$$
(s, w)=\sum_{u \in \text { preim }_{\Delta}(w)}\left(s^{\prime}, u\right)
$$

for every $w \in \Sigma^{*}$.
Now we discuss why we adopted the above definition for rational series over infinite alphabets. One could think of alternative definitions, more precisely, by defining rational series over the infinite alphabet $\Sigma$ in the same way we do it for rational series over finite alphabets. It is not difficult to see that such a consideration should

[^26]not derive an expressively equivalent notion to wva. Consider for instance the normalized wva $\mathcal{A}=\langle\Sigma, A\rangle$ where $A=\left(\left\{q_{i n}, q_{t e r}\right\}, q_{i n}, w t, q_{t e r}\right)$ with $\Sigma_{A}=\{a\}$ and $Z=\{z\}$. The only non-zero assignment of $w t$ is given by $w t\left(\left(q_{i n}, z, q_{t e r}\right)\right)=k \neq 0$. Then trivially, $\|\mathcal{A}\|=\sum_{a^{\prime} \in \Sigma \backslash\{a\}} k a^{\prime}$ and it is not difficult to see that this series is not rational in the sense of rational series over finite alphabets. Even if we should consider our rational series to contain, by definition, series of the above form, then still this is not sufficient. For instance let us consider the normalized wva $\mathcal{B}=\langle\Sigma, B\rangle$ where $B=\left(\left\{p_{i n}, p, p_{\text {ter }}\right\}, p_{i n}, w t, p_{\text {ter }}\right)$ with $\Sigma_{B}=\{b\}, Z=\left\{z, z^{\prime}\right\}$ and non-zero weights $w t\left(\left(p_{i n}, z, p\right)\right)=k, w t\left(\left(p, z^{\prime}, p_{\text {ter }}\right)\right)=k^{\prime}$. Then it is easily obtained that
$$
\|\mathcal{B}\|=\sum_{\substack{a, a^{\prime} \in \Sigma \backslash\{b\} \\ a \neq a^{\prime}}} k k^{\prime} a a^{\prime} .
$$

On the other hand, the Cauchy product of the series $\sum_{a \in \Sigma \backslash\{b\}} k a \sum_{a^{\prime} \in \Sigma \backslash\{b\}} k^{\prime} a^{\prime}$ clearly differs from $\|\mathcal{B}\|$.

Next, we state our Kleene-Schützenberger type theorem for series over $\Sigma$ and $K$.

Theorem 3. Let $K$ be a semiring and $\Sigma$ an infinite alphabet. Then a series $s \in K\left\langle\left\langle\Sigma^{*}\right\rangle\right\rangle$ is $v$-recognizable iff it is $v$-rational.

Proof. Let $s \in V \operatorname{Rec}(K, \Sigma)$. Then, there exists a wva $\mathcal{A}=\langle\Sigma, A\rangle$ where $A$ is a weighted automaton over $\Gamma_{A}=\Sigma_{A} \cup Z \cup\{y\}$ such that

$$
s=\|\mathcal{A}\|=\sum_{u \in \operatorname{preim}_{\Gamma_{A}}(w)}(\|A\|, u) .
$$

By Theorem 2 the recognizable series $\|A\|$ over $\Gamma_{A}$ and $K$ is also rational. This implies that $s$ is v-rational. By a similar argument, we show that if $s$ is v-rational, then it is also v-recognizable, and this concludes our proof.

## 6 Weighted monadic second order logic over infinite alphabets

Droste and Gastin in their seminal paper [12] (cf. also [13]), introduced a weighted monadic second order logic (MSO logic for short) and proved in the quantitative setup the fundamental result of Büchi [7], Elgot [17], and Trakhtenbrot [41] relating recognizable and $M S O$-definable languages. More precisely, they determined two fragments of their weighted MSO logic, namely the restricted, and the existential restricted one, and proved that the classes of series defined by sentences in these two fragments coincide with the class of recognizable series over a finite alphabet and a commutative semiring. We would like to extend this result for the class of v-recognizable series. For this, we introduce a weighted $M S O$ logic over the infinite alphabet $\Sigma$ and the commutative semiring $K$.

Firstly we recall, for the reader's convenience, the basic definitions of weighted MSO logic (cf. [12, 13]) by adopting the notations of [19].

Let $\Delta$ be a finite alphabet. The syntax of $M S O$ logic formulas over $\Delta$ is given by the grammar

$$
\phi::=\operatorname{true}\left|P_{a}(x)\right| x \leq x^{\prime}|x \in X| \neg \phi|\phi \vee \phi| \exists x \cdot \phi \mid \exists X \cdot \phi
$$

where $a \in \Delta$ and we let false $=\neg$ true. The set $\operatorname{free}(\phi)$ of free variables of an $M S O$ logic formula $\phi$ is defined as usual. In order to define the semantics of MSO logic formulas we need the notions of the extended alphabet and valid assignment (cf. for instance [40]). Let $\mathcal{V}$ be a finite set of first and second order variables. For every word $u=u(0) \ldots u(n-1) \in \Delta^{*}$ we let $\operatorname{Dom}(u)=\{0, \ldots, n-1\}$. A $(\mathcal{V}, u)$ assignment $\sigma$ is a mapping associating first order variables from $\mathcal{V}$ to elements of $\operatorname{Dom}(u)$, and second order variables from $\mathcal{V}$ to subsets of $\operatorname{Dom}(u)$. If $x$ is a first order variable and $i \in \operatorname{Dom}(u)$, then $\sigma[x \rightarrow i]$ denotes the $(\mathcal{V} \cup\{x\}, u)$-assignment which associates $i$ to $x$ and coincides with $\sigma$ on $\mathcal{V} \backslash\{x\}$. For a second order variable $X$ and $I \subseteq \operatorname{Dom}(u)$, the notation $\sigma[X \rightarrow I]$ has a similar meaning.

We shall encode pairs of the form $(u, \sigma)$, where $u \in \Delta^{*}$ and $\sigma$ is a $(\mathcal{V}, u)$ assignment, using the extended alphabet $\Delta_{\mathcal{V}}=\Delta \times\{0,1\}^{\mathcal{V}}$. Indeed, every word in $\Delta_{\mathcal{V}}^{*}$ can be considered as a pair $(u, \sigma)$ where $u$ is the projection over $\Delta$ and $\sigma$ is the projection over $\{0,1\}^{\mathcal{V}}$. Then $\sigma$ is a valid assignment if for every first order variable $x \in \mathcal{V}$ the $x$-row contains exactly one 1 . In this case, $\sigma$ is the $(\mathcal{V}, u)$-assignment such that for every first order variable $x \in \mathcal{V}, \sigma(x)$ is the position of the 1 on the $x$-row, and for every second order variable $X \in \mathcal{V}, \sigma(X)$ is the set of positions labelled with 1 along the $X$-row. It is not difficult to see that the language

$$
N_{\mathcal{V}}=\left\{(u, \sigma) \in \Delta_{\mathcal{V}}^{*} \mid \sigma \text { is a valid }(\mathcal{V}, u) \text {-assignment }\right\}
$$

is recognizable.
For every $(u, \sigma) \in \mathcal{N}_{\mathcal{V}}$ we define the satisfaction relation $(u, \sigma) \models \phi$ by induction on the structure of $\phi$, as follows:

- $(u, \sigma) \models$ true,
- $(u, \sigma) \models P_{a}(x)$ iff $u(\sigma(x))=a$,
- $(u, \sigma) \models x \leq x^{\prime}$ iff $\sigma(x) \leq \sigma\left(x^{\prime}\right)$,
- $(u, \sigma) \vDash x \in X \quad$ iff $\sigma(x) \in \sigma(X)$,
- $(u, \sigma) \models \neg \phi$ iff $(u, \sigma) \not \vDash \phi$,
- $(u, \sigma) \models \phi \vee \phi^{\prime} \quad$ iff $\quad(u, \sigma) \models \phi$ or $(u, \sigma) \models \phi^{\prime}$,
- $(u, \sigma) \vDash \exists x \cdot \phi$ iff there exists an $i \in \operatorname{Dom}(u)$ such that $(u, \sigma[x \rightarrow i) \models \phi$,
- $(u, \sigma) \vDash \exists X \cdot \phi$ iff there exists an $I \subseteq \operatorname{Dom}(u)$ such that $(u, \sigma[X \rightarrow I) \models \phi$.

If $(u, \sigma) \in \Delta_{\mathcal{V}}^{*} \backslash \mathcal{N}_{\mathcal{V}}$, then we let $(u, \sigma) \not \models \phi$.

Definition 4. The syntax of formulas of the weighted MSO logic over $\Delta$ and $K$ is given by the grammar

$$
\begin{aligned}
& \phi::=\operatorname{true}\left|P_{a}(x)\right| x \leq x^{\prime}|x \in X| \neg \phi|\phi \vee \phi| \exists x \cdot \phi \mid \exists X \cdot \phi \\
& \varphi::=k|\phi| \varphi \oplus \varphi|\varphi \otimes \varphi| \bigoplus_{x} \cdot \varphi\left|\bigoplus_{X} \cdot \varphi\right| \bigotimes_{x} \cdot \varphi \mid \bigotimes_{X} \cdot \varphi
\end{aligned}
$$

where $k \in K, a \in \Delta$.
We denote by $\operatorname{MSO}(K, \Delta)$ the set of all weighted $M S O$ logic formulas $\varphi$ over $\Delta$ and $K$. We represent the semantics of formulas $\varphi \in M S O(K, \Delta)$ as series $\|\varphi\| \in K\left\langle\left\langle\Delta^{*}\right\rangle\right\rangle$. For the semantics of $M S O$ logic formulas $\phi$ we use the satisfaction relation as defined above. Therefore, the semantics of MSO logic formulas $\phi$ gets only the values 0 and 1 .

Definition 5. Let $\varphi \in \operatorname{MSO}(K, \Delta)$ and $\mathcal{V}$ be a finite set of variables with free $(\varphi) \subseteq$ $\mathcal{V}$. The semantics of $\varphi$ is a series $\|\varphi\|_{\mathcal{V}} \in K\left\langle\left\langle\Delta_{\mathcal{V}}^{*}\right\rangle\right\rangle$. Consider an element $(u, \sigma) \in \Delta_{\mathcal{V}}^{*}$. If $(u, \sigma) \notin N_{\mathcal{V}}$, then we let $\left(\|\varphi\|_{\mathcal{V}},(u, \sigma)\right)=0$. Otherwise, we define $\left(\|\varphi\|_{\mathcal{V}},(u, \sigma)\right) \in K$, inductively on the structure of $\varphi$, as follows:

$$
\begin{aligned}
& -\left(\|k\|_{\mathcal{V}},(u, \sigma)\right)=k, \\
& -\left(\|\phi\|_{\mathcal{V}},(u, \sigma)\right)=\left\{\begin{array}{ll}
1 & \text { if }(u, \sigma) \models \phi \\
0 & \text { otherwise }
\end{array},\right. \\
& -\left(\|\varphi \oplus \psi\|_{\mathcal{V}},(u, \sigma)\right)=\left(\|\varphi\|_{\mathcal{V}},(u, \sigma)\right)+\left(\|\psi\|_{\mathcal{V}},(u, \sigma)\right), \\
& -\left(\|\varphi \otimes \psi\|_{\mathcal{V}},(u, \sigma)\right)=\left(\|\varphi\|_{\mathcal{V}},(u, \sigma)\right) \cdot\left(\|\psi\|_{\mathcal{V}},(u, \sigma)\right), \\
& -\left(\left\|\bigoplus_{x} \cdot \varphi\right\|_{\mathcal{V}},(u, \sigma)\right)=\sum_{0 \leq i \leq n-1}\left(\|\varphi\|_{\mathcal{V} \cup\{x\}},(u, \sigma[x \rightarrow i])\right), \\
& -\left(\left\|\bigoplus_{X} \cdot \varphi\right\|_{\mathcal{V}},(u, \sigma)\right)=\sum_{I \subseteq \operatorname{Dom}(u)}\left(\|\varphi\|_{\mathcal{V} \cup\{X\}},(u, \sigma[X \rightarrow I])\right), \\
& -\left(\left\|\otimes_{x} \cdot \varphi\right\|_{\mathcal{V}},(u, \sigma)\right)=\prod_{0 \leq i \leq n-1}\left(\|\varphi\|_{\mathcal{V} \cup\{x\}},(u, \sigma[x \rightarrow i])\right), \\
& -\left(\left\|\otimes_{X} \cdot \varphi\right\|_{\mathcal{V}},(u, \sigma)\right)=\prod_{I \subseteq \operatorname{Dom}(u)}\left(\|\varphi\|_{\mathcal{V} \cup\{X\}},(u, \sigma[X \rightarrow I])\right) .
\end{aligned}
$$

We simply denote $\|\varphi\|_{\text {free ( })}$ by $\|\varphi\|$. If $\varphi$ is a sentence, then $\|\varphi\| \in K\left\langle\left\langle\Delta^{*}\right\rangle\right\rangle$. Furthermore, it holds [12]

$$
\left(\|\varphi\|_{\mathcal{V}},(u, \sigma)\right)=\left(\|\varphi\|,\left(u,\left.\sigma\right|_{\text {free }(\varphi)}\right)\right)
$$

for every $(u, \sigma) \in N_{\mathcal{V}}$.
Definition 6. A formula $\varphi \in M S O(K, \Delta)$ will be called restricted if

- it contains no universal quantification of the form $\bigotimes_{X} \cdot \psi$, and
- whenever it contains a universal first order quantification $\bigotimes_{x} \cdot \psi$, then $\psi$ is a formula of the form $\psi=\oplus_{1 \leq i \leq n}\left(k_{i} \otimes \phi_{i}\right)$ where $k_{i} \in K$ and $\phi_{i}$ is an MSO logic formula for every $1 \leq i \leq n$.

We denote with $\operatorname{RMSO}(K, \Delta)$ the subclass of all restricted formulas in $M S O(K$, $\Delta)$.

Definition 7. A formula $\varphi \in R M S O(K, \Delta)$ is called restricted existential if it is of the form $\bigoplus_{X_{1}, \ldots, X_{n}} \bullet \psi$ with $\psi \in R M S O(K, \Delta)$ and $\psi$ contains no set quantification.

The subclass of all restricted existential formulas in $\operatorname{MSO}(K, \Delta)$ is denoted by $\operatorname{REMSO}(K, \Delta)$.

Definition 8. $A$ series $s$ over $\Delta$ and $K$ is called MSO (resp. RMSO, REMSO) definable if there is sentence $\varphi$ in $\operatorname{MSO}(K, \Delta)($ resp. $\operatorname{RMSO}(K, \Delta), \operatorname{REMSO}(K, \Delta))$ such that $s=\|\varphi\|$.

Theorem 4. [12, 13] Let $K$ be a commutative semiring and $\Delta$ a finite alphabet. Then for every series $s \in K\left\langle\left\langle\Delta^{*}\right\rangle\right\rangle$ the following statements are equivalent.
i) $s$ is recognizable.
ii) $s$ is RMSO-definable.
iii) $s$ is REMSO-definable.

Furthermore, if the semiring $K$ is locally finite, then the above statements are also equivalent to
iv) $s$ is MSO-definable.

Now we are ready to introduce the $M S O$ logic characterization for series over the infinite alphabet $\Sigma$ and the commutative semiring $K$.

Definition 9. A series s over $\Sigma$ and $K$ is called VMSO (resp. VRMSO, VREMSO) definable if there is a subalphabet $\Gamma \subseteq_{\text {fin }} \Sigma$ and an MSO (resp. RMSO, REMSO) definable series $s^{\prime}$ over $\Delta=\Gamma \cup Z \cup\{y\}$ and $K$ such that

$$
(s, w)=\sum_{u \in \operatorname{preim}_{\Delta}(w)}\left(s^{\prime}, u\right)
$$

for every $w \in \Sigma^{*}$.
Theorem 5. Let $K$ be a commutative semiring and $\Sigma$ an infinite alphabet. Then for every series $s \in K\left\langle\left\langle\Sigma^{*}\right\rangle\right\rangle$ the following statements are equivalent.
i) $s$ is v-recognizable.
ii) $s$ is VRMSO-definable.
iii) $s$ is VREMSO-definable.

Furthermore, if the semiring $K$ is locally finite, then the above statements are also equivalent to
iv) $s$ is VMSO-definable.

Proof. We obtain our result by Theorem 4 and Definition 9, using similar arguments as the ones in the proof of Theorem 3.

## 7 Weighted linear dynamic logic over infinite alphabets

Vardi in 2011 introduced a linear dynamic logic ( $L D L$ for short) over infinite words and stated the expressive equivalence of $L D L$ formulas to $\omega$-rational expressions (cf. [42]). $L D L$ is a combination of propositional dynamic logic and of classical $L T L$. In [20] the authors proved the coincidence of the classes of rational and $L D L$-definable languages interpreted over finite words. Recently, $L D L$ has been investigated in the quantitative setup for both finite and infinite words [16]. More precisely, the authors proved the expressive equivalence of weighted $L D L$ formulas to weighted automata for finite words over commutative semirings, and for infinite words over totally commutative complete semirings. In this section, we introduce a weighted $L D L$ over the infinite alphabet $\Sigma$ and the commutative semiring $K$, and we show the expressive equivalence of weighted $L D L$ formulas to weighted variable automata.

Let us firstly recall the basic definitions for weighted $L D L$ logic over finite alphabets [16]. Let $\Delta$ be a finite alphabet. For every letter $a \in \Delta$ we consider an atomic proposition $p_{a}$, and we let $P=\left\{p_{a} \mid a \in \Delta\right\}$. Moreover, for every $p \in P$ we identify $\neg \neg p$ with $p$.

Definition 10. The syntax of $L D L$ formulas $\psi$ over $\Delta$ is given by the grammar

$$
\begin{aligned}
\psi & ::=\operatorname{true}\left|p_{a}\right| \neg \psi|\psi \wedge \psi|\langle\theta\rangle \psi \\
\theta & ::=\phi|\psi ?| \theta+\theta|\theta ; \theta| \theta^{+}
\end{aligned}
$$

where $p_{a} \in P$ and $\phi$ denotes a propositional formula over the atomic propositions in $P$.

For every $L D L$ formula $\psi$ and $u \in \Delta^{*}$ we define the satisfaction relation $u \models \psi$, inductively on the structure of $\psi$, as follows:

$$
\begin{aligned}
-u & \models \text { true } \\
-u & \models p_{a} \quad \text { iff } u(0)=a, \\
-u & \models \neg \psi \quad \text { iff } \quad u \not \models \psi, \\
-u & \models \psi_{1} \wedge \psi_{2} \quad \text { iff } u \models \psi_{1} \text { and } u \models \psi_{2},
\end{aligned}
$$

- $u \models\langle\phi\rangle \psi$ iff $u \models \phi$ and $u_{\geq 1} \models \psi$,
- $u \models\left\langle\psi_{1} ?\right\rangle \psi_{2} \quad$ iff $u \models \psi_{1}$ and $u \models \psi_{2}$,
- $u \models\left\langle\theta_{1}+\theta_{2}\right\rangle \psi$ iff $u \models\left\langle\theta_{1}\right\rangle \psi$ or $u \models\left\langle\theta_{2}\right\rangle \psi$,
- $u \models\left\langle\theta_{1} ; \theta_{2}\right\rangle \psi$ iff $u=v v^{\prime}, v \models\left\langle\theta_{1}\right\rangle$ true, and $v^{\prime} \models\left\langle\theta_{2}\right\rangle \psi$,
- $u \models\left\langle\theta^{+}\right\rangle \psi$ iff there exists $n$ with $1 \leq n \leq|u|$ such that $u \models\left\langle\theta^{n}\right\rangle \psi$,
where $\theta^{n}, n \geq 1$ is defined inductively by $\theta^{1}=\theta$ and $\theta^{n}=\theta^{n-1} ; \theta$ for $n>1$.
Definition 11. The syntax of formulas $\varphi$ of the weighted $L D L$ over $\Delta$ and $K$ is given by the grammar

$$
\begin{aligned}
\varphi & ::=k|\psi| \varphi \oplus \varphi|\varphi \otimes \varphi|\langle\rho\rangle \varphi \\
\rho & ::=\phi|\varphi ?| \rho \oplus \rho|\rho \cdot \rho| \rho^{\oplus}
\end{aligned}
$$

where $k \in K, \phi$ denotes a propositional formula over the atomic propositions in $P$, and $\psi$ denotes an LDL formula as in Definition 10.

We denote by $L D L(K, \Delta)$ the set of all weighted $L D L$ formulas $\varphi$ over $\Delta$ and $K$. We represent the semantics $\|\varphi\|$ of the formulas $\varphi \in L D L(K, \Delta)$ as series over $\Delta$ and $K$.

Definition 12. Let $\varphi \in \operatorname{LDL}(K, \Delta)$. The semantics of $\varphi$ is a series $\|\varphi\| \in$ $K\left\langle\left\langle\Delta^{*}\right\rangle\right\rangle$. For every $u \in \Delta^{*}$ the value $(\|\varphi\|, u)$ is defined inductively as follows:

$$
\begin{aligned}
& -(\|k\|, u)=k, \\
& -(\|\psi\|, u)= \begin{cases}1 & \text { if } u \models \psi \\
0 & \text { otherwise }\end{cases} \\
& -\left(\left\|\varphi_{1} \oplus \varphi_{2}\right\|, u\right)=\left(\left\|\varphi_{1}\right\|, u\right)+\left(\left\|\varphi_{2}\right\|, u\right), \\
& -\left(\left\|\varphi_{1} \otimes \varphi_{2}\right\|, u\right)=\left(\left\|\varphi_{1}\right\|, u\right) \cdot\left(\left\|\varphi_{2}\right\|, u\right), \\
& -(\|\langle\phi\rangle \varphi\|, u)=(\|\phi\|, u) \cdot(\|\varphi\|, u \geq 1), \\
& \text { - }\left(\left\|\left\langle\varphi_{1} ?\right\rangle \varphi_{2}\right\|, u\right)=\left(\left\|\varphi_{1}\right\|, u\right) \cdot\left(\left\|\varphi_{2}\right\|, u\right) \\
& \text { - }\left(\left\|\left\langle\rho_{1} \oplus \rho_{2}\right\rangle \varphi\right\|, u\right)=\left(\left\|\left\langle\rho_{1}\right\rangle \varphi\right\|, u\right)+\left(\left\|\left\langle\rho_{2}\right\rangle \varphi\right\|, u\right), \\
& -\left(\left\|\left\langle\rho_{1} \cdot \rho_{2}\right\rangle \varphi\right\|, u\right)=\sum_{\substack{v, v^{\prime} \in \Delta^{*} \\
u=v v^{\prime}}}\left(\left(\|\left\langle\rho_{1}\right\rangle \operatorname{true\| }, v\right) \cdot\left(\left\|\left\langle\rho_{2}\right\rangle \varphi\right\|, v^{\prime}\right)\right) \text {, } \\
& -\left(\left\|\left\langle\rho^{\oplus}\right\rangle \varphi\right\|, u\right)=\sum_{n \geq 1}\left(\left\|\left\langle\rho^{n}\right\rangle \varphi\right\|, u\right)
\end{aligned}
$$

where for the definition of $\left(\left\|\left\langle\rho^{\oplus}\right\rangle \varphi\right\|, u\right)$ we assume that $\|\langle\rho\rangle$ true $\|$ is proper, and $\rho^{n}, n \geq 1$ is defined inductively by $\rho^{1}=\rho$ and $\rho^{n}=\rho^{n-1} \cdot \rho$ for $n>1$.

A series $s \in K\left\langle\left\langle\Delta^{*}\right\rangle\right\rangle$ is called $L D L$-definable if there is a formula $\varphi \in L D L(K, \Delta)$ such that $s=\|\varphi\|$.

Theorem 6. [16] Let $K$ be a commutative semiring and $\Delta$ a finite alphabet. $A$ series $s \in K\left\langle\left\langle\Delta^{*}\right\rangle\right\rangle$ is recognizable iff it is LDL-definable.

Now we are ready to introduce the $L D L$ characterization for series over the infinite alphabet $\Sigma$ and the semiring $K$.

Definition 13. A series $s$ over $\Sigma$ and $K$ is called VLDL-definable if there is a subalphabet $\Gamma \subseteq_{\text {fin }} \Sigma$ and an LDL-definable series s' over $\Delta=\Gamma \cup Z \cup\{y\}$ and $K$ such that

$$
(s, w)=\sum_{u \in \operatorname{preim}_{\Delta}(w)}\left(s^{\prime}, u\right)
$$

for every $w \in \Sigma^{*}$.
By Theorem 6 and Definition 13, using similar arguments as the ones in the proof of Theorem 3, we obtain the subsequent result.

Theorem 7. Let $K$ be a commutative semiring and $\Sigma$ an infinite alphabet. Then a series $s \in K\left\langle\left\langle\Sigma^{*}\right\rangle\right\rangle$ is $v$-recognizable iff it is VLDL-definable.

## 8 Application to variable finite automata

In this section, we derive new results for the class of languages accepted by variable finite automata (vfa for short) over the infinite alphabet $\Sigma$ (cf. [21, 22]). We need first to recall the definition of vfa from [21, 22] but we follow the terminology used previously for wva. Let $Z$ be a finite set of bounded variables and $y$ a free variable. Then, a variable finite automaton over $\Sigma$ is a pair $\mathcal{A}=\langle\Sigma, A\rangle$ where $A=\left(Q, \Gamma_{A}, I, E, F\right)$ is a finite automaton with input alphabet $\Gamma_{A}=\Sigma_{A} \cup Z \cup\{y\}$ where $\Sigma_{A} \subseteq_{\text {fin }} \Sigma$. The language of $\mathcal{A}$ is defined by

$$
L(\mathcal{A})=\bigcup_{\substack{u \in L(A) \\ h \in V R\left(\Gamma_{A}\right)}} h(u)
$$

Then the vfa $\mathcal{A}=\langle\Sigma, A\rangle$ can be considered, in the obvious way, as a wva $\mathcal{A}^{\prime}$ over the Boolean semiring $\mathbb{B}$. Moreover, it holds

$$
w \in L(\mathcal{A}) \quad \text { iff } \quad\left(\left\|\mathcal{A}^{\prime}\right\|, w\right)=1
$$

for every $w \in \Sigma^{*}$.
A language $L \subseteq \Sigma^{*}$ is called recognizable if there is a vfa $\mathcal{A}=\langle\Sigma, A\rangle$ such that $L=L(\mathcal{A})$.

Theorem 8. Let $\Sigma$ be an infinite alphabet. The class of recognizable languages over $\Sigma$ is closed under union, intersection, concatenation, Kleene star, and shuffle product. ${ }^{5}$

[^27]Proof. In Theorem 1 we let $K=\mathbb{B}$. Then for every $L \subseteq \Sigma^{*}$, clearly $L$ is recognizable iff its characteristic series $1_{L} \in \mathbb{B}\left\langle\left\langle\Sigma^{*}\right\rangle\right\rangle$ is v-recognizable. We conclude our result by the idempotency property of $\mathbb{B}$.

Next we define the notions of rational (resp. MSO-definable, $L D L$-definable) languages over the infinite alphabet $\Sigma$.

Definition 14. Let $\Sigma$ be an infinite alphabet. A language $L$ over $\Sigma$ is called rational (resp. MSO-definable, LDL-definable) if there is a subalphabet $\Gamma \subseteq_{\text {fin }} \Sigma$ and a rational (resp. MSO-definable, LDL-definable) language $L^{\prime}$ over $\Delta=\Gamma \cup Z \cup\{y\}$ such that

$$
L=\bigcup_{\substack{u \in L^{\prime} \\ h \in V R(\Delta)}} h(u) .
$$

The next theorem establishes new characterizations for the class of languages accepted by vfa.

Theorem 9. Let $\Sigma$ be an infinite alphabet and $L \subseteq \Sigma^{*}$. Then the following statements are equivalent.
i) $L$ is recognizable.
ii) $L$ is rational.
iii) $L$ is MSO-definable.
iv) $L$ is LDL-definable.

Proof. We take into account the definition of recognizable languages over the infinite alphabet $\Sigma$ and Definition 14. Then we obtain the equivalence $(i) \Longleftrightarrow(i i)$ by Kleene's theorem, the equivalence $(i) \Longleftrightarrow$ (iii) by Büchi's theorem, and the equivalence $(i) \Longleftrightarrow$ (iv) by [20].

## Conclusion

We introduced weighted variable automata over an infinite alphabet $\Sigma$ and a commutative semiring $K$. Our model is based on the variable automaton model of [21, 22] but we followed the terminology used in [26, 27] for variable tree automata over infinite ranked alphabets. Indeed, that terminology presents in a strict mathematical way the operation of (weighted) variable automata models. With the additional assumption that $K$ is idempotent we proved the closure of the class of series accepted by our models under the operations of sum, and scalar, Hadamard, Cauchy, and shuffle products, as well as star operation applied to proper series. We introduced the notion of rational series over the infinite alphabet $\Sigma$ and an arbitrary semiring $K$ and stated a Kleene-Schützenberger type theorem. We defined a weighted MSO logic over the infinite alphabet $\Sigma$ and the commutative semiring $K$
and proved a Büchi type theorem, extending the work of Droste and Gastin [12, 13] to series over infinite alphabets. Finally, we considered a weighted $L D L$ over the infinite alphabet $\Sigma$ and the commutative semiring $K$ and proved the expressive equivalence of its formulas to weighted variable automata.

It is an open problem whether we can relax the idempotency property of the semiring $K$ for the closure properties of the class $V \operatorname{Rec}(K, \Sigma)$. Furthermore, it should be very interesting to study the weighted variable automata theory over more general weight structures, contributing to real world applications, like for instance over valuation monoids [15].
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# Overview of an Abstract Fixed Point Theory for Non-Monotonic Functions and its Applications to Logic Programming 
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#### Abstract

The purpose of the present paper is to give an overview of our joint work with Zoltán Ésik, namely the development of an abstract fixed point theory for a class of non-monotonic functions [4] and its use in providing a novel denotational semantics for a very broad extension of classical logic programming [1]. Our purpose is to give a high-level presentation of the main developments of these two works, that avoids as much as possible the underlying technical details, and which can be used as a mild introduction to the area.
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## 1 Introduction

The purpose of this paper is to present an overview of the authors' joint work with Zoltán Ésik. This work [4] concerned the development of an abstract fixed point theory for a class of functions that exhibit a type of "monotonicity in layers" but which are overall non-monotonic. Such functions prove to be quite common in various investigations in logic programming and formal language theory, and may potentially have other applications. We also describe our development [1], based on the aforementioned abstract framework, of a novel denotational semantics for a very broad extension of classical logic programming. In the rest of this section we provide a short description of the beginnings of our collaboration with Zoltán that led to the above results.

In 2005, the second author together with Bill Wadge proposed [5] the infinitevalued semantics for logic programs with negation. This particular work was somewhat ad-hoc, namely the main results relied on techniques custom-tailored for logic programming. In 2013, the second author of the present paper, together with Zoltán

[^28]Ésik started a collaboration supported by a "Greek-Hungarian Scientific Collaboration Program" with title "Extensions and Applications of Fixed Point Theory for Non-Monotonic Formalisms". The purpose of the program was to create an abstract fixed point theory based on the infinite-valued approach, namely a theory that would not only be applicable to logic programs but also to other non-monotonic formalisms. This abstract theory was successfully developed and is described in detail in [4]. As an application of these results, this abstract theory was used in [1] in order to obtain the first extensional semantics for higher-order logic programs with negation. Another application of the new theory to the area of non-monotonic formal grammars was proposed in [3]. Moreover, Zoltán himself further investigated the foundations and the properties of the infinite-valued approach [2], highlighting some of its desirable characteristics. Unfortunately, the further joint development of the abstract infinite-valued approach to non-monotonic fixed point theory, was abruptly interrupted by the untimely loss of Zoltán.

In the next section we describe the basic concepts behind the abstract approach to non-monotonic fixed point theory. In Section 3 we describe the application of the theory to the class of higher-order logic programs with negation. The paper concludes by giving pointers for future work.

## 2 Non-Monotonic Fixed Point Theory

Suppose that $(L, \leq)$ is a complete lattice in which the least upper bound operation is denoted by $\bigvee$ and the least element is denoted by $\perp$. Let $\kappa>0$ be a fixed ordinal. We assume that for each ordinal $\alpha<\kappa$, there exists a preordering $\sqsubseteq_{\alpha}$ on $L$. We denote with $={ }_{\alpha}$ the equivalence relation determined by $\sqsubseteq_{\alpha}$. We define $x \sqsubset_{\alpha} y$ iff $x \sqsubseteq_{\alpha} y$ but $x=_{\alpha} y$ does not hold. Finally, we define $\sqsubset=\bigcup_{\alpha<\kappa} \sqsubset_{\alpha}$ and let $x \sqsubseteq y$ iff $x \sqsubset y$ or $x=y$. Given an ordinal $\alpha<\kappa$ and $x \in L$, define $(x]_{\alpha}=\left\{y \in L: \forall \beta<\alpha \quad x={ }_{\beta} y\right\}$. We require of our relations to satisfy the following axioms:

Axiom 1. For all ordinals $\alpha<\beta<\kappa, \sqsubseteq_{\beta}$ is included in $={ }_{\alpha}$.

Axiom 2. $\bigcap_{\alpha<\kappa}={ }_{\alpha}$ is the identity relation on $L$.

Axiom 3. For each $x \in L$, for every ordinal $\alpha<\kappa$, and for any $X \subseteq(x]_{\alpha}$ there is some $y \in(x]_{\alpha}$ such that:

- $X \sqsubseteq_{\alpha} y$, and
- for all $z \in(x]_{\alpha}$, if $X \sqsubseteq_{\alpha} z$ then $y \sqsubseteq_{\alpha} z$ and $y \leq z$.

Axiom 4. If $x_{j}, y_{j} \in L$ and $x_{j} \sqsubseteq_{\alpha} y_{j}$ for all $j \in J$ then $\bigvee\left\{x_{j}: j \in J\right\} \sqsubseteq_{\alpha}$ $\bigvee\left\{y_{j}: j \in J\right\}$.

The element $y$ specified by the Axiom 3 above, can be shown to be unique and we denote it by $\bigsqcup_{\alpha} X$.

In the following, we will often talk about "models of the Axioms 1-4" (or simply "models"). More formally:
Definition 1. A model of Axioms 1-4 or simply model consists of a complete lattice $(L, \leq)$, an ordinal $\kappa>0$ and a set of preorders $\sqsubseteq_{\alpha}$ for every $\alpha<\kappa$, such that Axioms 1-4 are satisfied.

Under the above axioms, the following theorem is established in [4]:
Theorem 1. $(L, \sqsubseteq)$ is a complete lattice.
The following definition will lead us to the main theorem of [4]:
Definition 2. Suppose that $L$ is a model and let $\alpha<\kappa$. A function $f: L \rightarrow L$ is called $\alpha$-monotonic if for all $x, y \in L$, if $x \sqsubseteq_{\alpha} y$ then $f(x) \sqsubseteq_{\alpha} f(y)$.

The central fixed point theorem of [4] can now be stated:
Theorem 2. Let $L$ be a model. Suppose that $f: L \rightarrow L$ is $\alpha$-monotonic for each ordinal $\alpha<\kappa$. Then $f$ has a least pre-fixed point with respect to the partial order $\sqsubseteq$, which is also the least fixed point of $f$.

The article [4] contains many more results, but one could say that the above theorem is possibly the main technical achievement. Actually, the above theorem is also the main tool that we will need in the developments of the next section.

## 3 Higher-Order Logic Programs with Negation

In this section we present the application of the non-monotonic fixed point theory to the class of higher-order logic programs with negation. The approach presented naturally extends the ideas behind the infinite-valued approach proposed in [5] into a higher-order setting. The basic idea behind the approach in [5] is that in order to obtain minimum model semantics for higher-order logic programs with negation it is necessary to consider a multi-valued logic. We first present the syntax and then the semantics of our language.

### 3.1 Syntax

Our higher-order logic programming language is based on a simple type system that supports two base types: $o$, the boolean domain, and $\iota$, the domain of individuals (data objects). The composite types are partitioned into three classes: functional (assigned to individual constants, individual variables and function symbols), predicate (assigned to predicate constants and variables) and argument (assigned to parameters of predicates).

Definition 3. A type $\tau$ can either be functional, argument, or predicate, denoted as $\sigma, \pi$ and $\rho$ respectively and defined as:

$$
\begin{aligned}
\sigma & :=\iota \mid \iota \rightarrow \sigma \\
\pi & :=o \mid \rho \rightarrow \pi \\
\rho & :=\iota \mid \pi
\end{aligned}
$$

Definition 4. The set of expressions of our higher-order language is defined as follows:

1. Every predicate variable (respectively, predicate constant) of type $\pi$ is an expression of type $\pi$; every individual variable (respectively, individual constant) of type $\iota$ is an expression of type $\iota$; the propositional constants false and true are expressions of type o.
2. If f is an n-ary function symbol and $\mathrm{E}_{1}, \ldots, \mathrm{E}_{n}$ are expressions of type $\iota$, then ( $\mathrm{E} \mathrm{E}_{1} \cdots \mathrm{E}_{n}$ ) is an expression of type $\iota$.
3. If $\mathrm{E}_{1}$ is an expression of type $\rho \rightarrow \pi$ and $\mathrm{E}_{2}$ is an expression of type $\rho$, then $\left(\mathrm{E}_{1} \mathrm{E}_{2}\right)$ is an expression of type $\pi$.
4. If V is an argument variable of type $\rho$ and E is an expression of type $\pi$, then ( $\lambda \mathrm{V} . \mathrm{E}$ ) is an expression of type $\rho \rightarrow \pi$.
5. If $\mathrm{E}_{1}, \mathrm{E}_{2}$ are expressions of type $\pi$, then $\left(\mathrm{E}_{1} \bigwedge_{\pi} \mathrm{E}_{2}\right)$ and $\left(\mathrm{E}_{1} \bigvee_{\pi} \mathrm{E}_{2}\right)$ are expressions of type $\pi$.
6. If E is an expression of type $o$, then $(\sim \mathrm{E})$ is an expression of type $o$.
7. If $\mathrm{E}_{1}, \mathrm{E}_{2}$ are expressions of type $\iota$, then $\left(\mathrm{E}_{1} \approx \mathrm{E}_{2}\right)$ is an expression of type $o$.
8. If E is an expression of type $o$ and V is a variable of type $\rho$ then $\left(\exists_{\rho} \vee \mathrm{E}\right)$ is an expression of type $o$.

The notions of free and bound variables of an expression are defined as usual. An expression is called closed if it does not contain any free variables.

A program clause is a clause $\mathrm{p} \leftarrow_{\pi} \mathrm{E}$ where p is a predicate constant of type $\pi$ and $E$ is a closed expression of type $\pi$. A program is a finite set of program clauses.

### 3.2 Semantics

We start by examining the semantics of types. The most crucial case is that of the boolean domain $o$. The boolean values range over a partially ordered set $(V, \leq)$ of truth values. The number of truth values of $V$ will be specified with respect to an ordinal $\kappa>0$. The set $(V, \leq)$ is the following:

$$
F_{0}<F_{1}<\cdots<F_{\alpha}<\cdots<0<\cdots<T_{\alpha}<\cdots<T_{1}<T_{0}
$$

where $\alpha<\kappa$. Intuitively, $F_{0}$ and $T_{0}$ are the classical False and True values and 0 is the undefined value. The new values express different levels of truthness and falsity. The order of a truth value is defined as follows: $\operatorname{order}\left(T_{\alpha}\right)=\alpha, \operatorname{order}\left(F_{\alpha}\right)=\alpha$ and $\operatorname{order}(0)=+\infty$.

We define the following preorderings $\sqsubseteq_{\alpha}$ on the set $V$ for each $\alpha<\kappa$ :

1. $x \sqsubseteq_{\alpha} x$ if $\operatorname{order}(x)<\alpha$;
2. $F_{\alpha} \sqsubseteq_{\alpha} x$ and $x \sqsubseteq_{\alpha} T_{\alpha}$ if $\operatorname{order}(x) \geq \alpha$;
3. $x \sqsubseteq \alpha y$ if $\operatorname{order}(x), \operatorname{order}(y)>\alpha$.

We then have the following result from [1]:
Lemma 1. $(V, \leq)$ is a complete lattice and a model.
Let us denote by $[A \xrightarrow{m} B]$ the set of functions from $A$ to $B$ that are $\alpha$-monotonic for all $\alpha<\kappa$. Based on the above discussion, we can now state the semantics of all the types of our language:

Definition 5. Let $D$ be a nonempty set. Then:

- $\llbracket o \rrbracket_{D}=V$, and $\leq_{o}$ is the partial order of $V$;
- $\llbracket \iota \rrbracket_{D}=D$, and $\leq_{\iota}$ is the trivial partial order such that $d \leq_{\iota} d$, for all $d \in D$;
- $\llbracket \iota^{n} \rightarrow \iota \rrbracket_{D}=D^{n} \rightarrow D$. A partial order in this case will not be needed;
- $\llbracket \iota \rightarrow \pi \rrbracket_{D}=D \rightarrow \llbracket \pi \rrbracket_{D}$, and $\leq_{\iota \rightarrow \pi}$ is the partial order defined as follows: for all $f, g \in \llbracket \iota \rightarrow \pi \rrbracket_{D}, f \leq_{\iota \rightarrow \pi} g$ iff $f(d) \leq_{\pi} g(d)$ for all $d \in D$;
- $\llbracket \pi_{1} \rightarrow \pi_{2} \rrbracket_{D}=\left[\llbracket \pi_{1} \rrbracket_{D} \xrightarrow{m} \llbracket \pi_{2} \rrbracket_{D}\right]$, and $\leq_{\pi_{1} \rightarrow \pi_{2}}$ is the partial order defined as follows: for all $f, g \in \llbracket \pi_{1} \rightarrow \pi_{2} \rrbracket_{D}, f \leq_{\pi_{1} \rightarrow \pi_{2}} g$ iff $f(d) \leq_{\pi_{2}} g(d)$ for all $d \in \llbracket \pi_{1} \rrbracket_{D}$.
Moreover, we have the following relations $\sqsubseteq_{\alpha}$ on our domains:
- The relation $\sqsubseteq_{\alpha}$ on $\llbracket o \rrbracket_{D}$ is the relation $\sqsubseteq_{\alpha}$ on $V$.
- The relation $\sqsubseteq_{\alpha}$ on $\llbracket \rho \rightarrow \pi \rrbracket_{D}$ is defined as follows: $f \sqsubseteq_{\alpha} g$ iff $f(d) \sqsubseteq_{\alpha} g(d)$ for all $d \in \llbracket \rho \rrbracket_{D}$.

The following lemma can then be established following the results of [4]:
Lemma 2. Let $D$ be a non-empty set and $\pi$ be a predicate type. Then, $\left(\llbracket \pi \rrbracket_{D}, \leq_{\pi}\right)$ is a complete lattice and a model.

For the rest of the section we focus on Herbrand interpretations and we assume for a program $\mathrm{P}, D=U_{\mathrm{P}}$ where $U_{\mathrm{P}}$ is the Herbrand universe and therefore we simple write $\llbracket \tau \rrbracket$ instead of $\llbracket \tau \rrbracket_{U_{\mathrm{P}}}$. A Herbrand interpretation $I$ for a program P is a function that maps a predicate of type $\pi$ to an element of $\llbracket \pi \rrbracket$. The set of all the interpretation of P is denoted by $\mathcal{I}_{\mathrm{P}}$. It follows directly from the results of [4] that $\mathcal{I}_{\mathrm{P}}$ is a complete lattice and a model. A Herbrand state $s$ is a function that assigns to each argument variable V of type $\rho$, of an element $s(\mathrm{~V}) \in \llbracket \rho \rrbracket_{U_{\mathrm{P}}}$.

Let $I$ be a Herbrand interpretation and $s$ be a Herbrand state. The semantics of expressions with respect to $I$ and $s$, is defined as follows:

1. $\llbracket \mathrm{false} \rrbracket_{s}(I)=F_{0}$
2. $\llbracket \mathrm{true} \rrbracket_{s}(I)=T_{0}$
3. $\llbracket \mathrm{c} \rrbracket_{s}(I)=I(\mathrm{c})$, for every individual constant c
4. $\llbracket \mathfrak{p} \rrbracket_{s}(I)=I(\mathrm{p})$, for every predicate constant p
5. $\llbracket \mathrm{V} \rrbracket_{s}(I)=s(\mathrm{~V})$, for every argument variable V
6. $\llbracket\left(f \mathrm{E}_{1} \cdots \mathrm{E}_{n}\right) \rrbracket_{s}(I)=I(\mathrm{f}) \llbracket \mathrm{E}_{1} \rrbracket_{s}(I) \cdots \llbracket \mathrm{E}_{n} \rrbracket_{s}(I)$, for every $n$-ary function symbol f
7. $\llbracket\left(\mathrm{E}_{1} \mathrm{E}_{2}\right) \rrbracket_{s}(I)=\llbracket \mathrm{E}_{1} \rrbracket_{s}(I)\left(\llbracket \mathrm{E}_{2} \rrbracket_{s}(I)\right)$
8. $\llbracket(\lambda \mathrm{V} . \mathrm{E}) \rrbracket_{s}(I)=\lambda d \cdot \llbracket \mathbb{E} \rrbracket_{s[\mathrm{~V} / d]}(I)$, where $d$ ranges over $\llbracket$ type $(\mathrm{V}) \rrbracket_{D}$
9. $\llbracket\left(\mathrm{E}_{1} \bigvee_{\pi} \mathrm{E}_{2}\right) \rrbracket_{s}(I)=\bigvee_{\pi}\left\{\llbracket \mathrm{E}_{1} \rrbracket_{s}(I), \llbracket \mathrm{E}_{2} \rrbracket_{s}(I)\right\}$, where $\bigvee_{\pi}$ is the lub function on $\llbracket \pi \rrbracket_{D}$
10. $\llbracket\left(\mathrm{E}_{1} \bigwedge_{\pi} \mathrm{E}_{2}\right) \rrbracket_{s}(I)=\bigwedge_{\pi}\left\{\llbracket \mathrm{E}_{1} \rrbracket_{s}(I), \llbracket \mathrm{E}_{2} \rrbracket_{s}(I)\right\}$, where $\bigwedge_{\pi}$ is the glb function on $\llbracket \pi \rrbracket_{D}$
11. $\llbracket(\sim \mathrm{E}) \rrbracket_{s}(I)= \begin{cases}T_{\alpha+1} & \text { if } \llbracket \mathrm{E} \rrbracket_{s}(I)=F_{\alpha} \\ F_{\alpha+1} & \text { if } \llbracket \mathrm{E} \rrbracket_{s}(I)=T_{\alpha} \\ 0 & \text { if } \llbracket \mathrm{E} \rrbracket_{s}(I)=0\end{cases}$
12. $\llbracket\left(\mathrm{E}_{1} \approx \mathrm{E}_{2}\right) \rrbracket_{s}(I)= \begin{cases}T_{0}, & \text { if } \llbracket \mathrm{E}_{1} \rrbracket_{s}(I)=\llbracket \mathrm{E}_{2} \rrbracket_{s}(I) \\ F_{0}, & \text { otherwise }\end{cases}$
13. $\llbracket(\exists \mathrm{V} \mathrm{E}) \rrbracket_{s}(I)=\bigvee_{d \in \llbracket t y p e}(\mathrm{~V}) \rrbracket_{D} \llbracket \mathbb{E} \rrbracket_{s[\mathrm{~V} / d]}(I)$

Definition 6. Let P be a program and let $M$ be a Herbrand interpretation of P . Then $M$ will be called a model of P iff for all clauses $\mathrm{p} \leftarrow_{\pi} \mathrm{E}$ of P , it holds $\llbracket \mathrm{E} \rrbracket(M) \leq_{\pi} M(\mathrm{p})$, where $M(\mathrm{p}) \in \llbracket \pi \rrbracket$.

We can now define the immediate consequence operator for our language:
Definition 7. Let P be a program. The mapping $T_{\mathrm{P}}: \mathcal{I}_{\mathrm{P}} \rightarrow \mathcal{I}_{\mathrm{P}}$ is defined for every $\mathrm{p}: \pi$ and for every $I \in \mathcal{I}_{\mathrm{P}}$ as

$$
T_{\mathrm{P}}(I)(\mathrm{p})=\bigvee\left\{\llbracket \mathrm{E} \rrbracket(I):\left(\mathrm{p} \leftarrow_{\pi} \mathrm{E}\right) \in \mathrm{P}\right\}
$$

As it turns out, $T_{\mathrm{P}}$ enjoys the $\alpha$-monotonicity property [1]:
Lemma 3. For all $\alpha<\kappa, T_{\mathrm{P}}$ is $\alpha$-monotonic.
We now have all we need in order to apply the main Theorem of [4], getting the following result [1]:

Theorem 3 (Least Fixed Point Theorem). Let P be a program and let $\mathcal{M}$ be the set of all its Herbrand models. Then, $T_{\mathrm{P}}$ has a least fixed point $M_{\mathrm{P}}$ which is the least model of P .

## 4 Conclusions

We have presented an overview of the abstract fixed point theory developed in [4] and its application [1] on a very broad class of logic programs, namely higher-order logic programs with negation. It is our belief that the framework of [4] can find other interesting applications, especially ones where non-monotonicity plays a prevailing role. In particular, we believe that an area that has not yet been sufficiently explored is that of non-monotonic formal grammars. In [3] it was demonstrated that the semantics of Boolean grammars can be easily captured through an extension of the framework of [4]. However, it is conceivable to have other non-monotonic extensions of formal grammars apart from the Boolean ones, such as for example macro-grammars with conjunction and negation in rule bodies. We believe that the results of [1] can be used as a yardstick in order to approach the semantics of such grammar formalisms.
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# On the Completeness of the Traced Monoidal Category Axioms in (Rel,+)* 

Miklós Bartha ${ }^{a}$<br>To the memory of my friend and former colleague Zoltán Ésik


#### Abstract

It is shown that the traced monoidal category of finite sets and relations with coproduct as tensor is complete for the extension of the traced symmetric monoidal axioms by two simple axioms, which capture the additive nature of trace in this category. The result is derived from a theorem saying that already the structure of finite partial injections as a traced monoidal category is complete for the given axioms. In practical terms this means that if two biaccessible flowchart schemes are not isomorphic, then there exists an interpretation of the schemes by partial injections which distinguishes them.
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## 1 Introduction

It was in March, 2012 that Zoltán visited me at the Memorial University in St. John's, Newfoundland. I thought we would find out a research topic together, but he arrived with a specific problem in mind. He knew about the result found by Hasegawa, Hofmann, and Plotkin [12] a few years earlier on the completeness of the category of finite dimensional vector spaces for the traced monoidal category axioms, and wanted to see if there is a similar completeness statement true for the matrix iteration theory of finite sets and relations as a traced monoidal category. Unfortunately, during the short time we spent together, we could not find the solution, and after he had left I started to work on some other problems. Having learned about his shocking untimely death, I felt impelled to finally solve the problem that we started to work on together, and have it published in his memory.

The result obtained in this paper points beyond the original goal of finding a suitable extension of the traced monoidal category axioms for which the category

[^29]$\left(\mathbf{R e l}_{\text {fin }},+\right)$ is complete. We show that already the category $\left(\mathbf{P i n}_{\text {fin }},+\right)$ of finite partial injections is complete for the minimal extension of the traced monoidal axioms that can be expected from these structures. Since $\left(\mathbf{P i n}_{f i n},+\right)$ is a subcategory of ( $\mathbf{R e l}_{f i n},+$ ), the completeness result originally sought by Zoltán follows as a corollary.

We shall assume familiarity with the basic concepts of category theory [19], and it helps if the reader is also familiar with Zoltán's work on iteration theories [9].

## 2 Traced monoidal categories

A symmetric monoidal category consists of a category $\mathcal{C}$ equipped with a bifunctor $\otimes: \mathcal{C} \times \mathcal{C} \rightarrow \mathcal{C}$ called tensor, and a unit object $I$ of $\mathcal{C}$. Furthermore, $\mathcal{C}$ has natural isomorphisms:

$$
a_{X, Y, Z}:(X \otimes Y) \otimes Z \rightarrow X \otimes(Y \otimes Z)
$$

called associators,

$$
l_{X}: I \otimes X \rightarrow X \text { and } r_{X}: X \otimes I \rightarrow X
$$

called left and right unitors, and

$$
c_{U, V}: U \otimes V \rightarrow V \otimes U
$$

called symmetries, which isomorphisms are subject to the standard coherence axioms given in [19]. The monoidal category $\mathcal{C}$ is strict if the bifunctor $\otimes$ is strictly associative, so that

$$
A \otimes(B \otimes C)=(A \otimes B) \otimes C \text { and } A \otimes I=I \otimes A=A
$$

and all of the associators and unitors are the identities.
Let $\mathcal{C}$ be a monoidal category with tensor $\otimes$ and unit object $I$ as specified above. The following definition of traced monoidal categories uses the terminology of [15], except that trace in is introduced as left trace, that is, an operation $\mathcal{C}(U+$ $A, U+B) \rightarrow \mathcal{C}(A, B)$, rather than $\mathcal{C}(A+U, B+U) \rightarrow \mathcal{C}(A, B)$ (i.e., right trace) as it appears in [15]. The reason is to remain consistent with the notation used in Zoltán's and the author's own work. Also, following in Zoltán's footsteps, we write composition of morphisms in a left-to-right way, that is, the composite of $f: A \rightarrow B$ and $g: B \rightarrow C$ is $f \circ g: A \rightarrow C$.
Definition 1. A trace for $\mathcal{C}$ is a family of functions

$$
\operatorname{Tr}_{A, B}^{U}: \mathcal{C}(U \otimes A, U \otimes B) \rightarrow \mathcal{C}(A, B)
$$

natural in $A$ and $B$, satisfying the following four axioms:
vanishing:

$$
\operatorname{Tr}_{A, B}^{U \otimes V}\left(a_{U, V, A} \circ f\right)=\operatorname{Tr}_{A, B}^{V}\left(\operatorname{Tr}_{V \otimes A, V \otimes B}^{U}\left(f \circ a_{U, V, B}\right)\right),
$$

where $f: U \otimes(V \otimes A) \rightarrow(U \otimes V) \otimes B ;$
superposing:

$$
\operatorname{Tr}_{A, B}^{U}(f) \otimes g=\operatorname{Tr}_{A \otimes C, B \otimes D}^{U}\left(a_{U, A, C}^{-1} \circ(f \otimes g) \circ a_{U, B, D}\right)
$$

where $f: U \otimes A \rightarrow U \otimes B$, and $g: C \rightarrow D$;
sliding:

$$
\operatorname{Tr}_{A, B}^{U}\left(\left(g \otimes 1_{A}\right) \circ f\right)=\operatorname{Tr}_{A, B}^{V}\left(f \circ\left(g \otimes 1_{B}\right)\right)
$$

where $f: V \otimes A \rightarrow U \otimes B$ and $g: U \rightarrow V$; yanking:

$$
\operatorname{Tr}_{U, U}^{U}\left(c_{U, U}\right)=1_{U}
$$

It is well-known that sliding of symmetries (whereby $g$ is chosen as a symmetry isomorphism in the sliding axiom) suffices in the presence of the other axioms. Also, the special vanishing axiom:

$$
\operatorname{Tr}_{A, B}^{I}\left(l_{A} \circ f \circ l_{B}^{-1}\right)=f \quad \text { for } f: A \rightarrow B
$$

which was part of the original system in [15], can easily be derived from the other axioms and can therefore be omitted. As the reader can see, the necessity of using the associator and unitor morphisms $a(X, Y, Z), l_{X}$ in the traced monoidal axioms makes them look very complicated, even though their graphical representation below shows that in fact they are quite intuitive and simple. It is known, see e.g. [20], that every monoidal category is equivalent to a strict one. Quoting an argument from [14], "most results obtained with the hypothesis that a monoidal category is strict can, in principle, be reformulated and proved without that condition". Our result in this paper is no exception, therefore in the sequel we shall make the technically simplifying assumption that our monoidal categories (traced or not) are strict.

The graphical representation of the traced monoidal category axioms (with the strictness assumption incorporated) is given in Figures 1-5.

Traced monoidal categories (with one additional axiom) and their graphical language first appeared in [1] in an algebraic setting, using the name "scheme algebra" for these structures. The operation corresponding to trace was called feedback. The year was 1987, and already at that time Zoltán and Steve Bloom had a significant number of important results on iterative and iteration theories, the study of which was initiated by Calvin C. Elgot in the early 1970s. The motivation of that study was to find out the equational laws characterizing the iteration operation in flowchart-related algorithms. The algebra (category) of flowcharts itself has also been axiomatized in terms of the iteration operation [8]. This axiomatization was a little awkward, however, because the iteration operation

$$
f^{\dagger}: n \rightarrow p \quad \text { for } f: n \rightarrow n+p
$$

where $n$ and $p$ are non-negative integers, was intended to capture the semantical aspects of iteration in the first place. For syntactical purposes the feedback


Figure 1: Naturality of trace in $A$.


Figure 2: Vanishing
operation

$$
\uparrow^{n} f: p \rightarrow q \quad \text { for } f: n+p \rightarrow n+q
$$

turns out to be a lot more practical and easier to deal with. No loss of generality arises from the switch, provided that the underlying structures are algebraic theories, since there are standard rewriting rules between iteration and feedback in all such theories. See [9, 1, 25]. (The purely syntactical category of flowcharts is of course not such a structure.) Regarding the exact relationship between traced monoidal categories and iteration theories, it was proved in [1] that a single-sorted traced monoidal category is an iteration theory iff it is an algebraic theory and satisfies the commutative axioms discovered by Zoltán in [11].

Continuing the story of traced monoidal categories, essentially the same axiomatization and graphical language as the one presented in [1] was published a few years later in [10] under the name "biflow". Neither of these pioneer works noticed, however, that the monoidal category of finite dimensional vector spaces, in which tensor is tensor product and feedback is trace, is an obvious scheme algebra/biflow, provided that the axiomatization is lifted from the single-sorted algebraic language


Figure 3: Superposing


Figure 4: Sliding
to the general "polymorphic" categorical one. Finally, in 1996, Joyal, Street, and Verity made this important point by essentially rediscovering the old scheme axioms in a general new context, which also covered balanced monoidal categories. They also presented the fundamental Int construction on the embedding of an arbitrary balanced traced monoidal category into a tortile one [15]. In case braiding is symmetry, as it is in our present study, the Int construction transforms an arbitrary traced monoidal category into a compact closed category [17].

By virtue of the above discussion, the feedback operation is deeply rooted in control theory, whereas trace is a concept used primarily in finite dimensional vector spaces as an operation on linear maps (matrices). The usual interpretations of trace and feedback have not much in common, since trace is "multiplicative" style in contrast with feedback, which has a strong "additive" flavour. The informal distinction "additive or multiplicative" uses the very basic category of sets and functions as a basis for comparison. Taking tensor in this category as Cartesian product with $I=\{\emptyset\}$ (multiplicative) or coproduct with $I=\emptyset$ (additive) results in entirely different monoidal categories. On this basis, "multiplicative" in vector spaces means that $\otimes$ is tensor product rather than ordinary product, which happens to coincide with coproduct.

According to the main result of [1], the free single-sorted category with feedback generated by a collection of morphisms (boxes) is the algebra of flowchart schemes,


Figure 5: Yanking
which is definitely additive style and reflects the flow of information in flowchart algorithms. In summary, there are countless reasons to call the operation

$$
\operatorname{Tr}_{A, B}^{U}: \mathcal{C}(U \otimes A, U \otimes B) \rightarrow \mathcal{C}(A, B)
$$

feedback, and just a few to call it trace. Nevertheless, the name "trace" stuck, and today everyone calls the categorical structures corresponding to scheme algebras traced monoidal categories.

To complicate the issue even further, categories with feedback have also been considered in [16] and a series of works by the present author [2, 3, 4, 5]. In these categories, however, yanking is missing from the axioms imposed. Feedback in such categories is delayed like in synchronous systems, e.g. sequential circuits. The meaning of the loop on the left-hand-side of the yanking axiom (Fig. 5) is a register, a memory element, which suggests a step-by-step behavior for synchronous systems (circuits/schemes). Note that this kind of categorical interpretation over sets as objects is multiplicative style, since a morphism $A \rightarrow B$ is a Mealy automaton $U \times A \rightarrow U \times B$ with $U$ being an arbitrary set (of states). As a consequence, there is no explicit control present in the system. In a sequential circuit, for example, every logical gate and flip-flop is engaged in each clock cycle, so that the whole system is massively parallel. What we call "control" in the von Neumann computer architecture is just an abstraction, an extra control line carrying a digital information indicating that the control is present or not. Nevertheless, if the underlying monoidal category of the category of circuits (automata) is additive, then the automata themselves will be additive, too, possessing the equivalent of some kind of control.

As stated in the Introduction of [9], and demonstrated throughout the book, iteration theories are ubiquitous in computer science. If this is true, then traced monoidal categories are twice as ubiquitous and not only in computer science but in the whole of mathematics. Indeed, these categories are more general than iteration theories, therefore they cover more ground. Here are just a few among the most important traced monoidal categories occurring with great frequency.

## 1. The additive category $(\mathbf{R e l},+)$ of relations with $\otimes$ being coproduct.

The base category of $(\mathbf{R e l},+)$ is the category $\mathbf{R e l}$ of sets and relations. That is, objects are sets, and a morphism $A \rightarrow B$ is a relation $R \subseteq A \times B$. Tensor of objects is disjoint union $(+), I=\emptyset$, and tensor of morphisms is disjoint union of relations.

For $R: U+A \rightarrow U+B, \operatorname{Tr}_{A, B}^{U} R$ is given by

$$
(a, b) \in \operatorname{Tr}_{A, B}^{U} R \text { iff } \exists u_{1}, \ldots, u_{n} \in U, n \geq 0, \text { such that } a R u_{1} R \ldots R u_{n} R b
$$

The category $(\mathbf{R e l},+)$ restricts naturally to $\mathbf{R e l}_{\text {fin }}$, the category of finite sets and relations. This restriction is equivalent to its full subcategory $\left(\mathbf{R e l}_{\mathbb{N}},+\right)$ induced by the objects in $\mathbb{N}=\{0,1, \ldots n \ldots\}$, where $0=\emptyset$ and $n+1=n \cup\{n\}$ as in Zermelo-Fraenkel set theory. This subcategory is strict and it is closed for trace. It is also single-sorted, since the set of objects $\mathbb{N}$ is generated by the object 1 using tensor. Clearly, $I=0$ in $\left(\boldsymbol{R e l}_{\mathbb{N}},+\right)$.

It is very instructive to look at the matrix representation of $\left(\mathbf{R e l}_{\mathbb{N}},+\right)$, for this category is a matrix iteration theory as well. It was shown in [9, Corollary 5.5] that this theory is generated by the initial $\omega$-idempotent Boolean semiring $\mathbf{B}$. In other words, if relations are represented as 0-1 matrices, then composition and tensor (coproduct!) of relations is that of matrices, using the algebraic rules of $\mathbf{B}$ rather than those of $\mathrm{GF}(2)$. (That is, $1+1=1$ and not 0 .) The trace of a finite relation $R: n+p \rightarrow n+q$ having a matrix decomposition

$$
R=\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)
$$

with $A: n \rightarrow n, B: n \rightarrow q, C: p \rightarrow n, D: p \rightarrow q$ can then be obtained by the well-known Kleene formula:

$$
\begin{equation*}
\operatorname{Tr}_{p, q}^{n} R=D+C A^{*} B \tag{1}
\end{equation*}
$$

where $A^{*}$ denotes the infinite sum

$$
A^{*}=\sum_{k=0}^{\infty} A^{k}
$$

according to the Boolean semiring addition and multiplication rules. That is, in the Kleene formula (1) + denotes the Boolean sum of matrices $p \rightarrow q$ (rather than + as tensor/coproduct). The present definition of the Kleene star * coincides with the star operation used in matrix iteration theories.
2. The multiplicative category $(\mathbf{R e l}, \times)$ of relations with product as tensor.

The base category of $(\mathbf{R e l}, \times)$ is also Rel, but tensor is $\times$ (Cartesian product of sets) rather than + . The object $I$ is $\{\emptyset\}$. The tensor of two relations is the product of them in the usual sense. For $R: U \times A \rightarrow U \times B$, its trace is defined by

$$
(a, b) \in \operatorname{Tr}_{A, B}^{U} R \text { iff } \exists u \in U \text { such that }((u, a),(u, b)) \in R
$$

Again, $(\mathbf{R e l}, \times)$ restricts to the category $\mathbf{R e l}_{f i n}$ of finite sets and relations, which category is equivalent to its full subcategory $\left(\mathbf{R e l}_{\mathbb{N}}, \cdot\right)$ induced by the objects $\mathbb{N}$, provided that the "set" $n \times m$ is identified with $n \cdot m$ in a given canonical way (e.g. enumeration by rows or columns). In everyday language, take the matrix representation of relations. The unit object $I$ is 1 . The category $\left(\boldsymbol{R e l}_{\mathbb{N}}, \cdot\right)$ is no longer
single-sorted, but it is still generated by the prime numbers (and 0 ) as objects, and it is strict.
3. The multiplicative category $\left(\mathbf{F d V e c t}{ }_{K}, \otimes\right)$ of finite dimensional vector spaces over a given field $K$.
The base category is FdVect $_{K}$, and $\otimes$ is tensor product of linear maps. The object $I$ is the field $K$ as a 1 -dimensional vector space. Analogously to (Rel, $\times$ ), this category is also equivalent to its restriction induced by the concrete $n$-dimensional spaces $F_{K}^{n}$, in which linear maps are simply $n \times m$ matrices. In this context we can even identify the object $F_{K}^{n}$ with the number $n$, since $K$ is fixed. The reduced category is again strict. For a linear map (matrix, for simplicity) $M: U \rightarrow U$, $T r_{I, I}^{U} M$ is the sum of diagonal elements in $M$. The general definition of trace is technically more complicated, and the reader is referred to [15] for the details of this definition. The analogy between $\left(\mathbf{R e l}_{\text {fin }}, \times\right)$ and $\left(\mathbf{F d V e c t}_{K}, \otimes\right)$ is that, when relations are represented as 0-1 matrices, their tensor and trace is calculated in the exact same way as in (the strict equivalent of) $\left(\mathbf{F d V e c t}_{K}, \otimes\right)$, interpreting the ring operations according to the Boolean semiring B rather than the field $K$. Since $\mathbf{B}$ is just a commutative semiring (addition is idempotent in $\mathbf{B}$ ), the morphisms of $\left(\mathbf{R e l}_{\text {fin }}, \times\right)$ are not linear maps between vector spaces. (They are just linear maps of free semimodules over the semiring B.)
4. The additive category ( $\mathbf{I} \mathbf{s o}, \oplus$ ) of quantum control.

Let FdHilb denote the category of finite dimensional Hilbert spaces. The base category Iso is then the subcategory of FdHilb having isometries only as its morphisms. Tensor is now $\oplus$, that is, coproduct/product in FdHilb. The unit object $I$ is the zero space. Notice the drastic change from the multiplicative tensor $\otimes$ in $\left(\mathbf{F d V e c t}_{K}, \otimes\right)$ to the additive $\oplus$, which is analogous to + in $\left(\mathbf{R e l}_{f i n},+\right)$ as a matrix theory.

Let $\tau: \mathcal{U} \oplus \mathcal{K} \rightarrow \mathcal{U} \oplus \mathcal{L}$ be an isometry. Then $\operatorname{Tr}_{\mathcal{K}, \mathcal{L}^{\mathcal{U}}}^{\mathcal{U}}: \mathcal{K} \rightarrow \mathcal{L}$ is the isometry specified as follows. Consider the matrix of $\tau$

$$
\left.\begin{array}{c}
\mathcal{U} \\
\mathcal{K}
\end{array} \quad \begin{array}{cc}
\mathcal{U} & \mathcal{L} \\
\tau_{A} & \tau_{B} \\
\tau_{C} & \tau_{D}
\end{array}\right)
$$

according to the biproduct decomposition

$$
\tau=\left\langle\left[\tau_{A}, \tau_{C}\right],\left[\tau_{B}, \tau_{D}\right]\right\rangle
$$

where [-] stands for coproduct and $\langle-\rangle$ for product. Trace is defined again by the Kleene formula

$$
\begin{equation*}
\operatorname{Tr}_{\mathcal{K}, \mathcal{L}}^{\mathcal{U}} \tau=\lim _{n \rightarrow \infty}\left(\tau_{D}+\tau_{C} \circ \tau_{A}^{* n} \circ \tau_{B}\right) \tag{2}
\end{equation*}
$$

In the present Kleene formula

$$
\tau_{A}^{* n}=\sum_{i=0}^{n} \tau_{A}^{i}
$$

where $\tau_{A}^{0}=I_{\mathcal{U}}$ and $\tau_{A}^{i+1}=\tau_{A}^{i} \circ \tau_{A}$. In other words, $\tau_{A}^{* n}$ is the $n$-th approximation of $\tau_{A}$ 's Neumann series well-known in operator theory.

It was proved in [7] that the limit in (2) always exists and the convergence is strong, resulting in an isometry. This result is very surprising, for the monoidal category ( Iso, $\oplus$ ) does not even resemble to an algebraic theory and yet, it has a trace completely analogous to iteration in matrix iteration theories. Also, the ring operations addition and multiplication performed in matrix composition and sum are over the field $\mathbb{C}$, not over the trivial Boolean semiring B. The Kleene formula (2) does not work in the whole category $(\mathbf{F d H i l b}, \oplus)$ [21], and there appears to be no way to find a reasonable trace for this monoidal category.

The additive style quantum trace explains how the flow of quantum information can be controlled in a quantum flowchart algorithm [23] or a Turing machine [7]. At the moment its consistency is only proved for finite dimensional Hilbert spaces, which is insufficient to explain the semantics of general Turing machines with an infinite number of tape cells (or the semantics of a von Neumann style analog quantum computer architecture having an infinite memory component). Further analysis is needed to generalize the quantum trace for separable (i.e. countably infinite dimensional) Hilbert spaces. This issue is of utmost importance in the logical design of quantum computers.

At this point the reader might wonder why the very basic monoidal category (Set, $\times$ ) is missing from the above list of examples. What is a reasonable trace for this category, or a suitable extension of it? At the moment this question is still unanswered. Trace cannot simply be adopted from $($ Rel,$\times$ ), because the trace of a function might turn out to be a relation only. Thus, a deterministic computation would trigger a nondeterministic one, which we certainly do not want to allow. The author proved in [4] that the category with (delayed) circular feedback freely generated from $\left(\boldsymbol{S e t}_{f i n}, \times\right)$ is the category $\operatorname{Sim}\left(\operatorname{Set}_{f i n}, \times\right)$ of simulation equivalent finite state deterministic Mealy automata. No delay-free model is currently known.

## 3 Looking at trace in the Hungarian way

In this section we relate the trace operation in $\left(\mathbf{R e l}_{\text {fin }},+\right)$ to bipartite graph matchings, and show how the trace of a relation $R: U+A \rightarrow U+B$ can be constructed by the help of the well-known Hungarian method. We also take a closer look at Selinger's construction [22] of embedding the category (Rel, + ) into (Rel, $\times$ ), and interpret this embedding as a network flow problem. Let $R: U+A \rightarrow U+B$ be a relation over finite sets. The standard graph representation of $R$ is a bipartite graph $G_{R}=(U+A, U+B)$. See Fig. 6. Extend $G_{R}$ by edges connecting each vertex $u \in U$ in bipartition $U+A$ with the corresponding $u$ in $U+B$. See Fig. 7 . Let $G_{R}^{U}$ denote the resulting graph. Consider the collection of newly added edges as a matching $M$ in $G_{R}^{U}$, and construct the relation $R_{M}: A \rightarrow B$ in the following way. For each $(a, b) \in A \times B$, put $(a, b)$ in $R_{M}$ iff there is an augmenting path in $G_{R}^{U}$ from $a$ to $b$ with respect to $M$. Recall from [18] that an augmenting path is an $M$-alternating path starting and ending at vertices not covered by $M$. It is


Figure 6: The graph of relation $R$
immediate by the definitions that

$$
(a, b) \in \operatorname{Tr}_{A, B}^{U} R \quad \text { iff } \quad(a, b) \in R_{M}
$$



Figure 7: The graph $G_{R}^{U}$ with matching $M$
Thus, in order to calculate $\operatorname{Tr}_{A, B}^{U} R$, it is sufficient to apply the Hungarian method on the graph $G_{R}^{U}$ with matching $M$ to find a maximum matching in $G_{R}^{U}$. This is done by looking at the Hungarian forest $F$ obtained at the final stage of the algorithm and see which vertex pairs $(a, b)$ are in the same tree of $F$. See [18] for the details of the Hungarian method.

The functorial embedding of $(\mathbf{R e l},+)$ into $(\operatorname{Rel}, \times)$ by Selinger [22] is yet another example of traced monoidal categories emerging naturally in combinatorial optimization problems. Let $R: A \rightarrow B$ be a relation between finite sets $A$ and $B$, and consider the bipartite graph $G_{R}=(A, B)$ corresponding to $R$. Interpret $G_{R}$ as a network flow problem [18] by assigning non-negative integers to the vertices in $A$ and $B$. The assignment $f_{A}: A \rightarrow \mathbb{N}$ specifies the supply of some merchandise available at each vertex (warehouse) $a \in A$, while the assignment $f_{B}: B \rightarrow \mathbb{N}$ captures the demand on the $B$ side for the same merchandise. Assume that

$$
t_{f}=\sum_{a \in A} f_{A}(a)=\sum_{b \in B} f_{B}(b)
$$

holds, so that the total supply meets the total demand.
The task is to deliver all the goods from side $A$ to side $B$ (in one round) along the roads (edges) between the two sides according to $G_{R}$. See Fig. 8. Clearly, a
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Figure 8: The network flow problem for $R$
solution to the problem is an assignment $\rho: E\left(G_{R}\right) \rightarrow \mathbb{N}$ satisfying the conditions

$$
f_{A}(a)=\sum_{b^{\prime} \in B} \rho\left(a, b^{\prime}\right) \text { and } \sum_{a^{\prime} \in A} \rho\left(a^{\prime}, b\right)=f_{B}(b)
$$

for all $a \in A$ and $b \in B$.
The functor $F:(\mathbf{R e l},+) \rightarrow(\mathbf{R e l}, \times)$ is now defined as follows.
On objects: For every set $A, F A=[A \rightarrow \mathbb{N}]_{f i n}$, where $[A \rightarrow \mathbb{N}]_{\text {fin }}$ denotes the set of functions $f: A \rightarrow \mathbb{N}$ by which $f(a)=0$ for all but finitely many $a \in A$.

On morphisms: If $R: A \rightarrow B$ is a relation, then for every $f_{A} \in F A$ and $f_{B} \in F B$,
$\left(f_{A}, f_{B}\right) \in F R$ iff the network flow problem $\left(f_{A}, f_{B}\right)$ in $G_{R}$ has a solution.
Note that the concrete problem $\left(f_{A}, f_{B}\right)$ is finite, because both $f_{A}$ and $f_{B}$ are in $[A \rightarrow \mathbb{N}]_{f i n}$.

It was proved in [22] that $F$ is a functorial embedding of traced monoidal categories. Selinger has also proved that there exists no such embedding of $\left(\mathbf{R e l}_{f i n},+\right)$ into $\left(\mathbf{R e l}_{f i n}, \times\right)$. In particular, for the restriction of our concrete embedding $F$ to $\left(\mathbf{R e l}_{f i n},+\right)$, one cannot assume that the supply and demand numbers assigned by $f_{A}$ and $f_{B}$ to the vertices of $G_{R}$ remain under a fixed upper bound.

## 4 Free traced monoidal categories

In general, a coherence result for a subcategory $\mu$ of monoidal categories is about establishing a left adjoint for a forgetful functor $F$ from the category of $\mu$-monoidal categories into an appropriate syntactical category, and providing a graphical characterization of the free monoidal $\mu$-categories so obtained. For some typical examples, see $[19,20,17,24,1,2]$. In this section we briefly overview the construction of the free traced monoidal category generated by a set of morphisms (variables)
presented in [6]. We shall maintain the assumption that the monoidal category to be constructed is strict, even though it is very simple to modify the construction to obtain the non-strict free traced monoidal categories. Our way of choosing the forgetful functor $F$ differs from the method followed e.g. in [17], where the category structure was still preserved. We go one step further in forgetting, and preserve only the alphabet structure of morphisms. To remain consistent with set theory, assume that the hom-sets of our monoidal categories are indeed sets.

For a class $O$ of object variables, a doubly ranked alphabet or monoidal signature

$$
\Sigma=(O, M, r)
$$

[14] consists of a set $M$ of morphism variables and a mapping $r$ which assigns for each variable $f \in M$ a domain $\operatorname{dom}(f)$ and a codomain $\operatorname{cod}(f)$, which are finite sequences (strings) over $O$. The pair $(\operatorname{dom}(f), \operatorname{cod}(f))$ is called the rank of $f$. As it is natural, we write $f: \operatorname{dom}(f) \rightarrow \operatorname{cod}(f)$. In case $O$ is the set $\mathbb{N}$, the standard concept of doubly ranked alphabet is recaptured. An alphabet mapping between ranked alphabets $\Sigma=(O, M, r)$ and $\Delta=\left(O^{\prime}, M^{\prime}, r^{\prime}\right)$ is a mapping $\phi$, which assigns to each object variable $A$ in $O$ an object variable $\phi A$ in $O^{\prime}$ and to each morphism variable $f: u \rightarrow v$ in $M$ a morphism variable $\phi f: \phi u \rightarrow \phi v$ in $M^{\prime}$, where $\phi$ is extended to strings in $O^{*}$ in the natural way. Thus, an alphabet mapping preserves the rank of morphism variables.

Every (strict) monoidal category $\mathcal{M}$ can trivially be considered as a ranked alphabet $\Sigma=\mathcal{A} \mathcal{M}$ in which the object variables are the objects of $\mathcal{M}$ (denoted by $O_{M}$ as a concrete monoid structure). As an important twist, however, the empty string $\epsilon$ in $O_{M}^{*}$ must be identified with the object $I$ in $O_{M}$. The morphism variables of $\Sigma$ with rank $u \rightarrow v$ are simply all the morphisms $|u| \rightarrow|v|$ in $\mathcal{M}$, where $|u|$ and $|v|$ are the evaluations of $u$ and $v$ in the given monoid structure on $O_{M}$. We shall use the distinctive subscript $f_{u \rightarrow v}$ to refer to the morphism variable $u \rightarrow v$ that is actually the morphism $f:|u| \rightarrow|v|$. This is necessary in order to define the domain and codomain of variables in a unique way. Since $u$ and $v$ are finite strings, the collection of morphism variables $u \rightarrow v$ remains a set.

If $F: \mathcal{M} \rightarrow \mathcal{M}^{\prime}$ is a monoidal functor, then $\mathcal{A} F: \mathcal{A} \mathcal{M} \rightarrow \mathcal{A} \mathcal{M}^{\prime}$ is the alphabet mapping $\phi$ by which $\phi A=F A$ and

$$
\phi f_{u \rightarrow v}=F f_{F u \rightarrow F v}
$$

for every morphism $f:|u| \rightarrow|v|$ in $\mathcal{M}$, where $F$ is extended to strings of objects in the obvious natural way.

With the above definition we have established the functor

$$
\mathcal{A}: \text { MonCat } \rightarrow \text { Alph }
$$

between the category of monoidal categories and that of ranked alphabets. Our aim is to provide a left adjoint $\mathcal{G}$ for the functor $\mathcal{A}$, when restricted to the subcategory TraMon of traced monoidal categories. In algebraic terms this amounts to constructing the traced monoidal category freely generated by some doubly ranked
alphabet $\Sigma$. In order to keep the discussion simple, we shall assume that $O=\mathbb{N}$ that is, our categories are single-sorted. Then the free traced monoidal category generated by a doubly ranked alphabet is essentially the category of flowchart schemes as described in [1]. The only significant difference arises from the absence of the axiom:

$$
\operatorname{Tr}_{I, I}^{U} 1_{U}=1_{I}
$$

where $1_{U}: U \rightarrow U$ denotes the identity morphism. In the single-sorted setting this axiom is equivalent to

$$
\uparrow 1_{1}=1_{0},
$$

which was imposed as axiom S 6 in [1]. (Read $\uparrow$ simply as $T r_{1,1}^{1}$.) If this axiom is not present, then the policy with respect to the so called loop vertex in schemes changes as follows: every subexpression $\uparrow 1_{1}$ contributes a separate loop vertex $0 \rightarrow 0$ to the scheme being constructed. Thus, loop vertices multiply during the construction, as opposed to the policy applied in $[8,1]$ that there is a unique loop vertex in each scheme. (In other words, loop vertices do not multiply.) This straightforward change covers the whole impact of adding axiom $S 6$ to the standard trace monoidal category axioms. The change is clearly visible e.g. in the category $\left(\mathbf{F d V e c t}_{K}, \otimes\right)$, where the sequence of morphisms

$$
T r_{2^{0}, 2^{0}}^{2^{0}} 1_{2^{0}}, \operatorname{Tr}_{2^{1}, 2^{1}}^{2^{1}} 1_{2^{1}}, \operatorname{Tr}_{2^{2}, 2^{2}}^{2^{2}} 1_{2^{2}}, \ldots, \operatorname{Tr}_{2^{n}, 2^{n}}^{2^{n}} 1_{2^{n}}, \ldots
$$

produces the sequence of elements

$$
1,2=1+1,2^{2}=2 \cdot 2, \ldots, 2^{n}=2 \cdot 2 \cdot \ldots \cdot 2, \ldots \text { in } K
$$

The same dilemma, whether to multiply the loop vertices or not in the axiomatization of schemes, occurred already to Bloom and Ésik when writing the paper [8]. The author knows this from Zoltán himself, who told him in 1986 that they decided not to multiply the loop vertices because they only had algebraic theories in mind for possible interpretations. Otherwise the issue was trivial. Since Zoltán used to be the advisor of the author in previous years, the loop vertices did not multiply in the axiomatization [1] either.

Rather than giving the formal definition of $\Sigma$-schemes for a doubly ranked alphabet $\Sigma$, we just show an example scheme $S: 4 \rightarrow 1$ in Fig. 9. The scheme $S$ has 4 input channels and 1 output channel. The alphabet $\Sigma$ consists of the morphism variables $h: 2 \rightarrow 1$ and $g: 1 \rightarrow 1$. A variable occurrence in $S$ is a box labelled by that variable. Boxes have numbered input and output ports (numbered from left to right), with as many input (output) ports as the domain (respectively, codomain) of the corresponding variable. The input channels have exactly one output port, while the output channels have a single input port. Each output port in the scheme is connected to exactly one input port, and every input port is the endpoint of a single edge coming from an output port. In addition, there are an arbitrary number of isolated loop vertices (none in our scheme $S$ ), which vertices have no input or output ports and are labelled by the special symbol $\perp$ not in $\Sigma$.


Figure 9: A $\Sigma$-scheme $4 \rightarrow 1$

Two $\Sigma$-schemes are isomorphic if they are isomorphic as directed graphs by an isomorphism $\phi$ which preserves the labeling of the boxes, and the input/output channels. Furthermore, $\phi$ must respect the numbering of the ports in boxes as well.

The traced monoidal category $\operatorname{Sch}(\Sigma)$ of $\Sigma$-schemes uses the graph operations disjoint union for tensor, gluing schemes by their input/output channels for composition, and adding an edge from the first output channel to the first input channel for feedback, bypassing the pair of the connected channels themselves. Whenever feedback connects two channels that are already connected to each other in the opposite direction, a new instance of the loop vertex is created and added to the scheme. The interpretation of the identity and symmetry morphisms is straightforward, using straight lines connecting the input channels to the output ones. See $[1,6]$ for details. With this interpretation, the category $\operatorname{Sch}(\Sigma)$ is that of isomorphism classes of $\Sigma$-schemes.

If $\Sigma$ is not single-sorted, then the only modification to the above description is that ports are also labelled by the object variables in such a way that for every box labelled by morphism variable $f$, the sequence of object variables corresponding to the input (output) ports read from left to right is $\operatorname{dom}(f)$ (respectively, $\operatorname{cod}(f)$ ). Obviously, edges must respect the labeling of the ports. The scheme is $u \rightarrow v$ if the sequence of input (output) channel labels is $u$ (respectively, v ).

In order to interpret a scheme $S: x \rightarrow y$ in a traced monoidal category $\mathcal{C}$, one must first assign an object $\phi A$ in $\mathcal{C}$ to each object variable $A$ occurring in $S$, and concrete morphisms $\phi u \rightarrow \phi v$ in $\mathcal{C}$ to each morphism variable $u \rightarrow v$ occurring in $S$ as a box label. Then represent $S$ in normal form in the following way. Take the tensor (disjoint union) of the boxes in $S$, together with some straight lines, apply a suitable permutation from either side, and create the edges of $S$ using feedback. Finally, copy this procedure at the level of semantics in the category $\mathcal{C}$. The result is a morphism $\phi x \rightarrow \phi y$, and it will not depend on the concrete syntactical normal form chosen, as long as we do not introduce a cycle of straight lines with feedback in the normal form. See again Fig. 7 in Section 3. This should be avoided by taking only a minimum number of straight lines in the normal form, unless there
are loop vertices in the scheme. Each loop vertex $\perp_{A}$ counts as such a "looping" feedback, which corresponds semantically to $\uparrow^{A} 1_{A}$ with the chosen interpretation of the object variable $A$. Again, see $[1,6]$ for details.

We shall be interested in two more axioms in Section 5.

$$
\begin{gathered}
\text { Acc (accessibility): } f=g \text { for } f, g: I \rightarrow A, \text { and } \\
\text { Ter (termination): } f=g \text { for } f, g: A \rightarrow I
\end{gathered}
$$

By Trace Biacc we shall mean the set of traced monoidal category axioms extended by Acc and Term.

Notice that imposing the axioms Acc and Term prompts the addition of constants $0_{A}: I \rightarrow A$ and $0^{A}: A \rightarrow I$ to the traced monoidal language. These constants must then satisfy the following further monoidal axioms:

$$
\begin{gathered}
0_{A} \circ f=0_{B} \text { for } f: A \rightarrow B \\
0_{A} \otimes 0_{B}=0_{A \otimes B} \\
\left(0_{A} \otimes 1_{A}\right) \circ c_{A, A}=1_{A} \otimes 0_{A}
\end{gathered}
$$

and the dual counterparts of these axioms for $0^{A}$. See [1, 13]. Regarding schemes as morphisms in the corresponding free category $\operatorname{Sch}_{\text {Biacc }}(\Sigma)$, one must lift the condition that for each input port of a box (or output channel) there exists an edge arriving at that port, and dually, there need not exist an edge going out from any particular output port. (The ignored ports do not cease to exist, though, they just become idle.) All schemes must be biaccessible, however. Recall from $[1,8,9]$ that a $\Sigma$-scheme $S$ is accessible if each box (i.e. not necessarily the output channels) can be reached from at least one input channel through a directed path in $S$. Dually, $S$ is terminating if from each box there exists a path to at least one output channel. Scheme $S$ is biaccessible if it is both accessible and terminating. The axiomatization statement for $S c h_{\text {Biacc }}(\Sigma)$ as a free category follows from the yet more general axiomatization presented in [1].

## 5 The completeness result

In this section we take a closer look at the definition of a given monoidal category being complete for the traced monoidal category axioms extended by the axioms Acc and Term. We also show that already the initial single-sorted monoidal category satisfying the axioms Trace $_{\text {Biacc }}$, the category $\left(\mathbf{P i n}_{\mathbb{N}},+\right)$ of finite partial injections over the objects $\mathbb{N}$ as a subcategory of $\left(\operatorname{Rel}_{\mathbb{N}},+\right)$ is complete for Trace $_{\text {Biacc }}$.

The reader might have the impression that this statement is trivial, since $\left(\mathbf{P i n}_{\mathbb{N}},+\right)$, being initial (with or without the additional constants $0_{1}: 1 \rightarrow 0$ and $0^{1}: 0 \rightarrow 1$ ), is present in the category of biaccessible schemes as a subcategory. While this is certainly true, it does not imply that $\left(\mathbf{P i n}_{\mathbb{N}},+\right)$ is complete for Trace Biacc. . In general, there could be a lot of identities valid in the initial algebra of an equational class that are not valid in the free algebras of that class generated
by several variables. For example, the initial $D$-algebra in [1], as a monoidal category, coincides with the initial algebraic theory, and it can be embedded in the single sorted monoidal category of cycle-free schemes with junctions allowed. (Add a constant $d: 2 \rightarrow 1$ to the single-sorted monoidal language, or $d_{A}: A \otimes A \rightarrow A$ in general, as the "diagonal". See $[1,13]$.) This category is the free $D$-algebra generated by its boxes, yet, it is very far from being an algebraic theory.

The motivation for our study is the observation made in [12] that the category $\left(\mathbf{F d V e c t}_{K}, \otimes\right)$ is complete for the traced monoidal axioms, whenever the field $K$ has an infinite characteristic (i.e. the elements $1,1+1, \ldots, 1+1+\ldots+1, \ldots$ are all distinct.) The authors of [12] rely on the following understanding of completeness.

If two networks (schemes) have the same value under all interpretations over $K$, then they are isomorphic.

Our more formal understanding of interpretation and completeness is the following. Consider the doubly ranked alphabet $\Sigma=(O, M, r)$ (fixed for the rest of the paper) in which $O$ is a countably infinite set and $M(p, q)$ is also countably infinite for each $p, q \in O^{*}$. In other words, we have as many object and morphism variables in $\Sigma$ as we want in order to use them for labeling schemes. Then a traced monoidal identity is a pair $(\mathbf{p}, \mathbf{q})$ of $\Sigma$-schemes $u \rightarrow v$ for some $u, v \in O^{*}$. As usual, we write $\mathbf{p}=\mathbf{q}$ for the pair $(\mathbf{p}, \mathbf{q})$. Accordingly, by a Trace $_{\text {Biacc }}$ identity we mean a pair of biaccessible schemes.

Definition 2. A Trace Biacc identity $\mathbf{p}=\mathbf{q}$ is valid in a traced monoidal category $\mathcal{C}$ if for every alphabet mapping $\phi: \Sigma \rightarrow \mathcal{A C}$,

$$
(\mathcal{G} \phi) \mathbf{p}=(\mathcal{G} \phi) \mathbf{q}
$$

Recall that $\mathcal{G}: \mathbf{A l p h} \rightarrow$ TraMon is the left adjoint of the forgetful functor $\mathcal{A}$. In the present case of biaccessible identities, take $\mathcal{G}$ to be the left adjoint of the appropriate counterpart of $\mathcal{A}$.

Definition 3. A traced monoidal category $\mathcal{C}$ satisfying the additional axioms Acc and Term is complete for the traced monoidal axioms Trace $_{\text {Biacc }}$ if for every valid identity $\mathbf{p}=\mathbf{q}$ in $\mathcal{C}$, the biaccessible schemes $\mathbf{p}$ and $\mathbf{q}$ are isomorphic.

There is a slight problem with Definitions 2 and 3, which is highlighted by the following example.
Example Let $B i$ denote the axiom

$$
B i: \quad f=g \quad \text { for } f, g: I \rightarrow I
$$

and add it to the the traced monoidal ones to obtain the system Trace $_{B i}$. Consider the obvious single-sorted traced monoidal category ( $\mathbf{B i},+$ ) of bijections $n \rightarrow n$ as a subcategory of $\left(\mathbf{R e l}_{f i n},+\right)$. Is it complete for Trace $_{B i}$ ? One could immediately answer no, since e.g. Acc and Ter are valid in $(\mathbf{B i},+)$, yet they are not provable from Trace $_{B i}$. This answer is not fair, however, because the axioms Acc and Ter
are just partially meaningful in $(\mathbf{B i},+)$, and when they are, they are equivalent to $B i$.

The anomaly arises from the fact that categories are not simply multi-sorted algebras. Their hom-sets could be empty. Since we defined the alphabet $\Sigma$ very generously, we must assign a morphism $|\phi p| \rightarrow|\phi q|$ to each morphism variable (box) $f: p \rightarrow q$ in $\Sigma$ in order to create an alphabet mapping $\phi: \Sigma \rightarrow \mathcal{A}(\mathbf{B i},+)$. There will not be any, however, unless all object variables are mapped into $I=0$ by $\phi$. Indeed, if $A \neq I$ was mapped into say 1 (i.e. $\phi A=1$ ), then - since the empty string $I=\epsilon$ goes automatically to 0 - the morphism variables $\epsilon \rightarrow A$ could not be mapped anywhere, for $\mathbf{B i}(0,1)=\emptyset$. One could (and must) get around this problem by including a "dummy" morphism in each hom-set of $(\mathbf{B i},+)$ and define the traced monoidal operations on these morphisms e.g. in the strict way (always resulting in the dummy morphism if either of the arguments is dummy). One may even extend $(\mathbf{B i},+)$ to the traced monoidal category of partial injections. The extension will not make the problem go away, though, because the axioms Acc and Ter would still remain valid in the extended categories but not in the quotient of $S c h(\Sigma)$ by Bi. This fact is already justifiable, however, since "bases are loaded" in the extended categories.

The above discussion shows that the anomaly of the Example is rooted in the polymorphic nature of the categorical language used to specify equational axioms (identities), and more analysis is required to provide a satisfactory explanation. For the moment, however, we shall rely on the straightforward solution of introducing the dummy morphisms if necessary, so at least we escape the contradiction arising from possibly empty hom-sets. Thus, the category $(\mathbf{B i},+)$ is presently not complete for Trace $_{B i}$.

Theorem 1. The category $\left(\mathbf{P i n}_{f i n},+\right)$ is complete for the axioms Trace Biacc .
Proof. Let $S, R: u \rightarrow v$ be two biaccessible $\Sigma$-schemes. We must find an interpretation $\phi$ of the alphabet $\Sigma$ in $\left(\mathbf{P i n}_{\text {fin }},+\right)$ that distinguishes these two schemes, provided that they are not isomorphic. Obviously, we can assume that both $u$ and $v$ are different from $I=\epsilon$. We can also assume, without loss of generality, that there exists an input-output path in at least one of $S$ and $R$ passing through at least one box. Indeed, otherwise it is trivial to separate $S$ and $R$ directly in $\left(\mathbf{P i n}_{\text {fin }},+\right)$ by interpreting each object variable $A$ as $\phi A=1$ and each morphism variable $f: p \rightarrow q$ as $\phi f=0^{\phi(p)}+0_{\phi(q)}$, i.e., the totally undefined injection.

First let us assume that each box in $S$ and $R$ is labelled by the same morphism variable $f: p \rightarrow q$ in $M$. Since the schemes are biaccessible, $p \neq \epsilon$ and $q \neq \epsilon$. Let us spell out the trajectory of an input-output path in $\Sigma$-schemes. As in standard graph theory, it is an alternating sequence

$$
\begin{equation*}
q_{0}, e_{1},\left(p_{1}, q_{1}\right), e_{2}, \ldots,\left(p_{n}, q_{n}\right), e_{n}, p_{n+1} \tag{3}
\end{equation*}
$$

of vertices and edges, starting from and ending at a vertex (port), such that each edge $e_{i}$ in the sequence is incident with the vertex (output port $q_{i-1}$ ) immediately preceding it and with the vertex (input port $p_{i}$ ) immediately following it. Remember that each port is numbered, and it is also labelled by an object variable in $O$.

For simplicity, the number assigned to the port of an input/output channel is the serial number of that channel.

For a path $\alpha$ of the form $(3), \psi(\alpha)$ will denote the "trace" of $\alpha$ :

$$
\left(l_{0}, B_{0}\right),\left(\left(m_{1}, A_{1}\right),\left(l_{1}, B_{1}\right)\right), \ldots,\left(\left(m_{n}, A_{n}\right),\left(l_{n}, B_{n}\right)\right),\left(m_{n+1}, A_{n+1}\right)
$$

In this sequence, $1 \leq l_{0} \leq \operatorname{length}(u)$ and $1 \leq m_{n+1} \leq \operatorname{length}(v)$ identify the serial number of the input channel the output port of which is $q_{0}$ and that of the output channel identified by port $p_{n+1}$. The pair $\left(m_{i}, A_{i}\right)\left(\left(l_{i}, B_{i}\right)\right)$ consists of the serial number and object variable corresponding to the input port $p_{i}$ (respectively, output port $q_{i}$ ). By definition, $B_{i}=A_{i+1}$ for every $0 \leq i \leq n$.

Now we turn to defining the separating interpretation $\phi$. For all object variables $A \in O$, let $\phi(A)=k$, where $k$ is a sufficiently large integer, the magnitude of which will be specified later. In this way we can think of a morphism variable $f: p \rightarrow q$ as a single-sorted one $f_{k}: k \cdot m \rightarrow k \cdot l$, where $m>0$ and $l>0$ are the length of $p$ and $q$, respectively. The morphism $\phi f: k \cdot m \rightarrow k \cdot l$ will be the partial injection by which

$$
\begin{equation*}
\left(m_{i}-1\right) \cdot k+i \mapsto\left(l_{i}-1\right) \cdot k+i+1 \tag{4}
\end{equation*}
$$

for every $1 \leq i<k$ and appropriately chosen numbers $1 \leq m_{i} \leq m, 1 \leq l_{i} \leq l$.
It is easy to visualize the partial injection $(\mathcal{G} \phi) S$ for scheme $S$ using the Hungarian method discussed in Section 3. Every edge $e$ in $S$ counts as $k$ parallel edges in the corresponding single-sorted scheme $S_{k}$, where each port is "multiplied" by $k$. Let $M$ be the set of all edges in $S_{k}$. The set $M$ becomes a matching if we consider $S_{k}$ as a bipartite graph on the ports as vertices rather than one on the boxes. Add $\phi f$ to $S_{k}$ as edges inside the boxes, and let $S_{k}(\phi)$ denote the resulting bipartite graph. Intuitively, whenever the control reaches a box at input port $m_{i}$ in "dimension" $i<k$, it will leave at output port $l_{i}$ in dimension $i+1$. Thus, $(\mathcal{G} \phi) S$ can be obtained by looking for "dual" augmenting paths in $S_{k}(\phi)$ with respect to matching $M$, that is, alternating paths starting and ending with $M$-positive edges incident with the set of leaves of $S_{k}(\phi)$ consisting of the input-output channels (ports). If such a path exists between input channel $l$ in dimension $i$ and output channel $m$ in dimension $j$, then $(l, i)=(l-1) \cdot k+i$ is mapped to $(m, j)=(m-1) \cdot k+j$ according to $(\mathcal{G} \phi) S$. (Mind that an input channel is in fact an output port and an output channel counts as an input port.)

Observe that the procedure of calculating $(\mathcal{G} \phi) S$ by the Hungarian method would be exactly the same if we were to interpret $S$ under relations, rather than partial injections.

What we need in order to finish the proof is an understanding of schemes $S$ and $R$ being isomorphic. It is a standard graph theory argument that $S$ and $R$ are isomorphic iff, for each input-output channel pair $(l, m)$, whenever there exists a path $\alpha$ connecting $l$ with $m$ in the one scheme (say $S$ ), then there exists such a path $\beta$ in $R$, too, so that $\psi(\alpha)=\psi(\beta)$. (Remember that $\psi$ denotes the trace of a path.) Indeed, the numbered ports, together with the biaccessibility restriction, make the graph isomorphism test for $S$ and $R$ straightforward.

Now let us assume that $S$ and $R$ are not isomorphic. Then there exists an input-output path $\alpha$ in say $S$ such that its trace $\psi(\alpha)$ is missing from the traces of paths in $R$. Clearly, the length of $\alpha$ remains under a fixed number that depends on the size of $S$ and $R$ only. Choose $\alpha$ to be shortest among such paths, and let $N$ denote the length of $\alpha$. For $k>N$, set the numbers $m_{i}$ and $l_{i}$ in (4) according to the parameters of $\alpha$ up to dimension $N$, and arbitrarily for $N \leq i \leq k$. It is clear that this choice of $\phi f$ will distinguish $S$ and $R$, since only $(\mathcal{G} \phi) S$ will take the input channel $l_{0}$ in dimension 1 to output channel $m_{N}$ in dimension $N+1$.

If there are several morphism variables assigned as labels to the boxes of $S$ and $R$, then the proof can be augmented by adding a distinctive "preamble" injection to the interpretation of each morphism variable in each dimension, and driving the control through this preamble. Details are straightforward and left to the reader. The proof is now complete.

Corollary 1. The traced monoidal category $\left(\mathbf{R e l}_{\text {fin }},+\right)$ is complete for Trace Biacc .
Proof. Indeed, $\left(\mathbf{P i n}_{f i n},+\right)$ can be embedded in $\left(\mathbf{R e l}_{f i n},+\right)$ as a subcategory. Moreover, bases are loaded in both categories, that is, no hom-set is empty. Therefore any valid identity $\mathbf{p}=\mathbf{q}$ in $\left(\operatorname{Rel}_{\text {fin }},+\right)$ is valid in $\left(\mathbf{P i n}_{f i n},+\right)$ as well. Consequently, by Theorem 1, $\mathbf{p}$ and $\mathbf{q}$ are isomorphic as biaccessible schemes.

## 6 Conclusion

We have shown that the traced monoidal category $\left(\mathbf{P i n}_{\text {fin }},+\right)$ of finite partial injections is complete for the extension of the traced monoidal axioms by two identities that reflect the biaccesible property of schemes as morphisms in the category freely generated by a given monoidal signature. The proof was a classical separation argument, showing that if two biaccessible schemes are not isomorphic, then there exists an interpretation in terms of finite partial injections which distinguishes them. Since $\left(\mathbf{P i n}_{f i n},+\right)$ is the initial single-sorted traced monoidal category satisfying the given axioms, our result holds for every traced monoidal category into which $\left(\mathbf{P i n}_{f i n},+\right)$ can be embedded as a sub-monoidal category, and in which the identities Acc and Ter are valid.
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# Regular Expressions for Muller Context-Free Languages* 

Kitti Gelle ${ }^{a}$ and Szabolcs Iván ${ }^{a}$


#### Abstract

Muller context-free languages (MCFLs) are languages of countable words, that is, labeled countable linear orders, generated by Muller context-free grammars. Equivalently, they are the frontier languages of (nondeterministic Muller-)regular languages of infinite trees.

In this article we survey the known results regarding MCFLs, and show that a language is an MCFL if and only if it can be generated by a so-called $\mu \eta$-regular expression.


Keywords: Muller context-free languages, well-ordered induction, regular expressions

## 1 Introduction

A word, also called "arrangement" in [9], is the isomorphism type of a labeled linear order. Thus, this notion is a generalization of finite and $\omega$-words, permitting e.g. labelings of the integers of the rationals.

Finite automata on $\omega$-words have by now a vast literature, see [21] for a comprehensive treatment. Finite automata acting on well-ordered words longer than $\omega$ have been investigated in $[1,6,7,24,25]$, to mention a few references. Recently, the theory of automata on well-ordered words has been extended to automata on all countable words, including scattered and dense words. In [2, 5, 4], both operational and logical characterizations of the class of languages of countable words recognized by finite automata were obtained.

Context-free grammars generating $\omega$-words were introduced in [8] and subsequently studied in $[3,19]$. Context-free grammars generating arbitrary countable words were defined in $[10,11]$. Actually, two types of grammars were defined, context-free grammars with Büchi acceptance condition (BCFG), and context-free grammars with Muller acceptance condition (MCFG). These grammars generate the Büchi and the Muller context-free languages of countable words, abbreviated as BCFLs and MCFLs. Every BCFL is clearly an MCFL, but there exists an

[^30]MCFL of well-ordered words that is not a BCFL, for example the set of all countable well-ordered words over some alphabet. In fact, it was shown in [10] that for every BCFL $L$ of well-ordered words there is an integer $n$ such that the order type of the underlying linear order of every word in $L$ is bounded by $\omega^{n}$.

In this paper we survey the results on Muller context-free languages, and we give an operational ("regular-expression-like") characterization of this class.

## 2 Notation

### 2.1 Linear orderings

A (strict) linear ordering is a pair $(I,<)$ where $<$ is a strict total ordering on $I$, that is, an irreflexive, transitive and trichotomous relation. Set-theoretical properties of the domain set $I$, such as finiteness, membership and cardinality are lifted to the ordering $(I,<)$ thus we can say e.g. that a linear ordering is countable, finite etc. In order to ease notation, we will omit the ordering $<$ from the pair and identify the ordering $(I,<)$ with its domain $I$, if the ordering relation is not important or is clear from the context. In this paper we will (unless stated otherwise) only deal with countable orderings. A good reference for linear orderings is [23].

An embedding of a linear ordering $(I,<)$ into a linear ordering $(J, \prec)$ is a (necessarily) injective mapping $h: I \rightarrow J$ preserving the ordering, i.e. $x<y$ implying $h(x) \prec h(y)$. We write $(I,<) \leq(J, \prec)$ if $I$ can be embedded into $J$. Clearly, this $\leq$ relation is a preorder (a reflexive and transitive relation) between orderings. A surjective embedding is called an isomorphism between the orderings $I$ and $J$; if there exists an isomorphism between $I$ and $J$, then they are called isomorphic. Isomorphism of linear orderings is an equivalence relation, the classes of which are called order types. Well-known isomorphism types are the order type $\omega$ of the natural numbers $\mathbb{N}$, the type $-\omega$ of the negative integers, the type $\zeta$ of integers and the type $\eta$ of rationals. Since isomorphism is compatible with embeddability, we can say that an order type $\alpha$ can be embedded into an order type $\beta$, written as $\alpha \leq \beta$. Note that this relation is not antisymmetric in general as the orderings $(0,1)$ and $[0,1]$ can be embedded into each other but they are not isomorphic as the latter one has a least element while the former one does not.

The ordering $(I,<)$ is a sub-ordering of $(J, \prec)$ if $I \subseteq J$ and $<$ is the restriction of $\prec$ onto $I$. An ordering is a well-ordering if it has no sub-ordering of type $-\omega$, is scattered if it has no sub-ordering of type $\eta$, quasi-dense if it is not scattered and dense if it has at least two elements and for any $x<y$ there exists some $z$ with $x<z<y$. All dense countable orderings have the type $\eta$, possibly enriched with either a least or a greatest element (or both). Order types of well-orderings are called ordinals. Amongst the class of ordinals, the embeddability relation itself is a well-ordering, moreover, each ordinal $\alpha$ is either a successor ordinal $\alpha=\beta+1$ for some ordinal $\beta$, in which case there is no other ordinal between $\alpha$ and $\beta$, or is a limit ordinal with $\alpha=\bigvee_{\beta<\alpha} \beta$, i.e. is the least upper bound of the set of ordinals strictly smaller than $\alpha$ with respect to the embeddability relation $<$. Note that although
the ordinals themselves form a proper class, whenever $\alpha$ is an ordinal, then the class of ordinals smaller than $\beta$ is a set and whenever $X$ is a set of ordinals, then their least upper bound $\bigvee X$ exists and is an ordinal. Moreover, the class of countable ordinals is the least class which contains the order types 0 and 1 and is closed under taking $\omega$-sums, that is, taking suprema of $\omega$-chains.

When $(I, \prec)$ is some linearly ordered index set and for each $i \in I,\left(J_{i},<_{i}\right)$ is a linear order, then their ordered $\operatorname{sum}(J,<)=\sum_{i \in I}\left(J_{i},<_{i}\right)$ has the disjoint union $J=\left\{(i, j): i \in I, j \in J_{i}\right\}$ as domain with $(i, j)<\left(i^{\prime}, j^{\prime}\right)$ if either $i \prec i^{\prime}$ or $i=i^{\prime}$ and $j<_{i} j^{\prime}$. In particular, $\left(J_{1},<_{1}\right)+\left(J_{2},<_{2}\right)$ denotes the sum $\sum_{i \in\{1,2\}}\left(J_{i},<_{i}\right)$. It is clear that a well-ordered sum of well-ordered orderings is well-ordered, and a scattered sum of scattered orderings is scattered. The sum operation is also compatible with the isomorphism, thus it can be extended to order types. For example, $-\omega+\omega=\zeta$ and $\eta+\eta=\eta+1+\eta=\eta$ where 1 is the order type of the singleton orderings; in general, $n$ is the order type of the $n$-element orderings for $n \in \mathbb{N}_{0}=\{0,1, \ldots\}$. If $\alpha$ is the order type of $I$ and $\beta$ is the order type of each $J_{i}, i \in I$, then $\beta \times \alpha$ stands for the order type of the sum $\sum_{i \in I} J_{i}$. Hence, product of ordinals is an ordinal. Ordinals are also equipped with an exponentation operator but we will only use finite powers of the form $\alpha^{n}$, with $n$ being an integer, that is, $\alpha^{0}=1$ and $\alpha^{n+1}=\alpha^{n} \times \alpha$.

Hausdorff classified the scattered order types into an infinite hierarchy. We make use of the following variant [17] of this hierarchy: let $V D_{0}$ be the class of all finite order types, and when $\alpha$ is some ordinal, then let $V D_{\alpha}$ consist of the class of all order types that can be written as $\sum_{i \in \zeta} I_{i}$ where each $I_{i}$ is a member of $V D_{\beta_{i}}$ for some ordinal $\beta_{i}<\alpha$. Hausdorff's theorem states that a (countable) order type is scattered if and only if it is contained in $V D_{\alpha}$ for some (countable) ordinal $\alpha$. The Hausdorff-rank $\operatorname{rank}(o)$ of a scattered order type $o$ is the least ordinal $\alpha$ with $o \in V D_{\alpha}$.

### 2.2 Words, tree domains, trees

An alphabet is a finite nonempty set of symbols, or letters. Alphabets are usually denoted $\Sigma, \Gamma$ in this paper, and letters are denoted by $a, b, c, \ldots$ A $\Sigma$-labeled linear ordering is a tuple $w=\left(\operatorname{dom}(w), \ell_{w}\right)$ where $\operatorname{dom}(w)=(I,<)$ is some linear ordering and $\ell_{w}: I \rightarrow \Sigma$ is the labeling function of $w$. We usually identify $w$ with $\ell_{w}$ and write $w(i)$ for $\ell_{w}(i), i \in \operatorname{dom}(w)$. Two words $u$ and $v$ are isomorphic if there is an isomorphism $h: \operatorname{dom}(u) \rightarrow \operatorname{dom}(v)$ which preserves also the labels, that is, $u(i)=v(h(i))$ for each $i \in \operatorname{dom}(u)$. A word over $\Sigma$ is an isomorphism class of countable $\Sigma$-labeled linear orderings. For convenience, when $u$ is a word, we take a representant of $u$ and use the notation $\operatorname{dom}(u), \ell_{u}$ referring the domain and labeling of the representant. Order theoretic properties are lifted to words. The set of all countable, $\omega$ - and finite words over $\Sigma$ are respectively denoted $\Sigma^{\#}, \Sigma^{\omega}$ and $\Sigma^{*}$. In particular, $\varepsilon$ denotes the empty word (having the empty set as domain). Note that as for any $\Sigma$, there is a unique $\eta$-word $u$ such that for any $x<y \in \operatorname{dom}(u)$ and
letter $a \in \Sigma$ there is some $z \in \operatorname{dom}(u)$ with $x<z<y$ and $u(z)=a$, this $u$ being called the perfect shuffle of $\Sigma$, and every countable $\Sigma$-word $v$ is a subword of thus $u$ (that is, $\operatorname{dom}(v)$ is a sub-ordering of $\operatorname{dom}(u)$ and $\ell_{v}$ is the restriction of $\ell_{u}$ to $\operatorname{dom}(v)$ ), thus $\Sigma^{\#}$ is indeed a set. A language over $\Sigma$ is an arbitrary subset of $\Sigma^{\#}$. Languages will usually be denoted by $K, L, \ldots$.

When $(I,<)$ is a linear ordering and for each $i \in I, w_{i}$ is a $\Sigma$-word, then their product or (con)catenation is the word $w=\prod_{i \in I} w_{i}$ with domain $\sum_{i \in I} \operatorname{dom}\left(w_{i}\right)$ and the labeling of $\ell_{w}$ being the source tupling of the labelings $\ell_{w_{i}}$, that is, for $(i, j)$, $i \in I, j \in \operatorname{dom}\left(w_{i}\right)$ let $w(i, j)$ be $w_{i}(j)$. Product is extended to languages in the expected way: when $(I,<)$ is the indexing ordering and to each $i \in I, L_{i} \subseteq \Sigma^{\#}$ is a language, then $\prod_{i \in I} L_{i}$ consists of those words $\prod_{i \in I} w_{i}$ where $w_{i} \in L_{i}$ for each $i \in I$. Binary products are simply written as $u \cdot v$ or $K \cdot L$, or simply $u v$ and $K L$. When $\alpha$ is some order type, then $L^{\alpha}$ is the language $\prod_{i \in \alpha} L$, and $L^{*}$ stands for the union of the languages $L^{n}, n$ being a natural number. Also, $L^{+}$stands for $\bigcup_{n>0} L^{n}$.

A tree domain is a prefix closed nonempty (but possibly infinite) subset $T$ of $\mathbb{N}^{*}$. That is, whenever $x \cdot i$ is in $T$ for $x \in \mathbb{N}^{*}$ and $i \in \mathbb{N}$, then so is $x$, in which case $x$ is the parent of $x \cdot i$ and $x \cdot i$ is a child of $x$. Members of $T$ are also called nodes of $T$. If $x \cdot y \in T$ for $x, y \in \mathbb{N}^{*}$, then $x$ is called an ancestor of $x \cdot y$ and $x \cdot y$ is a descendant of $x$, denoted $x \preceq x \cdot y$. If $y$ is nonempty, then we talk about proper ancestor / descendant, denoted $x \prec x \cdot y$. Nodes of $T$ having no child are called leaves of $T$, the other nodes are called inner nodes of $T$. Clearly, $\varepsilon$ is a member of every tree domain.

Subsets of a tree domain $T$ which are tree domains themselves are called prefixes of $T$. A path $\pi$ of $T$ is a prefix in which every node has at most one child. Clearly, to every path $\pi$ there exists a unique word $u_{\pi}$ in $\mathbb{N}^{\leq \omega}=\mathbb{N}^{*} \cup \mathbb{N}^{\omega}$ such that $\pi=$ $\left\{x \in \mathbb{N}^{*}: x \preceq u_{\pi}\right\}$. We will use $\pi$ and $u_{\pi}$ interchargably.

When $T$ is a tree domain and $x \in T$, then the sub-tree domain of $T$ is $\left.T\right|_{x}=$ $\left\{y \in \mathbb{N}^{*}: x y \in T\right\}$. It is clear that $\left.T\right|_{x}$ is also a tree domain, and is a path if so is $T$.

A $(\Sigma$-) tree over some alphabet $\Sigma$ is a labeled tree domain $t$, that is, a pair (dom $\left.(t), \ell_{t}\right)$ where $\operatorname{dom}(t)$ is a tree domain and $\ell_{t}: \operatorname{dom}(t) \rightarrow \Sigma$ is a labeling function. Similarly to the case of words, we often identify $t$ with $\ell_{t}$ and write $t(x)$ in place of $\ell_{t}(x)$ for $x \in \operatorname{dom}(t)$. Notions of tree domains (nodes, paths, sub-tree domains etc.) are lifted to trees; the subtree of $t$ rooted at some node $x \in \operatorname{dom}(t)$ has the domain $\left.\operatorname{dom}(t)\right|_{x}$ and labeling $y \mapsto t(x y)$. When $X \subseteq \operatorname{dom}(t)$ is a set of nodes of $t$, then labels $(t, X)=\{t(x): x \in X\}$ is the set of labels occurring on the nodes belonging to $X$, and $\operatorname{infLabels}(t, X)$ is the set of labels occurring infinitely many times. In particular, if $\pi$ is a path of $t$, then a letter $a \in \Sigma$ belongs to $\operatorname{infLabels}(t, \pi)$ if and only if for each $x \in \pi$ there exists some descendant $y \in \pi$ of $x$ with $t(y)=a$. When $t$ is clear from the context, we just write labels $(X)$ and $\operatorname{infLabels}(X)$, respectively. For any infinite path $\pi$, there exists a $\preceq$-minimal node $x$ of $\pi$ with $\operatorname{infLabels}\left(\left.\pi\right|_{x}\right)=\operatorname{labels}\left(\left.\pi\right|_{x}\right)$, this node $x$ is denoted $\operatorname{head}(\pi)$. Clearly,
$\operatorname{infLabels}(\pi)=\operatorname{infLabels}\left(\left.\pi\right|_{x}\right) \subseteq \operatorname{labels}\left(\left.\pi\right|_{x}\right) \subseteq \operatorname{labels}(\pi)$ for every path $\pi$ and node $x \in \pi$.

### 2.3 Muller context-free grammars and languages

A Muller context-free grammar or MCFG for short, is a tuple $G=(N, \Sigma, P, S, \mathcal{F})$ where $N$ and $\Sigma$ are the disjoint alphabets of nonterminals (or variables) and terminals, respectively, $S \in N$ is the start symbol, $P$ is the finite set of productions (or rules) of the form $A \rightarrow \alpha$ with $A \in N$ and $\alpha \in(N \cup \Sigma)^{+}$, and $\mathcal{F} \subseteq P(N)$ is the Muller acceptance condition. Here $P(N)=\left\{N^{\prime} \subseteq N\right\}$ is the power set of $N$.

Observe that we explicitly disallow rules of the form $A \rightarrow \varepsilon$ here; this makes the treatment of leaf labels more uniform, and as it turns out, such rules can be mimicked by introducing a fresh nonterminal $I$, rules $A \rightarrow I$ and $I \rightarrow I$ and adding $\{I\}$ to the acceptance condition. Nevertheless, in our examples we will make use of rules $A \rightarrow \varepsilon$ in order to help readability.

An $(N \cup \Sigma)$-tree $t$ is locally consistent (with $G$ ) if it satisfies the following condition: each inner node $x$ of $t$ is labeled by some nonterminal $A$ and the set of children of $x$ is $\{x \cdot 1, \ldots, x \cdot n\}$ for some integer $n>0$ with $A \rightarrow t(x \cdot 1) t(x \cdot 2) \ldots t(x \cdot n)$ being a production in $P$. A locally consistent tree is complete if its leaves are labeled in $\Sigma$. The leaves of any tree domain are linearly ordered by the lexicographic ordering $<_{\ell}$, that is, $u<_{\ell} v$ if and only if $u=u_{1} \cdot i \cdot u_{2}$ and $v=u_{1} \cdot j \cdot u_{3}$ for some words $u_{1}, u_{2}, u_{3} \in \mathbb{N}^{*}$ and integers $i<j$. The frontier word of a tree $t$ is the word $\operatorname{fr}(t)$ having the set of leaves as domain, ordered lexicographically, and labeling inherited from $t$. That is, $\operatorname{dom}(\operatorname{fr}(t))=\{x \in \operatorname{dom}(t): x$ is a leaf of $t\}$ and $\operatorname{fr}(t)(x)=t(x)$ for each leaf $x$.

A locally consistent tree $t$ is a derivation tree of $G$ if for each infinite path $\pi$ of $t$ the set $\operatorname{infLabels}(\pi)$ belongs to the acceptance condition $\mathcal{F}$. Given a symbol $X \in N \cup \Sigma$, we let $\Delta(G, X)$ denote the set of all complete derivation trees $t$ of $G$ whose root symbol $t(\varepsilon)$ is $X$. We write $A \Rightarrow{ }_{G}^{\infty} \alpha$ for a symbol $A \in N \cup \Sigma$ and a word $\alpha \in(N \cup \Sigma)^{\#}$ if $\alpha$ is the frontier word of some derivation tree of $G$ having root symbol $A$. The language generated by $G$ is $L(G)=\left\{w \in \Sigma^{\#}: S \Rightarrow_{G}^{\infty} w\right\}$.

A language $L \subseteq \Sigma^{\#}$ of $\Sigma$-words is a Muller context-free language, or MCFL for short, if $L=L(G)$ for some MCFG $G$. In fact, Muller context-free languages are precisely the frontier languages of (nondeterministic Muller-)regular languages of infinite trees.

Example 1. If $G=(\{S, I\}, \Sigma, P, S,\{\{I\}\})$, with

$$
P=\{S \rightarrow a: a \in \Sigma\} \cup\{S \rightarrow \varepsilon, S \rightarrow I, I \rightarrow S I\}
$$

then $L(G)$ consists of all the well-ordered words over $\Sigma$.
Indeed, assume $t_{1}, t_{2}, \ldots$ are derivation trees. Then so is the tree $t$ depicted in Figure 1a with frontier word $\operatorname{fr}\left(t_{1}\right) \mathrm{fr}\left(t_{2}\right) \ldots$ Thus, $L(G)$ contains the empty word (by $S \rightarrow \varepsilon$ ), the words of length 1 (by $S \rightarrow a$ and $S \rightarrow b$ ), and is closed under taking $\omega$-products. Since the least class of order types which contains 0,1 and which

(a) Tree for Example 1

(b) Tree for Example 2

Figure 1: Derivation trees corresponding to Examples 1 and 2
is closed under $\omega$-sums is the class of all countable ordinals (see e.g. [23]), $L(G)$ contains all the well-ordered words over $\{a, b\}$. For the other direction, assume $t$ is a derivation tree having a frontier word containing an infinite descending chain $\ldots<_{\ell} u_{2}<_{\ell} u_{1}$. Then let us define the path $v_{0}, v_{1}, \ldots$ in $t: v_{0}=\varepsilon$ and $v_{i+1}$ is $v_{i} \cdot 1$ if this node is an ancestor of infinitely many $u_{j}$ and $v_{i} \cdot 2$ otherwise (which happens if $v_{i}$ corresponds to the production $I \rightarrow S I$ and the node $v_{i} \cdot 1$ (which is labeled $S$ ) has no descendant of the form $u_{j}$ at all). Note that for each $u_{j}$ there exists a unique $v_{i_{j}}$ such that $v_{i_{j}}$ is an ancestor of $u_{j}$ and $v_{i_{j}+1}$ is not, since the length of the words $v_{i}$ grows without a bound. Now these nodes $v_{i_{j}}$ correspond to the production $I \rightarrow S I$ and $v_{i_{j}+1}=v_{i_{j}} \cdot 1$, so that the successor of $v_{i_{j}}$ along the path is labeled by $S$. Hence $v_{0}, v_{1}, \ldots$, is a path $\pi$ in $t$ such that $\operatorname{infLabels}(\pi)$ contains $S$, which is a contradiction since the only accepting set is $\{I\}$.

Example 2. If $G=(\{S, I\}, \Sigma, P, S,\{\{I\}\})$, with

$$
P=\{S \rightarrow a: a \in \Sigma\} \cup\{S \rightarrow \varepsilon, S \rightarrow I, S \rightarrow S I S\}
$$

then $L(G)$ consists of all the scattered words over $\Sigma$.
Indeed, the derivation tree depicted on Figure 1b shows that $L(G)$ is closed under $\omega+(-\omega)$-products of words. Since $\varepsilon \in L(G)$, the language is thus closed under $\omega$-products and $-\omega$-products as well, thus closed under $\zeta$-products. Since the one-letter words belong to $L(G)$, we get by Hausdorff's Theorem that $L(G)$ consists of all the scattered $\Sigma$-words.

We note that if instead of the Muller condition we define a Büchi-type acceptance condition, then we get a weaker device: the resulting class of "Büchi contextfree languages" is strictly contained within the class of MCFLs, see [11, 10].

## 3 MSO-definable properties are decidable

The logic usually arising when dealing with "regular" structures is that of monadic second-order logic, or MSO. In [13] the following general decidability theorem was
proved:
Theorem 1. The following problem is decidable: given an MCFG G generating $\Sigma$-words and an MSO formula $\varphi$ evaluated $\Sigma$-words, does it hold that $w \models \varphi$ for every $w \in L(G)$ ?

Thus in particular, it is decidable whether $G$ generates scattered, or wellordered, or dense words only.

We sketch the outline of the proof. First, to each MCFG $G=(N, \Sigma, P, S, \mathcal{F})$ we associate the grammar $G^{\prime}=\left(N \cup P, \Sigma, P^{\prime}, S\right)$ where $P^{\prime}$ contains the following set of productions:

- For each nonterminal $A \in N$, there is a production $A \rightarrow\left(A \rightarrow \alpha_{1}\right)(A \rightarrow$ $\left.\alpha_{2}\right) \ldots\left(A \rightarrow \alpha_{n}\right)$ in $P^{\prime}$ where $A \rightarrow \alpha_{1}, \ldots, A \rightarrow \alpha_{n}$ are the productions in $P$ having $A$ on their left-hand side, in some fixed order.
- For each production $A \rightarrow X_{1} \ldots X_{n}$, there is a production $\left(A \rightarrow X_{1} \ldots X_{n}\right) \rightarrow$ $X_{1} \ldots X_{n}$ in $P^{\prime}$.

That is, we can rewrite a nonterminal to the sequence of its alternatives, and rewrite a production to its right-hand side. Thus, each nonterminal of $G^{\prime}$ has exactly one alternative (it is assumed that for each nonterminal $A$ there is at least one production having left-hand side $A$ ), thus there is exactly one locally consistent tree of $G^{\prime}$ having root symbol $S$. We call this unique tree $t_{G}$ the grammar tree of $G$.

Example 3. For the MCFG of Example 1, this tree $t_{G}$ is depicted in Figure 2.


Figure 2: Grammar tree of the MCFG of Example 1

The cruical fact is that the grammar tree is a regular tree, having finitely many (more precisely, at most $|\Sigma|+|N|+|P|$ ) subtrees. By [22], the MSO theory of a regular tree is decidable, that is, given a regular tree $t$ (which is $t_{G}$ in our case) and an MSO formula $\psi$, it is decidable whether $t \vDash \psi$ holds. As $t_{G}$ can be effectively constructed from $G$, it remains to construct a formula $\psi$ from $G$ and $\varphi$ such that $t_{G} \vDash \psi$ holds if and only if for each $w \in L(G)$ we have $w \vDash \varphi$.

Informally, the formula $\psi$ constructed in [13] has the semantics "whenever $T$ is a derivation tree of $G$, its frontier word satisfies $\varphi$ ". Now derivation trees are encoded as subsets of $\operatorname{dom}\left(t_{G}\right)$ as follows: a subset $X \subseteq \operatorname{dom}\left(t_{G}\right)$ encodes a derivation tree of $G$ if the following conditions all hold:

- $X$ contains the root node.
- If some $x \in X$ is labeled by some nonterminal $A \in N$, then exactly one child of $x$ belongs to $X$.
- If some $x \in X$ is labeled by some production $A \rightarrow \alpha$, then all the children of $x$ belong to $X$.
- On each infinite path $\pi \subseteq X$, the set of symbols from $N$ occurring infinitely many times belongs to $\mathcal{F}$.

These properties can be expressed in MSO and such a set encodes a derivation tree in the obvious way.

Example 4. Figure 3 shows a (part of a) derivation tree $t$ of the grammar of Example 1 and the corresponding subset $T$ of $\operatorname{dom}\left(t_{G}\right)$ (as nodes in boldface).

Then, given a set $X$ of nodes of $t_{G}$, we can define the subset $Y \subseteq X$ of the leaves in $X$ and the lexicographic ordering over this $Y$ is also MSO-definable. Hence the formula "whenever $X$ is a subset of $\operatorname{dom}\left(t_{G}\right)$ encoding a derivation tree, and $Y$ is the set of leaves within $X$, then the word corresponding to $Y$ satisfies $\varphi$ " is expressible in MSO (moreover, is effectively computable from $G$ and $\varphi$ ), thus proving Theorem 1.

## 4 A normal form

The general decidability theorem of the previous section does not give us an exact complexity result as model checking MSO is decidable, but nonelementary in general. In this section we give complexity results for several decision problems (and several undecidability results as well) regarding MCFLs, surveying the results of [11]. The decidable properties surveyed here are MSO-definable, thus their decidability is immediate from Theorem 1. For example, $L(G)$ is empty if and only if every member $w$ of $L(G)$ satisfies the false formula $\downarrow$. (On the other hand, universality is not definable this way - and indeed, universality of MFCGs is already undecidable for singleton alphabets.)
(A slightly modified variant of) the normal form of MCFGs introduced in [11] is the following:


Figure 3: A part of a derivation tree $t$ of Example 1 and the corresponding subset $\boldsymbol{T}$ of $t_{G}$

Definition 1. An MCFG $G=(N, \Sigma, P, S, \mathcal{F})$ is in normal form if either $P$ is empty, or $P$ consists of the single production $S \rightarrow \varepsilon$, or for each $A \in N$ there exists a nonempty word $w$ with $A \Rightarrow_{G}^{\infty} w$ and words $u, v$ with $S \Rightarrow_{G}^{\infty} u A v$.

Moreover, to each $F \in \mathcal{F}$ there exists a path $\pi$ of some derivation tree $t$ with $\operatorname{infLabels}(\pi)=F$.

In the terminology of [11], each nonterminal has to be +-productive and reachable, and each accepting set has to be viable.

Such a normal form of any MCFG is computable:
Theorem 2 ([11]). For any MFCG $G$, an equivalent $M C F G G^{\prime}$ in normal form can be computed in PSPACE. The resulting grammar $G^{\prime}$ has a size polynomially bounded by the size of $G$.

We sketch the algorithm here. The straightforward modification of the corresponding algorithms for ordinary context-free grammars works: first we check for each symbol $X$ whether $X$ is productive (is there a complete derivation tree with root symbol $X$ at all). However, the complexity of this problem is PSPACEcomplete due to the fact that the emptiness problem of Muller regular tree languages, given by a nondeterministic Muller tree automaton, is PSPACE-complete. Since there is a polynomial-time transformation from an MCFG to a corresponding Muller tree automaton and vice versa, we gain PSPACE-completeness for deciding productiveness of individual nonterminals, and emptiness of MCFLs as well:

Proposition 1. [11] Deciding whether $L(G)=\emptyset$ is PSPACE-complete.
Then, we can throw away all the non-productive nonterminals and get rid of all the productions that have a non-productive nonterminal on either of its sides.

After that, this set is further reduced to the set of reachable nonterminals, which can be done by the usual fixed-point construction for CFGs, as for each reachable nonterminal $A$ there is a finite (not necessarily complete) derivation tree with root symbol $S$ and $A$ occurring as a leaf label. Then we can throw away all the nonreachable nonterminals. This can be done in polynomial time.

In the next step, a nonterminal generates $A$ a nonempty word if and only if there is a finite (not necessarily complete) derivation tree rooted $A$ that has some letter $a \in \Sigma$ occurring as a leaf label. This can also be decided in polynomial time by solving a reachability problem. Then, we can simply erase all the symbols from the right-hand sides from which only the empty word can be generated (and if the right-hand side of a rule becomes empty, then erase the rule itself as well), arriving to a grammar in the required normal form, apart from viability of each $F \in \mathcal{F}$. (This way we might lose the word $\varepsilon$ from $L(G)$ - if we need the nonempty word, we can allow the production $S \rightarrow \varepsilon$ to be present, but in that case $S$ should not appear on the right-hand side of any rule, as in the classical case.)

The normal form can be generated in PSPACE. Then, $L(G)$ contains a nonempty word if and only if there are still productions in $G$.

Proposition 2 ([11]). It can be decided in PSPACE whether $L(G)$ contains a nonempty word.

Now for retaining only the "viable" accepting sets, the following associated graph $\Gamma_{G}$ is handy:

Definition 2. Given an $M C F G G=(N, \Sigma, P, S, \mathcal{F})$, we define the following edgelabeled multigraph $\Gamma_{G}$ : the vertices of $\Gamma_{G}$ are the nonterminals, and there is an edge from $A$ to $B$ labeled $(\alpha, \beta)$ for $\alpha, \beta \in(N \cup \Sigma)^{*}$ if $A \rightarrow \alpha B \beta$ is a production of $G$.

Now if $G$ already contains only productive and reachable nonterminals, then a set $F \in \mathcal{F}$ is viable if and only if the subgraph of $\Gamma_{G}$ induced by $F$ is strongly connected, which is efficiently decidable, finishing the construction of the normal form.

However, language universality (and thus language inclusion and equivalence) is undecidable already for singleton alphabets (contrary to the case of context-free grammars, where undecidability holds only for alphabets of size at least two):

Proposition 3 ([10]). It is undecidable whether $L(G)=\Sigma \#$ for an $M C F G G$, even when $\Sigma$ is a singleton alphabet.

In fact, the problem is undecidable already for Büchi context-free grammars. The key for proving this is a reduction from the universality problem of context-free languages of finite words over the binary alphabet $\{a, b\}$ : first we encode $a$ by $a^{\omega}$ and $b$ by $a^{-\omega}$. Then, the language $L$ of those words in $a^{\#}$ not belonging to $\left\{a^{\omega}, a^{-\omega}\right\}^{*}$ is a MCFG and thus, as MCFLs are effectively closed under homomorphisms and finite unions, we get that $L(G)=\{a, b\}^{*}$ for the CFG $G$ if and only if $L\left(G^{\prime}\right)=a^{\#}$ for some MCFG $G^{\prime}$ effectively constructed from $G$.

### 4.1 Languages of finite words

Given an MCFG $G=(N, \Sigma, P, S, \mathcal{F})$ in normal form, one can decide in (low-degree) polynomial time whether $L(G)$ consists of finite words only. (Note that decidability is clear as the property of being scattered is MSO-definable.)

The key observation here is that $L(G)$ contains an infinite word if and only if there is some $F \in \mathcal{F}$ and an edge $A \xrightarrow{\alpha, \beta} B$ in $\Gamma_{G}$ with $\alpha \beta \neq \varepsilon$ and $A, B \in F$ which can be verified efficiently.

Also, it is quite straightforward to see that a language $L \subseteq \Sigma^{*}$ is context-free if and only if it is an MCFL: for one direction we only have to set $\mathcal{F}=\emptyset$. For the other direction somewhat more care is needed since the frontier word of an infinite tree can be empty. However, it can be decided in PSPACE whether $A \Rightarrow_{G}^{\infty} \varepsilon$ holds for a nonterminal $A$ : we only have to remove the productions from $G$ having some terminal symbol occurring on the right-hand side (that is, we retain the productions of the form $X \rightarrow \alpha$ with $\alpha \in N^{*}$ ), and apply an emptyness check for the generated language. Then, for each $A$ generating $\varepsilon$ we can include the production $A \rightarrow \varepsilon$ and the resulting (classical) context-free grammar will generate $L(G) \cap \Sigma^{*}$ if $G$ is in normal form.

Thus,
Proposition 4 ([11]). A language $L \subseteq \Sigma^{*}$ is context-free if and only if it is Muller context-free.

Also, since emptiness of CFGs is efficiently decidable, we have:
Proposition 5 ([11]). It is decidable in PSPACE whether an MCFG generates at least one finite word.

### 4.2 Languages of well-ordered words

Given an MCFG $G=(N, \Sigma, P, S, \mathcal{F})$ in normal form, one can decide in (lowdegree) polynomial time whether $L(G)$ consists of well-ordered words only. Again, decidability itself is already clear, since the property is MSO-definable.

Proposition 6 ([11]). For an MFCG $G$ in normal form, $L(G)$ contains a word which is not well-ordered if there is some set $F \in \mathcal{F}$, nonterminals $A, B \in F$ and an edge $A \xrightarrow{\alpha, \beta} B$ in $\Gamma_{G}$ with $\beta \neq \varepsilon$.

To see this, suppose there is a derivation tree $t$ of $G$ with a frontier word not having a well-ordered domain. Then there exists an infinite descending chain $\ldots<x_{3}<x_{2}<x_{1}<x_{0}$ of leaves of $t$. Starting from the root, one can then build up an infinite path $\pi=y_{0}, y_{1}, \ldots$ such that for each node $u$ of $\pi$, an infinite number of these leaves $x_{i}$ are descendants of $u$. (This property holds for the root, and at each step we set $y_{i+1}$ to be the first child of $y_{i}$ which is an ancestor of some $x_{j}$.) Then, as each such leaf $x_{i}$ has some finite depth, there exists an $y_{j}$ for each $x_{i}$ such that $y_{j}$ is an ancestor of $x_{i}$ but $y_{j+1}$ is not; it is easy to see that in this case $x_{i}$ is "on the right side" of $\pi$.

Hence, for this $\pi$ it holds that $F=\operatorname{infLabels}(\pi)$ is contained within a nontrivial strongly connected component of $\Gamma_{G}$, moreover, there is an edge $A \xrightarrow{\alpha, \beta} B$ with $A, B \in F$ and $\beta \neq \varepsilon$, the other direction being also straightforward, simply by following a closed path in $F$ visiting each edge at least once, iterating $\omega$ times and complete the resulting derivation tree (which already has an infinite descending chain among its leaves due to $\beta \neq \varepsilon$ ).

Now if $L(G)$ contains well-ordered words only, one can compute an interval of ordinals containing all the order types of $L(G)$ :
Proposition 7 ([16]). If the MCFG G generates well-ordered words only, then both the minimum and the supremum of the order types of the members of $L(G)$ are effectively computable ordinals.

For the minimum, first we note that to each nonterminal $A$, if there is a finite word $w$ with $A \Rightarrow{ }_{G}^{\infty} w$, then the length $n$ of the shortest such word is computable. Then we can replace each occurrence of these nonterminals by $a^{n}$ : the minimum order types for the nonterminals in the resulting grammar will coincide with those of $G$.

Let us fix for each symbol $X$ a complete derivation tree $t_{X}$ with root symbol $X$, minimizing the order type of $\operatorname{fr}\left(t_{X}\right)$. It turns out that the members of $N$ can be partially ordered by some properties of these trees $t_{X}$ and that these trees $t_{X}$ can be chosen in a way that each subtree of $t_{X}$ is some $t_{Y}$ for $Y \in N \cup \Sigma$.

The key construction to see this is the following. When a $t$ is a complete derivation tree of such an MCFG $G$, then we call $t$ simple if it is either finite or has some infinite path $\pi$ with $\operatorname{infLabels}(\pi)=\operatorname{labels}(\pi)$ and moreover, each production corresponding to the nodes of $\pi$ occur infinitely many times on $\pi$. As $A \rightarrow u B v \in P$ for some $A, B \in F \in \mathcal{F}$ implies $v=\varepsilon$, this path $\pi$ has to be the rightmost path of $t$. Then, the order type of $\operatorname{fr}(t)$ is the $\omega$-sum of the order types of the frontiers of the subtrees of $t$ being adjacent to $\pi$ (that is, rooted at some node $x$ not on $\pi$ whose parent is on $\pi$ ). As each left-hand side occurs infinitely many times, we get that each nonterminal adjacent to $\pi$ has a strictly smaller minimum. Thus, if $t_{X}$ is simple, then we can define $t_{X}$ after being defined each $t_{Y}$ where the minimum order type of $Y$ is strictly smaller than that of $X$, and the order type of its frontier is computable.

Now if $t_{X}$ is not simple, then the order type of its frontier is the sum of the order types corresponding to its direct children. Now all these order types but the last have to be smaller then the order type of $\operatorname{fr}\left(t_{X}\right)$ and the last child has to have one level "closer" for being simple (and this level is finite), establishing the inductive case. Thus, a standard iterative algorithm recomputing the minima from the current estimations eventually terminates and produces the minimum ordinals (in Cantor normal form, say).

For the supremum, the case analysis is slightly more involved. First, one seeks for reproductive nonterminals: $A$ is called reproductive if $A \Rightarrow_{G}^{\infty} \alpha$ for some $\alpha$ in which $A$ occurs infinite times. It turns out that $A$ is reproductive if and only if there is a production $A \rightarrow X_{1} \ldots X_{n} B$ and an accepting set $F \in \mathcal{F}$ with $A, B \in F$ and $X_{i} \Rightarrow_{G}^{\infty} u A v$ for some $i \in[n]$ and $u, v \in \Sigma^{\infty}$, which is decidable.

Then, if $A$ is reproductive, then it is easy to see that arbitrarily large countable ordinals can be generated from $A$, thus in that case, the supremum in question is $\omega_{1}$, the smallest uncountable ordinal. Also, if $A \Rightarrow_{G}^{\infty} u B v$ for some reproductive nonterminal $B$, then the same holds for $A$ as well.

Otherwse, to each production of the above form, the nonterminals $X_{i}$ belong to a strongly connected component strictly below the component of $A$, again setting a straightforward induction argument: the reader is referred to [16] for the technical details.

As $\omega$-languages are also well-ordered, we note that and a language of $\omega$-words is context-free in the sense of Cohen and Gold [8] if and only if it is an MCFL [11], and moreover, it is decidable whether an MCFG generates only well-ordered words having order type at most $\omega$.

### 4.3 Languages of scattered words

Analogously for the case of well-ordered words, it is decidable whether an MCFG $G$ generates scattered words only, as this property is also MSO-definable.

Proposition 8 ([11]). It is decidable in polynomial time whether an $M C F G G$ in normal form generates scattered words only.

The key observation is the following: $L(G)$ contains a quasi-dense word if and only if there exists a finite derivation tree $t$, two leaves $x$ and $y$ of $t$ and a viable accepting set $F \in \mathcal{F}$ such that $\operatorname{labels}\left(\pi_{x}\right)=\operatorname{labels}\left(\pi_{y}\right)=F$ and $t(x)=t(y)=t(\varepsilon)$ where $\pi_{x}$ and $\pi_{y}$ respectively denote the paths from the root to $x$ and $y$. As this property is further equivalent to the existence of some production $A \rightarrow \alpha B \beta C \gamma$ with $A, B, C \in F$ for a viable $F \in \mathcal{F}$, we have an efficient decision procedure.

For languages of scattered words, the main ingredient of many proofs is that of the Hausdorff-rank. Basically, given a derivation tree $t$, we can tag each node $x$ of $t$ by the rank of $\operatorname{fr}\left(\left.t\right|_{x}\right)$. Then, consider the subset $D$ of the nodes tagged by the same ordinal as the root. As an infinite sum of scattered orderings of the same rank $\alpha$ has a rank strictly greater than $\alpha$, this subset $D$ cannot contain an infinite antichain, yielding that $D$ is a finite union of paths. Then, one can partially order the set of derivation trees primarily by the rank of their frontier, secondary by the number of paths covering their respective sets $D$, and third, by the depth of the first node of $D$ having at least two children in $D$. The defined ordering becomes then a well-ordering of the derivation trees, allowing us to apply well-founded induction.

The first such application is the following "gap theorem" of MCFLs of scattered words:

Proposition 9 ([11]). The supremum of the Hausdorff-rank of the members of $L(G)$ is computable when $G$ generates scattered words only.

Moreover, this supremum is either $\omega_{1}$ or some natural number.
The key observation for this result is again that reproductive nonterminals, and only those, can produce words of arbitrarily large (countable) rank, and for the others, a simple induction works over the strongly connected components of $\Gamma_{G}$.

Interestingly, it is also known [14] that an MCFL consisting only of scatterred words is a BCFL if and only if the second case applies, i.e. if it has a finite upper bound $n$ on the Hausdorff-rank of its members.

In order to define the regular expression-like expressions capturing these MCFLs, we will also consider pairs of words over an alphabet $\Sigma$, equipped with a finite concatenation and an $\omega$-product operation. For pairs $(u, v),\left(u^{\prime}, v^{\prime}\right)$ in $\Sigma^{\#} \times \Sigma^{\#}$, we define the product $(u, v) \cdot\left(u^{\prime}, v^{\prime}\right)$ to be the pair $\left(u u^{\prime}, v^{\prime} v\right)$, and when for each $i \in \omega$, $\left(u_{i}, v_{i}\right)$ is in $\Sigma^{\#} \times \Sigma^{\#}$, then we let $\prod_{i \in \omega}\left(u_{i}, v_{i}\right)$ be the word $\left(\prod_{i \in \omega} u_{i}\right)\left(\prod_{i \in-\omega} v_{i}\right)$. Let $P\left(\Sigma^{\#} \times \Sigma^{\#}\right)$ denote the set of all subsets of $\Sigma^{\#} \times \Sigma^{\#}$. Then $P\left(\Sigma^{\#} \times \Sigma^{\#}\right)$ is equipped with the operations of set union, concatenation $L \cdot L^{\prime}=\left\{(u, v) \cdot\left(u^{\prime}, v^{\prime}\right)\right.$ : $\left.(u, v) \in L,\left(u^{\prime}, v^{\prime}\right) \in L^{\prime}\right\}$ and Kleene star $L^{*}=\{\epsilon\} \cup L \cup L^{2} \cup \cdots$. We also define an $\omega$-power operation $P\left(\Sigma^{\#} \times \Sigma^{\#}\right) \rightarrow P\left(\Sigma^{\#}\right)$ by $L^{\omega}$ consisting of the words of the form $\prod_{i \in \omega}\left(u_{i}, v_{i}\right)$ with $\left(u_{i}, v_{i}\right) \in L$ for each $i \in \omega$.

The motivation behind this notion is the following. If $t$ is a derivation tree with a distinguished leaf $x$ labeled by some nonterminal $A$, and frontier word $\operatorname{fr}(t)=u A v$, then this frontier word is represented by the pair $(u, v)$. Now if we substitute a tree $s$ with root symbol $A$ in place of the distinguished leaf, having frontier word $\operatorname{fr}(s)=u^{\prime} B v^{\prime}$, yielding the tree $t^{\prime}$, then we have $\operatorname{fr}\left(t^{\prime}\right)=u u^{\prime} B v^{\prime} v$ which is $(u, v) \cdot\left(u^{\prime}, v^{\prime}\right)$ according to the product operation we defined on pairs. Similarly, if the root of $t$ is also labeled $A$, then we can iterate substituting $t$ in place of the distinguished leaf: if we iterate a finite number of times, then the Kleene star contains the "pair representant" of the resulting tree; if we iterate $\omega$ times, then the frontier is $u^{\omega} v^{-\omega}=(u, v)^{\omega}$.

Then, let the set of $\mu \omega T_{s}$-expressions over the alphabet $\Sigma$ be defined by the following grammar (with $T$ being the initial nonterminal):

$$
\begin{aligned}
T & ::=a|\varepsilon| x|T+T| T \cdot T|\mu x . T| P^{\omega} \\
P & ::=T \times T|P+P| P \cdot P \mid P^{*}
\end{aligned}
$$

Here, $a \in \Sigma$ and $x \in \mathcal{X}$ for an infinite countable set of variables. An occurrence of a variable is free if it is not in the scope of a $\mu$-operation, and bound, if it is not free. A closed expression does not have free variable occurrences. The semantics of these expressions are defined as expected using the monotone functions over $P\left(\Sigma^{\#}\right)$ and $P\left(\Sigma^{\#} \times \Sigma^{\#}\right)$ introduced earlier.

The characterization theorem of [12] states that these notions correspond to each other:

Theorem 3 ([12]). A language $L$ is an MCFL of scattered words if and only if it can be denoted by some closed $\mu \omega T_{s}$-expression.

The direction that such expressions always denote MCFLs is done by a straightforward construction, while the converse direction is again done via the wellordering of the derivation trees we introduced earlier.

## 5 Operational characterization of general MCFLs

In this section we give an operational characterization of MCFLs in general, using the operational characterization of Muller regular languages of infinite trees given in $[18,20]$ which we reproved using slightly different methods in [15].

There, we introduced for each ranked alphabet $\Sigma$ (that is, each symbol $a \in \Sigma$ has some arity $n \geq 0$; the set of $n$-ary symbols of $\Sigma$ is denoted $\Sigma_{n}$ ) the set of $\mu \eta$ regular tree expressions (tree expressions for short) over $\Sigma$ as the least set satisfying all the following conditions:

- If $a \in \Sigma_{n}, n \geq 0$ and $E_{1}, \ldots, E_{n}$ are tree expressions over $\Sigma$, then $a\left(E_{1}, \ldots, E_{n}\right)$ is a tree expression over $\Sigma$. When $n=0$, we write $a$ in place of $a()$.
- If $E$ and $F$ are tree expressions over $\Sigma$, then so is $(E+F)$.
- If $E$ is a tree expression over $\Sigma \cup\{x\}$ for the nullary symbol $x$, and $F$ is a tree expression over $\Delta$, then $\left(E \cdot_{x} F\right)$ is a tree expression over $\Sigma \cup \Delta$.
- If $E$ is a tree expression over $\Sigma \cup\{x\}$ for the nullary symbol $x$, then ( $\mu x . E$ ) and $(\eta x . E)$ are tree expressions over $\Sigma$.

In order to define the semantics of these expressions, we have to define the operations of $x$-product, $\mu x$ and $\eta x$ on tree languages, for which we use cuts and decompositions of trees. So let $\Sigma$ be an alphabet and let $\widehat{\Sigma}$ stand for the disjoint copy $\{\widehat{a}: a \in \Sigma\}$ of $\Sigma$. The hatted symbols are of arity zero. Given a tree $t$, and a subset $X \subseteq \operatorname{dom}(t)$ of its nodes, the $X$-cut of $t$ is the following $\Sigma \cup \widehat{\Sigma}$-tree $t / X$ : a node $x$ belongs to $\operatorname{dom}(t / X)$ if and only if $x$ is a node of $t$ which is not a proper descendant of any non-root member of $X$, i.e. $\operatorname{dom}(t / X)=\operatorname{dom}(t)-\underset{u \in X-\{\varepsilon\}}{\bigcup}\{y \in$ $\operatorname{dom}(t): u \prec y\}$. The labeling of $t / X$ is defined as follows: for a node $x \in \operatorname{dom}(t / X)$ let $(t / X)(x)$ be $t(x)$ if $x \notin X-\{\varepsilon\}$ and $\widehat{t(x)}$ if $x \in X-\{\varepsilon\}$. That is, we "cut" the tree at the nodes of $X$ and add a hat to the symbols occurring at the cut-points.

Example 5. Figure 4 shows a tree $t$ with frontier $a^{\omega} b^{-\omega}$. Choosing the set $X$ to contain all the inner nodes of $t$, all the trees of the form $\left(\left.t\right|_{x}\right) /\left(\left.X\right|_{x}\right)$ are the same (shown on the right hand side of the Figure). Figure 5 shows a (finite) tree $t$ which gets decomposed into a set of six trees.

Now when $K$ is a language of $\Sigma \cup \widehat{\Sigma}$-trees and $L$ is a language of $\Delta$-trees for some alphabets $\Sigma$ and $\Delta$, then $K[\widehat{\Sigma} / L]$ is the following language of $\Sigma \cup \Delta$-trees: a tree $t$ belongs to $K[\widehat{\Sigma} / L]$ if there exists some subset $X \subseteq \operatorname{dom}(t)$ such that $t / X$ belongs to $K$ and for each $x \in X,\left.t\right|_{x}$ belongs to $L$. (Usually $\Delta$ is either $\Sigma$ or $\Sigma \cup \widehat{\Sigma})$. That is, if we can cut $t$ such that the "retained part" of the tree belongs to $K$ and all the subtrees that are "cut down" belong to $L$. Observe that if there exists such an $X$, then the subset $X^{\prime}$ of $\preceq$-minimal elements of $X$ is also fine (as $t / X=t / X^{\prime}$ then, and the condition for the subtrees is also valid), thus in that case we can assume that $t$ is cut by some antichain of its nodes.


Figure 4: A tree and $t$ one of its possible decompositions.

Given a tree language $L$ over $\Sigma \cup \widehat{\Sigma}$, the function $K \mapsto L[\widehat{\Sigma} / K]$ is a monotone function (with respect to language inclusion), which maps the poset of $\Sigma \cup \widehat{\Sigma}$-tree languages to itself, thus it has a least fixed point that can be reached by the Kleene iteration $L_{0}=\emptyset, L_{\alpha}=L\left[\widehat{\Sigma} / L_{\beta}\right]$ for successor ordinals $\alpha=\beta+1$ and $L_{\alpha}=\bigcup_{\beta<\alpha} L_{\beta}$ for limit ordinals $\alpha$, that is, there exists some (least) ordinal $\alpha$ such that $L_{\alpha}$ is the least fixed point of this function. This least fixed point is denoted $L^{\mu}$ and is a $\Sigma$-tree language. It is relatively easy to show that a $\Sigma$-tree $t$ belongs to $L^{\mu}$ if and only if there is some subset $X \subseteq t$ of its nodes such that there is no infinite chain $x_{1} \prec x_{2} \prec \ldots$ in $X$ and for each $x \in X$, the tree $\left(\left.t\right|_{x}\right) /\left(\left.X\right|_{x}\right)$ belongs to $L$.

The last operation on trees is the $\eta$-product. Given a $\Sigma \cup \widehat{\Sigma}$-tree language $L$, the language $L^{\eta}$ is a language of $\Sigma$-trees: a tree $t$ belongs to $L^{\eta}$ if and only if there is some $X \subseteq \operatorname{dom}(t)$ of its nodes such that for each $x \in X$, the tree $\left(\left.t\right|_{x}\right) /\left(\left.X\right|_{x}\right)$ belongs to $L$. That is, now an arbitrary set of cut-points in the domain.

Now if $L$ is a language of $\Sigma \cup\{x\}$-trees for a nullary symbol $x$, then $\mu x . L$ and $\eta x . L$ are the tree languages $\widehat{L}^{\mu}$ and $\widehat{L}^{\eta}$ where $\widehat{L}$ is the following language of $\Sigma \cup \widehat{\Sigma}$ trees: a tree $t$ belongs to $\widehat{L}$ if and only if its projection defined by $a \mapsto a, \widehat{a} \mapsto x$ belongs to $L$. That is, the $\Sigma \cup\{x\}$-tree $t^{\prime}$ we get from $t$ by relabeling each hatted symbol to $x$. Similarly, if $K$ is a language of $\Sigma \cup\{x\}$-trees and $L$ is some $\Delta$-tree language, then let $K \cdot{ }_{x} L$ be the language $\widehat{K}[\widehat{\Sigma} / L]$.

Example 6. When $K$ consists of the tree single tree $A(x, \widehat{A})$, then $K^{\eta}$ contains a single tree with root symbol $A$ and frontier $x^{\omega}$. Then, $K^{\eta}{ }_{x}\{\widehat{A}\}$ contains a single tree with root symbol $A$ and frontier $\widehat{A}^{\omega}$. Finally, the frontier language of $\left(K^{\eta}{ }_{x}\{\widehat{A}\} \cup\{A(a), A(\widehat{A}, \widehat{A})\}\right)^{\mu}$ contains all the nonempty well-ordered words over the singleton alphabet $\{a\}$.

After these definitions we are ready to define the semantics of tree expressions in the expected way. A tree expression $E$ denotes a tree language $|E|$, a set of $\Sigma$-trees defined as follows:



Figure 5: A decomposition of a finite tree.

- $\left|a\left(E_{1}, \ldots, E_{n}\right)\right|$ consists of those $\Sigma$-trees $t$ whose root symbol is labeled $a$, the root have exactly the children $1, \ldots, n$ and for each $i \in[n],\left.t\right|_{i} \in\left|E_{i}\right|$.
- $|(E+F)|=|E| \cup|F|,\left|E \cdot{ }_{x} F\right|=|E| \cdot{ }_{x}|F|,|\mu x . E|=\mu x .|E|$ and $|\eta x . E|=\eta x .|E|$.

Now using the terms of [15], a tree language is Muller-regular if and only if it can be denoted by some $\mu \eta$-regular tree expression. Hence it is easy to derive $\mu \eta$-regular word expressions for MCFLs as MCFLs are exactly the frontier languages of Mullerregular tree languages. For this, we have to define operations corresponding to the $\cdot_{x}, \mu x$ and $\eta x$-operations above. Informally, for $\cdot x$ we can define the substitution operation: $K[x / L]$ contains those words we get from members of $K$ in which we replace each occurrence of $x$ by some word in $L$; then, $\mu x . L$ is the least fixed point of the monotone function $X \mapsto L[x / X]$; and, members of $\eta x . L$ are the $\Sigma$-words which we get by starting from the word $x$, then replacing each occurrence of $x$ by some member of $L$, and repeat this process - the words occurring as "limits" of this (possibly infinite) replacement sequence are members of $\eta x . L$.

To treat the case of $\eta x$.L formally, we introduce the class of generalized $\Sigma$-trees as follows. A generalized tree domain is a modified tree domain where we do not restrict the set of children of any node to be a finite linearly ordered set, but allow


Figure 6: An $L$ - $x$-substitution tree.
arbitrary countable linear orders. Nevertheless, each node has to have a finite depth.

More formally, given a partially ordered set $P=(P,<)$, a $P$-tree domain is a subset $D$ of $P^{*}$ satisfying the following conditions:

- $D$ is nonempty and prefix-closed.
- For each node $d \in D$, the set $\{p \in P: d \cdot p \in D\}$ of the children of $d$ is a linearly ordered subset of $P$.

When an alphabet $\Sigma$ is also given, then a $P$ - $\Sigma$-tree is a mapping $t: \operatorname{dom}(t) \rightarrow \Sigma$ from a $P$-tree domain to $\Sigma$, that is, a $\Sigma$-labeled $P$-tree domain and the frontier word of $t$ is the $\Sigma$-word $\operatorname{fr}(t)$ whose domain is the set of the leaves of $t$ (those nodes having no children) equipped with the lexicographic ordering: $p_{1} \ldots p_{n}<_{\ell} p_{1}^{\prime} \ldots p_{m}^{\prime}$ if and only if for some $i \leq m, n$ we have $p_{i}<p_{i}^{\prime}$ and for each $j<i, p_{j}=p_{j}^{\prime}$. Observe that this ordering is total on the leaves since for two different leaves $u=p_{1} \ldots p_{n}$ and $v=p_{1}^{\prime} \ldots p_{m}^{\prime}$ neither of them can be a prefix of the other, hence there exists a unique least index $i \leq m, n$ with $p_{i} \neq p_{i}^{\prime}$; and as the set of the children of the node $p_{1} \ldots p_{i-1}$ is linearly ordered, it has to be either the case $p_{i}<p_{i}^{\prime}$ or $p_{i}^{\prime}<p_{i}$. Observe also that if each node has a countable children set, the $\operatorname{fr}(t)$ is a countable word.

Given a language $L \subseteq(\Sigma \cup\{x\})^{\#}$, we define the languages $\mu x . L$ and $\eta x . L$ over $\Sigma$ as follows. Let $P=\biguplus_{u \in L} \operatorname{dom}(u)$ be the disjoint union of the domains of all the words belonging to $L$. Then, an $L$-x-substitition tree is a $P-(\Sigma \cup\{x\})$-tree satisfying the following conditions: the root is not a leaf node, each inner node is labeled by $x$, each leaf node is labeled in $\Sigma$ and for each inner node $u$, the word formed by the labels of the children of $u$ belongs to $L$.

Example 7. Figure 6 depicts an $L-x$-substitution tree where $L$ is the language $\left\{b^{-\omega},(a x)^{\omega}\right\}$.

Then, let $\eta x$. $L$ contain the frontier words of the $L$ - $x$-substitution trees, and let $\mu x . L$ contain the frontier words of those $L$ - $x$-substitution trees having no infinite paths.

Example 8. Figure 7 depicts an $L$ - $x$-substitution tree for $L=\{a x b\}$. This tree shows that $a^{\omega} b^{-\omega}$ is a member of $\eta x . L$ (but does not, in fact, belong to $\mu x . L$ as


Figure 7: The word $a^{\omega} b^{-\omega}$ belongs to $\eta x .\{a x b\}$.
it has an infinite path. For this language, $\mu x . L=\emptyset$. In contrast, $\mu x .\{a x b, c\}$ is $\left\{a^{n} c b^{n}: n \geq 0\right\}$ and $\eta x .\{a x b, c\}$ is $\left.\mu x .\{a x b, c\} \cup\left\{a^{\omega} b^{-\omega}\right\}.\right)$

These operations $\mu$ and $\eta$ on languages over words correspond to the operations $\mu$ and $\eta$ on tree languages in the sense $\operatorname{fr}(\mu x \cdot L)=\mu x \cdot \operatorname{fr}(L)$ and $\operatorname{fr}(\eta x \cdot L)=\eta x \cdot \operatorname{fr}(L)$ for each tree language $L$. We also make use of the $\cdot_{x}$ product operation: when $K \subseteq(\Sigma \cup\{x\})^{\#}$ and $L \subseteq \Delta^{\#}$ for the alphabets $\Sigma$ and $\Delta$, then $K \cdot{ }_{x} L \subseteq(\Sigma \cup \Delta)^{\#}$ contains those words one can get from a word $u$ in $K$ by replacing each occurrence of $x$ in $u$ by some member of $L$. Or more technically, the frontier words of those $(K \cup L)$-x-substitution trees of depth at most two in which the word formed by the children of the root symbol belongs to $K$ and each word formed by the children of the depth-one inner nodes belongs to $L$. In particular, the tree depicted in Figure 6 shows its frontier $\left(a b^{-\omega}\right)^{\omega}$ belongs to $(a x)^{\omega} \cdot{ }_{x} b^{-\omega}$.

Then also, $\operatorname{fr}\left(K \cdot{ }_{x} L\right)=\operatorname{fr}(K) \cdot{ }_{x} \operatorname{fr}(L)$ for arbitrary tree languages $K$ and $L$.
By the characterization of Muller regular tree languages we get the following characterization:

Theorem 4. A language $L \subseteq \Sigma^{\#}$ is an MCFL if and only if it can be generated from the singleton languages of one-letter words by a finite number of concatenation, binary union, ${ }_{x}$-product, $\mu x$ and $\eta x$-operations.
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#### Abstract

In this paper we shall use some standard statistical methods to test the avalanche effect of a previously introduced cryptosystem based on automata compositions, called DH1 cryptosystem. We have generated sample data of encryption and decryption. In our first set of analysis we simply estimated the probabilities of the atoms of the discrete distribution separately in order to compare them with those of the binomial test distribution. In the second statistical analysis, we turned to a goodness-of-fit test. For this we used the $\chi^{2}$-test. Thirdly, we assumed that the sample comes from a binomial distribution and we calculated the maximum likelihood estimation of the two parameters. Finally we discuss some well-known further tests on randomness and related results. Our main conclusions based on the statistics all confirm that the avalanche effect is fulfilled.
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## 1 Introduction

Modern block cyphers are symmetric cryptosystems operating on fixed-length groups of bits, called blocks. These blocks contains at least 128 bits. The cryptosystem transforms the plaintext blocks into cyphertext blocks one by one. In [1] the authors introduced a novel block cypher based on abstract automata and Latin cubes, which is called DH1 cryptosystem in [3]. Another type of cryptosystem based on compositions of automata can be found in [2]. The basic idea of DH1 cryptosystem is to use a giant size finite automaton and a pseudorandom generator. The set of states of the automaton consists of all possible plaintext/cyphertext blocks, and the input set of the automaton contains all possible pseudorandom blocks. The size of the pseudorandom blocks are the same as the size of the plaintext/cyphertext blocks: 128 bits. For each plaintext block the pseudorandom generator generates

[^31]the next pseudorandom block, and the automaton transforms the plaintext block into a cyphertext block by the effect of the pseudorandom block. The key is the transformation matrix of the automaton.
$\mathcal{A}=(\{0,1, \ldots, n-1\},\{0,1, \ldots, n-1\}, \delta)$
$\delta$

0 $|$|  |  |  |  |
| :---: | :---: | :---: | :---: |
| 0 | 1 | $\ldots$ | $n-1$ |
| 1 | $c_{0,0}$ | $c_{0,1}$ | $\ldots$ |
| $c_{0, n-1}$ |  |  |  |
| $\vdots$ | $\vdots$ | $\vdots$ | $\ddots$ |
| 1,2 | $\ldots$ | $c_{1, n-1}$ |  |
| $n-1$ | $c_{n-1,1}$ | $c_{n-1,2}$ | $\ldots$ |
| $c_{n-1, n-1}$ |  |  |  |

- $n=2^{128}$
- the states $\left(c_{0,0}, \ldots, c_{n-1, n-1}\right)$ are numbers between 0 and $n-1$
- each row is a permutation of states (other case decryption is impossible)
- each column is a permutation of states (other case statistical attacks are possible)
- input letters are pseudorandom numbers between 0 and $n-1$
- the key is the transition function itself ( + an initial value: the seed of the pseudorandom number generator (PRNG)).

The following example shows the encryption of a secret message which contains the following 3 blocks: 12993,999833,22212211

- plaintext blocks: 12993,999833,22212211
- suppose the (secret) pseudorandom number blocks are: 2012200, 239993,178
- ciphertext blocks: $c_{2012200,12993}, c_{239993,999833}, c_{178,22212211}$
$(\delta(2012200,12993), \delta(239993,999833), \delta(178,22212211))$.
The problem with this idea is the following. The size of the transition matrix of the automaton is huge, namely $2^{128} \times 2^{128} \times 16$ bytes, which is impossible to store in the memory or on a hard disk. The solution is to use an automata network. Automata network consists of smaller automata, and it is able to simulate the work of a huge automaton [4]. In [1] the authors introduced a simple automata network which consist of 16 automaton, each of them calculates only one byte of the cyphertext block. Using this simple automata network makes possible simple calculations, but the authors had to introduce an automata network which main rounds contains 4 steps, and each step contains 2 sub steps to have an appropriate avalanche effect. Avalanche effect is an important property for block cyphers, meaning one bit change in the plaintext block should effect significant change in the cyphertext block, and one bit change in the cyphertext block should effect
significant change in the corresponding plaintext block. The experimental results shows that 2 main rounds are enough for appropriate avalanche effect, but in this paper we are going to show detailed statistical analysis based on our test data samples.


## 2 Data and methodology

To test our system, we calculated the number of the identical bytes in two 16 bytes long independent random strings. We have tested 1.000 .000 pairs, and saved the result. We also compared 1.000 .000 ciphertext block pairs, where the corresponding plaintext blocks had just 1 bit difference. Finally we compared 1.000 .000 plaintext block pairs, where the corresponding ciphertext blocks had just 1 bit difference.

Table 1: Frequency table of the four samples

| identical bytes | EN1R | DE1R | EN2R | DE2R |
| :---: | ---: | ---: | ---: | ---: |
| 0 | 915924 | 916422 | 938843 | 939081 |
| 1 | 43064 | 42710 | 59403 | 59145 |
| 2 | 22670 | 22397 | 1717 | 1746 |
| 3 | 880 | 921 | 37 | 28 |
| 4 | 11050 | 11064 | 0 | 0 |
| 5 | 410 | 396 | 0 | 0 |
| 6 | 179 | 225 | 0 | 0 |
| 7 | 11 | 4 | 0 | 0 |
| 8 | 5574 | 5594 | 0 | 0 |
| 9 | 125 | 136 | 0 | 0 |
| 10 | 72 | 89 | 0 | 0 |
| 11 | 3 | 1 | 0 | 0 |
| 12 | 36 | 40 | 0 | 0 |
| 13 | 0 | 0 | 0 | 0 |
| 14 | 1 | 1 | 0 | 0 |
| 15 | 0 | 0 | 0 | 0 |
| 16 | 0 | 0 | 0 | 0 |

Basically we have generated this way 4 different samples: on the one hand we had samples obtained after encyption (encoding, denoted by EN) and decryption (decoding, denoted by DE), on the other hand after 1 round and 2 rounds (denoted by $1 R$ and $2 R$ ) of encryption or decryption. Hence we shall refer to the 4 samples as EN1R, EN2R, DE1R, DE2R, respectively. (See Table 1, where we show the frequencies of the possible values -i.e. the number of identical bytes- of the distributions for all samples.)

Based on the generated samples we considered three different statistical questions to analyse the distribution of the number of different blocks in the pairs. But the main aim behind all questions, of course, was to check wether the avalanche effect can be confirmed in our case. Clearly, in an ideal situation - i.e. where we
have an appropriate avalanche effect - one should get a binomial distribution with parameters $n=16$ and $p=1-1 / 256$ for the generated data, since in that case one can get no additional information from the data about the coding method. Therefore in what follows we shall call the binomial distribution with the above parameters simply the 'reference distribution'. With different ways we analyze whether our data show significant difference from the reference distribution or not.

For what follows we shall denote the probabilities of the test (reference) distribution by $p_{i}^{(0)}$, for $i=0,1, \ldots, 16$, whereas the probabilities of the real (true) distribution will be denoted by $p_{i}^{*}$, for $i=0,1, \ldots, 16$.

In our first set of analysis we simply estimated the probabilities of the 16 atoms of the discrete distribution separately. We calculated the point estimate of the probabilities, furtherore, considering the interval estimate of the probabilities we used confidence level $\alpha=0,999$, i.e. $99,9 \%$ and calculated the maximum value of the margin of errors, which has the form

$$
\Delta=\frac{1}{2} z_{1-\frac{\alpha}{2}} \sqrt{\frac{1}{n}}
$$

where $z_{1-\frac{\alpha}{2}}$ is a quantile of the standard normal distribution of order $1-\frac{\alpha}{2}$ and $n$ is the sample size. It is well known that the margin of error takes its maximum for probability $1 / 2$. Since we have a large sample size we decided to fix the confidence level at a very high value, so that small differences are indicated. This way one can see the difference between the probabilities obtained from the reference binomial distribution and the estimated probabilities from the sample.

In the second statistical analysis, we turned to a goodness-of-fit test. For this we used the $\chi^{2}$-test of goodness of fit with the well-known test statistics

$$
\chi^{2}=\sum_{i=1}^{k} \frac{\left(f_{i}-f_{i}^{*}\right)^{2}}{f_{i}^{*}}
$$

where $f_{i}$ and $f_{i}^{*}$ are the observed and the expected frequencies (the latter one being based on the test distribution) for category (probability) $i, i=1, \ldots, k$, respectively. The aim is of course to check if the null hypothesis can be confirmed according to what the theoretical distribution of the population what the data is coming from coinsides the reference binomial distribution, which is our test distribution.

In our third analysis, we assumed that the sample comes from a binomial distribution (based on the results obtained to the previous questions) and we calculated simply the maximum likelihood estimation of the two parameters of the distribution and compared them to those of the reference distribution.

## 3 Statistical results

Before turning to the analysis it is worth to mention that one should check the basic properties of the sample. In other words, since we will use some standard statistical methods which are all based on independent and identically distributed
sample (i.i.d. sample) one should verify these properties. Which concerns our case, either after one round or two rounds and either in case of encryption or decryption one can clearly see that the generation method of the data assures us that on the one hand the data element show no independence on the other hand their (theoretical) distribution is the same.

Table 2: Difference of the point estimates and the theoretical values (i.e.

$$
\left.\hat{p}_{i}-p_{i}^{(0)}, i=0,1, \ldots, 16\right)
$$

|  | EN1R | DE1R | EN2R | DE2R |
| :---: | ---: | ---: | ---: | ---: |
| 0 | $\mathbf{- 2 . 3 3 7 3 1 8 e - 0 2}$ | $\mathbf{- 2 . 2 8 7 6 1 0 e - 0 2}$ | $-4.551571 \mathrm{e}-04$ | $-2.170959 \mathrm{e}-04$ |
| 1 | $\mathbf{- 1 . 5 8 7 2 3 1 e - 0 2}$ | $\mathbf{- 1 . 6 2 2 6 3 5 e - 0 2}$ | $4.667083 \mathrm{e}-04$ | $2.086489 \mathrm{e}-04$ |
| 2 | $\mathbf{2 . 0 9 3 6 6 0 e - 0 2}$ | $\mathbf{2 . 0 6 6 3 5 8 e - 0 2}$ | $-1.642037 \mathrm{e}-05$ | $1.257791 \mathrm{e}-05$ |
| 3 | $8.482781 \mathrm{e}-04$ | $8.892772 \mathrm{e}-04$ | $5.277280 \mathrm{e}-06$ | $-3.722757 \mathrm{e}-06$ |
| 4 | $\mathbf{1 . 1 0 4 9 6 1 e - 0 2}$ | $\mathbf{1 . 1 0 6 3 6 0 e - 0 2}$ | $-4.043097 \mathrm{e}-07$ | $-4.043097 \mathrm{e}-07$ |
| 5 | $4.099966 \mathrm{e}-04$ | $3.959962 \mathrm{e}-04$ | $-3.805267 \mathrm{e}-09$ | $-3.805267 \mathrm{e}-09$ |
| 6 | $1.790002 \mathrm{e}-04$ | $2.250000 \mathrm{e}-04$ | $-2.735813 \mathrm{e}-11$ | $-2.735813 \mathrm{e}-11$ |
| 7 | $1.100001 \mathrm{e}-05$ | $4.000000 \mathrm{e}-06$ | $-1.532668 \mathrm{e}-13$ | $-1.532668 \mathrm{e}-13$ |
| 8 | $5.574006 \mathrm{e}-03$ | $5.594000 \mathrm{e}-03$ | $-6.761772 \mathrm{e}-16$ | $-6.761772 \mathrm{e}-16$ |
| 9 | $1.250001 \mathrm{e}-04$ | $1.360000 \mathrm{e}-04$ | $-2.357045 \mathrm{e}-18$ | $-2.357045 \mathrm{e}-18$ |
| 10 | $7.200007 \mathrm{e}-05$ | $8.900000 \mathrm{e}-05$ | $-6.470319 \mathrm{e}-21$ | $-6.470319 \mathrm{e}-21$ |
| 11 | $3.000003 \mathrm{e}-06$ | $1.000000 \mathrm{e}-06$ | $-1.384025 \mathrm{e}-23$ | $-1.384025 \mathrm{e}-23$ |
| 12 | $3.600004 \mathrm{e}-05$ | $4.000000 \mathrm{e}-05$ | $-2.261480 \mathrm{e}-26$ | $-2.261480 \mathrm{e}-26$ |
| 13 | $-2.728784 \mathrm{e}-29$ | $-2.728784 \mathrm{e}-29$ | $-2.728784 \mathrm{e}-29$ | $-2.728784 \mathrm{e}-29$ |
| 14 | $1.000001 \mathrm{e}-06$ | $1.000000 \mathrm{e}-06$ | $-2.293096 \mathrm{e}-32$ | $-2.293096 \mathrm{e}-32$ |
| 15 | $-1.199004 \mathrm{e}-35$ | $-1.199004 \mathrm{e}-35$ | $-1.199004 \mathrm{e}-35$ | $-1.199004 \mathrm{e}-35$ |
| 16 | $-2.938736 \mathrm{e}-39$ | $-2.938736 \mathrm{e}-39$ | $-2.938736 \mathrm{e}-39$ | $-2.938736 \mathrm{e}-39$ |

Which concerns the point estimations for the four samples, Table 2 contains the results, namely: we show the difference of the point estimates and the theoretical values (obtained from the test distribution). In other words we show $\hat{p}_{i}-p_{i}^{(0)}$ for all $i=0,1, \ldots, 16$, where $\hat{p}_{i}$ is clearly the point estimate (namely the relative frequency) of $p_{i}^{*}$. One can compare it with the maximum value of the margin of error $\Delta$ descibed in the previous section. With $\alpha=0,999$ we obtain $\Delta=0,001545116$. We can see from the table that after 1 round some of the estimates have a relatively large difference from the theoretical value, namely larger than $10^{-2}$ and hence larger than $\Delta$ both in case of encryption or decryption. However, after 2 rounds the results are much better since the largest difference at issue is still clearly under $10^{-3}$. Thus we can conclude that after two rounds the generated data do not show difference from the theoretical test distribution, with $99,9 \%$ of confidence one could not differentiate between the test probabilities and the obtained empirical probabilities. Thus after four rounds the cryptosystem in this way show to fulfill the appropriate avalanche effect.

The results obtained from the $\chi^{2}$-test can be seen in Table 3. Note that due to the large sample size we had the following concern. One cannot generally hope
a clear confirmation of the null hypothesis, since very small differences of the distributions may lead to the rejection of the null hypothesis in such a case. (That is why sometimes the P -values are used only as an indicator: choosing different test distributions the one giving the largest P -value is accepted even if it does not show perfect fit by the test.) However, the results gave a clear picture, namely they lead to the same conclusions as in the previous analysis: after 2 rounds with both samples we cannot reject the null hypothesis that the data comes from the reference distribution. This again confirm that the cryptosystem seems to fulfill the avalanche effect.

Table 3 : Results obtained from the $\chi^{2}$-test

|  | EN1R | DE1R | EN2R | DE2R |
| :---: | ---: | ---: | ---: | ---: |
| test stat. | $\mathbf{4 . 3 6 6 6 5 7} \mathbf{e}+\mathbf{1 9}$ | $\mathbf{4 . 3 6 7 9 9 2 e + 1 9}$ | $5.357948 \mathrm{e}-06$ | $1.725129 \mathrm{e}-06$ |
| P-values | $\approx \mathbf{0}(<\mathbf{1 0 e}-\mathbf{1 0})$ | $\approx \mathbf{0}(<\mathbf{1 0 e - 1 0})$ | $\approx 1$ | $\approx 1$ |
| conclusion | $\mathbf{H}_{1}$ | $\mathbf{H}_{1}$ | $\mathrm{H}_{0}$ | $\mathrm{H}_{0}$ |

Finally, Table 4 shows the results obtained by the maximum likelihood estimations of the two parameters of the binomial distribution (assuming that the data is from the family of binomial distributions). For the test distribution we have $p=1-1 / 256 \approx 0,9960938$ and $N=16$. The results after two rounds support again the acceptence of the reference distribution as the real one, since the errors in the estimates are less than $10^{-4}$, which is quite satisfactory.

Table 4 : Results obtained by the maximum likelihood estimations

|  | EN1R | DE1R | EN2R | DE2R |
| :---: | ---: | ---: | ---: | ---: |
| p | $\mathbf{0 . 9 5 6 9 2 9 6}$ | $\mathbf{0 . 9 5 6 6 5 4 5}$ | 0.9960694 | 0.9960817 |
| N | $\mathbf{1 6 . 5 2 6 4 4}$ | $\mathbf{1 6 . 5 3 1 3 1}$ | 15.99994 | 15.99997 |

### 3.1 The Lempel-Ziv, Sárközy and Mauduit randomness tests

One of the criteria used to evaluate the AES candidate algorithms was their demonstrated suitability as random number generators. That is, the evaluation of their output utilizing statistical tests should not provide any means by which to distinguish them computationally from a truly random source. In order to test our cryptosystem we performed some basic randomness testing such as the Lempel-Ziv test and Sárközy and Mauduit methods. Data compression methods are very good starting point for testing pseudo randomness of a finite binary string. Applying the Lempel-Ziv test we were not able to distinguish the output of our cryptosystem from true random sources. In order to fulfill further requirements we performed the Sárközy and Mauduit methods [5, 6] so that to study the behaviour of pseudorandom sequences generated by our cryptosystem. Let $E_{N}=\left\{e_{1}, e_{2}, \ldots, e_{N}\right\} \in$ $\{-1,+1\}^{N}$ represent a finite binary sequence. Let us define

$$
U\left(E_{N}, M, a, b\right)=\sum_{j=1}^{M} e_{a+j b}
$$

The well-distribution measure of $E_{N}$ is defined by

$$
W\left(E_{N}\right)=\max _{a, b, t}\left|U\left(E_{N}, t, a, b\right)\right|=\max _{a, b, t}\left|\sum_{j=1}^{t} e_{a+j b}\right|
$$

where the maximum is taken over all $a, b, t$ such that $a \in \mathbb{Z}, b, t \in \mathbb{N}$ and $1 \leq a+b \leq$ $a+t b \leq N$. Furthermore let us define

$$
V\left(E_{N}, M, D\right)=\sum_{n=0}^{M-1} e_{n+d_{1}} e_{n+d_{2}} \ldots e_{n+d_{k}}
$$

The correlation measure of order $k$ of $E_{N}$ is defined by

$$
C_{k}\left(E_{N}\right)=\max _{M, D}\left|V\left(E_{N}, M, D\right)\right|=\max _{M, D}\left|\sum_{n=0}^{M-1} e_{n+d_{1}} e_{n+d_{2}} \ldots e_{n+d_{k}}\right|
$$

where the maximum is taken over all $M$ and $D=\left(d_{1}, \ldots, d_{k}\right)$ such that $0 \leq$ $d_{1} \leq \cdots \leq d_{k} \leq N-M$. The goodness of a PRNG is determined by the order of $W\left(E_{N}\right)$ and $C_{k}\left(E_{N}\right)$. Our first results on the issue showed that we were not able to distinguish the output of our cryptosystem from true random sources by analyzing the deviation of $W\left(E_{N}\right)$ and $C_{k}\left(E_{N}\right)$.

There are many different statistical methods for testing the pseudorandomness of a binary string. For instance, The National Institute of Standards and Technology (NIST) published a statistical package consisting of 15 statistical tests that were developed to test the randomness of arbitrarily long binary sequences produced by either hardware or software based cryptographic random or pseudorandom number generators. Our latest (positive) test results confirm that it is meaningful and hopeful to run further tests on the cryptosystem in this direction. Note that according to the first few test results the DH1 cryptosystem successfully passed the criteria of NIST test so we would like to continue our research in this direction.

## 4 Conclusions

The results from the statistical estimations and tests show that the distributions of the 3 samples are the same with the same parameters, their distribution coincides with the theoretical binomial distribution, which means that the cryptosystem has an appropriate (efficient, statistically significant) avalanche effect. The first few statistical test results suggest that the output of the cryptosystem can not be distinguished from true random sources by statistical tests.
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#### Abstract

We consider offline sensing unranked top-down tree automata in which the state transitions are computed by bimachines. We give a polynomial time algorithm for minimizing such tree automata when they are state-separated.
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## 1 Introduction

Minimization algorithms are necessary for the practical application of tree automata. Over ranked trees, Björklund and Cleophas [1] presented a taxonomy of algorithms for minimizing deterministic bottom-up tree automata, and Gécseg and Steinby [5] minimized deterministic top-down tree automata.

XML data or XML documents can be adequately represented by finite labeled unranked trees, where unranked means that nodes can have arbitrarily many children. This XML setting motivated the development of a theory of unranked tree automata, both bottom-up and top-down computing were studied [2, 10]. Bottomup and top-down unranked tree automata have the same recognizing power [3]. Researchers usually abstract XML schema languages as Extended Document Type Definitions (EDTDs for short) instead of tree automata. Minimizing unranked tree automata or EDTDs is of both theoretical and practical importance [7].

In the case of bottom-up computing, Martens and Niehren [7] compared several notions of bottom-up determinism for unranked tree automata, minimized various types of deterministic bottom-up unranked tree automata, and showed that the minimization problem is NP-complete for bottom-up unranked tree automata in which the string languages in the transition functions are represented by deterministic finite state automata. For the size of deterministic bottom-up unranked tree

[^32]automata, Salomaa and Piao [11] presented upper and lower bounds for the union and intersection operations, and an upper bound for tree concatenation. They [12] presented a lower bound for the size blow-up of determinizing a nondeterministic unranked tree automaton.

For deterministic top-down unranked tree automata a blind version and a sensing version with two variants were introduced. The first variant is the online one, the state of a child depends on the state and the label of its parent and the labels of its left-siblings. Hence the child states are assigned when processing the child string in one pass from left to right. Online deterministic top-down unranked tree automata have been investigated in the context of XML schema languages, they were called as restrained competition EDTDs [9]. The second variant is the offline one, it first reads the complete child string and only then assigns states to all children. The blind, online, and offline sensing deterministic top-down unranked tree automata are increasingly more powerful, and all of them are less powerful than nondeterministic top-down unranked tree automata [8].

Minimization runs in nondeterministic polynomial time for deterministic blind top-down unranked tree automata, but the precise complexity is unknown, and runs in polynomial time for deterministic online sensing top-down unranked tree automata. Martens et al. [8] minimized deterministic offline sensing top-down unranked tree automata, where an unambiguous nondeterministic finite state automaton, associated with the state of the parent, reads the complete child string and assigns to each child the state it enters having read the child's label. They [8] reduced the minimization problem for unambiguous nondeterministic finite state automata, shown to be NP-complete by Jiang and Ravikumar [6], into the minimization for deterministic offline sensing top-down unranked tree automata, hence the minimization is NP-complete for deterministic offline sensing top-down unranked tree automata.

Cristau et al. [4] gave an equivalent formalism for deterministic offline sensing top-down unranked tree automata in terms of bimachines, from now on we refer to this notion simply as a deterministic top-down tree automaton (DTTA for short). A bimachine associated with the state of the parent assigns states to all children during the transition. Its two semi-automaton components read the child string from left-to-right and right-to-left, respectively, and its output function computes the state of a child depending on the label of the node and the states of the two semi-automata. Cristau et al. [4] noted that restrained competition EDTDs can be seen as a restricted version of the DTTAs. Martens and Niehren [7] minimized single-type and restrained completion EDTDs in polynomial time.

We minimize the size of a DTTA by minimizing the number of its states and the number of the states of the bimachines associated with its states. A state of a DTTA is an $\emptyset$-state if it accepts the empty tree language. A DTTA is state-separated if each transition yields a sequence of $\emptyset$-states or a sequence of non $\emptyset$-states. We show that it is decidable if a DTTA is state-separated. As the main result of our paper, we give a polynomial time minimizing algorithm for state-separated DTTAs. We will measure time as the number of elementary steps, assuming that each such step takes a constant time. The core of our algorithm is twofold. Following the ideas of
[5], we compute the connected part of the DTTA, find the equivalent states, and then collapse them into a single state, which is their equivalence class. Then we do similar minimization steps for the semi-automaton components of the bimachines associated with the DTTA states. We compute the connected parts of the semiautomata, find the equivalent semi-automaton states, and then collapse them into a single state, which is their equivalence class. Here two states of either of the semi-automata are equivalent if they yield the same output along all computations on any input word starting from them and any state of the other semi-automaton of the bimachine.

In Section 2, we present a brief review of the notions and notations used in the paper. In Section 3, we recall the concept of a bimachine, then study and minimize bimachines. In Section 4, we recall the concept of a DTTA. Then we present our minimization algorithm for state-separated DTTAs, and show the correctness of our algorithm.

## 2 Preliminaries

We denote by $\mathbb{N}$ the set of positive integers.
The cardinality of a set $A$ is written as $|A|$. The composition of two mappings $f: A \rightarrow B$ and $g: B \rightarrow C$ is the mapping $f \circ g: A \rightarrow C$ defined by $f \circ g(a)=g(f(a))$ for every $a \in A$.

A (binary) relation $\rho$ over a set $A$ is a subset $\rho \subseteq A \times A$. For $(a, b) \in \rho$ we write $a \rho b$. We denote the reflexive and transitive closure of $\rho$ by $\rho^{*}$. Let $\rho$ be an equivalence relation (i.e., a reflexive, symmetric, and transitive relation) over $A$. For every $a \in A$, we denote by $a / \rho$ the equivalence class which contains $a$, i.e., $a / \rho=\{b \in A \mid a \rho b\}$. Moreover, for every $B \subseteq A$ we define $B / \rho=\{a / \rho \mid a \in B\}$. Hence $A / \rho$ is the set of all equivalence classes determined by $\rho$.

For a set $X$ we denote by $X^{*}$ the set of all finite words over $X$. The empty word is denoted by $\varepsilon$. For every $x \in \Sigma^{*}$, we denote by $|x|$ and $x^{-1}$ the length and the reversal of $x$, respectively, and define them in the usual way.

A tree domain is a non-empty, finite, and prefix-closed subset $D$ of $\mathbb{N}^{*}$ satisfying the following condition: if $x i \in D$ for $x \in \mathbb{N}^{*}$ and $i \in \mathbb{N}$, then $x j \in D$ for all $j$ with $1 \leq j<i$.

Let $\Sigma$ be an alphabet, i.e., a finite and non-empty set of symbols. An unranked tree over $\Sigma$ (or just a tree) is a mapping $\xi: \operatorname{dom}(\xi) \rightarrow \Sigma$, where $\operatorname{dom}(\xi)$ is a tree domain. The elements of $\operatorname{dom}(\xi)$ are called the nodes of $\xi$. For every $x \in \operatorname{dom}(\xi)$ we call the element $\xi(x)$ of $\Sigma$ the label of the node $x$ and the number $\mathrm{rk}_{\xi}(x)=$ $\max \{i \in \mathbb{N} \mid x i \in \operatorname{dom}(\xi)\}$ the rank of the node $x$ in $\xi$. The root of $\xi$ is $\xi(\varepsilon)$. If $x i \in \operatorname{dom}(\xi)$ for some $x \in \operatorname{dom}(\xi)$ and $i \in \mathbb{N}$, then we call $x i$ the successor of $x$. As usual, a node of $\xi$ without successors is called a leaf of $\xi$. The height height $(\xi)$ of $\xi$ is defined by $\operatorname{height}(\xi)=\max \{|x| \mid x \in \operatorname{dom}(\xi)\}$. We denote by $T_{\Sigma}$ the set of all trees over $\Sigma$.

Furthermore, let $\xi, \xi^{\prime} \in T_{\Sigma}$ and $x \in \operatorname{dom}(\xi)$. The subtree $\left.\xi\right|_{x}$ of $\xi$ at position $x$ is defined by $\operatorname{dom}\left(\left.\xi\right|_{x}\right)=\left\{y \in \mathbb{N}^{*} \mid x y \in \operatorname{dom}(\xi)\right\}$ and $\left.\xi\right|_{x}(y)=\xi(x y)$ for all
$y \in \operatorname{dom}\left(\left.\xi\right|_{x}\right)$. Moreover, we denote by $\xi\left[x \leftarrow \xi^{\prime}\right]$ the tree which is obtained from $\xi$ by "replacing $\left.\xi\right|_{x}$ by $\xi^{\prime \prime}$ ", i.e. defined by

$$
\operatorname{dom}\left(\xi\left[x \leftarrow \xi^{\prime}\right]\right)=\left(\operatorname{dom}(\xi) \backslash\left\{x y \mid y \in \mathbb{N}^{*}\right\}\right) \cup\left\{x y \mid y \in \operatorname{dom}\left(\xi^{\prime}\right)\right\}
$$

and

$$
\xi\left[x \leftarrow \xi^{\prime}\right](z)= \begin{cases}\xi(z) & \text { if } z \in\left(\operatorname{dom}(\xi) \backslash\left\{x y \mid y \in \mathbb{N}^{*}\right\}\right) \\ \xi^{\prime}(y) & \text { if } \left.z=x y \text { for some } y \in \operatorname{dom}\left(\xi^{\prime}\right)\right\}\end{cases}
$$

If the root of $\xi$ is labeled by $a$ and the root has $k$ successors at which the direct subtrees $\xi_{1}, \ldots, \xi_{k}$ are rooted, then we write $\xi=a\left(\xi_{1} \ldots \xi_{k}\right)$.

Throughout the paper $\Sigma$ and $\Gamma$ denote arbitrary alphabets.

## 3 Bimachines

In this section we recall the concept of a bimachine, and establish a pumping lemma for bimachines and give a polynomial time algorithm for minimizing a bimachine.

### 3.1 General concepts

A semi-automaton is a quadruple $\mathcal{S}=\left(S, \Sigma, s_{0}, \delta\right)$, where $S$ is a finite set (states), $\Sigma$ is an alphabet (input alphabet), $s_{0} \in S$ (initial state), and $\delta: S \times \Sigma \rightarrow S$ is a mapping (transition mapping). Let $s \in S$ be a state and $w=a_{1} \ldots a_{k} \in \Sigma^{*}$ an input word. The $s$-run of $\mathcal{S}$ on $w$ is the sequence $t_{0} \ldots t_{k}$ of states such that $t_{0}=s$ and $t_{i}=\delta\left(t_{i-1}, a_{i}\right)$ for all $1 \leq i \leq k$. We denote the state $t_{k}$ also by $s w_{\mathcal{S}}$ or by $s w$ if $\mathcal{S}$ is clear from the context. The $s_{0}$-run of $\mathcal{S}$ on $w$ is called the run of $\mathcal{S}$ on $w$. A state $s \in S$ is reachable (in $\mathcal{S}$ ) if there is a $w \in \Sigma^{*}$ such that $s=s_{0} w$. The set of all reachable states is $S^{c}=\left\{s_{0} w \mid w \in \Sigma^{*}\right\}$. Moreover, the connected part of $\mathcal{S}$ is the semi-automaton $\mathcal{S}^{c}=\left(S^{c}, \Sigma, s_{0}, \delta^{c}\right)$, where $\delta^{c}(s, a)=\delta(s, a)$ for each $s \in S^{c}$ and $a \in \Sigma$. (Note that $\delta(s, a) \in S^{c}$.) We call $\mathcal{S}$ connected if $S^{c}=S$. Obviously, $\mathcal{S}^{c}$ is connected. The following result is well-known.

Proposition 1. There is a polynomial time algorithm which constructs $\mathcal{S}^{c}$ for a given $\mathcal{S}$.

Proof. The standard algorithm runs in $\mathcal{O}\left(|S|^{2}|\Sigma|\right)$ time.
A congruence of $\mathcal{S}$ is an equivalence relation $\rho$ over $S$ such that spt implies $\delta(s, a) \rho \delta(t, a)$ for every $s, t \in S$ and $a \in \Sigma$. The factor semi-automaton of $\mathcal{S}$ determined by a congruence $\rho$ is the semi-automaton $\mathcal{S} / \rho=\left(S / \rho, \Sigma, s_{0} / \rho, \delta_{\rho}\right)$, where $\delta_{\rho}(s / \rho, a)=\delta(s, a) / \rho$ for all $s \in S$ and $a \in \Sigma$.

Let $\mathcal{T}=\left(T, \Sigma, t_{0}, \delta^{\prime}\right)$ be a semi-automaton. A mapping $\varphi: S \rightarrow T$ is a homomorphism from $\mathcal{S}$ to $\mathcal{T}$ if

- $\varphi\left(s_{0}\right)=t_{0}$ and,
- $\varphi(\delta(s, a))=\delta^{\prime}(\varphi(s), a)$ for every $s \in S$ and $a \in \Sigma$.


Figure 1: Visualization of the definition of the mapping $\|\mathcal{B}\|_{\left(s^{\dashv}, s^{-}\right)}$

For a homomorphism $\varphi$ from $\mathcal{S}$ to $\mathcal{T}$, we have $\varphi\left(s w_{\mathcal{S}}\right)=\varphi(s) w_{\mathcal{T}}$. If $\varphi$ is a surjective homomorphism, then $\mathcal{T}$ is a homomorphic image of $\mathcal{S}$. If, in addition, $\varphi$ is a bijection, then we say that $\mathcal{S}$ and $\mathcal{T}$ are isomorphic and write $\mathcal{S} \cong \mathcal{T}$.

A bimachine is a system $\mathcal{B}=\left(\Sigma, \Gamma, \mathcal{S}^{\rightarrow}, \mathcal{S}^{\leftarrow}, f\right)$, where $\Sigma$ and $\Gamma$ are alphabets (input and output), $\mathcal{S}^{\rightarrow}=\left(S^{\rightarrow}, \Sigma, s_{0}, \delta^{\rightarrow}\right)$ and $\mathcal{S}^{\leftarrow}=\left(S^{\leftarrow}, \Sigma, s_{0}^{\leftarrow}, \delta^{\leftarrow}\right)$ are semiautomata, and $f: S^{\rightarrow} \times \Sigma \times S^{\leftarrow} \rightarrow \Gamma$ is a mapping (output function).

For every $s^{\rightarrow} \in S^{\rightarrow}$ and $s^{\leftarrow} \in S^{\leftarrow}$, we define the mapping

$$
\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{-}\right)}: \Sigma^{*} \rightarrow \Gamma^{*}
$$

as follows. Let $\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{-}\right)}(\varepsilon)=\varepsilon$. For every $k \geq 1$ and $w=a_{1} \ldots a_{k} \in \Sigma^{*}$, we let $\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{-}\right)}(w)=b_{1} \ldots b_{k}$, where $b_{1}, \ldots, b_{k} \in \Gamma$ are obtained as follows. Let

- $t_{0} t_{1} \ldots t_{k-1} t_{k}$ be the $s^{\overrightarrow{-}}$-run of $\mathcal{S}^{\rightarrow}$ on $a_{1} \ldots a_{k}$,
- $t_{0}^{\leftarrow} t_{1}^{\leftarrow} \ldots t_{k-1}^{\leftarrow} t_{k}^{\leftarrow}$ the $s^{\leftarrow}$-run of $\mathcal{S}^{\leftarrow}$ on the reversed input $a_{k} \ldots a_{1}$, and
- let $b_{i}=f\left(t_{i-1}^{-}, a_{i}, t_{k-i}^{\leftarrow}\right)$ for $1 \leq i \leq k$, see Fig. 1 .

We call $\|\mathcal{B}\|_{\left(s_{0}, s_{0}^{\leftarrow}\right)}$ the mapping computed by $\mathcal{B}$ and denote it by $\|\mathcal{B}\|$.
Throughout the paper, $\mathcal{B}$ and $\mathcal{B}^{\prime}$ will denote the bimachines

- $\mathcal{B}=\left(\Sigma, \Gamma, \mathcal{S}^{\rightarrow}, \mathcal{S}^{\leftarrow}, f\right)$, with semi-automata $\mathcal{S}^{\rightarrow}=\left(S^{\rightarrow}, \Sigma, s_{0}, \delta^{\rightarrow}\right)$ and $\mathcal{S}^{\leftarrow}=\left(S^{\leftarrow}, \Sigma, s_{0}^{\leftarrow}, \delta^{\leftarrow}\right)$ and
- $\mathcal{B}^{\prime}=\left(\Sigma, \Gamma, \mathcal{T}^{\rightarrow}, \mathcal{T}^{\leftarrow}, f^{\prime}\right)$ with semi-automata $\mathcal{T}^{\rightarrow}=\left(T^{\rightarrow}, \Sigma, t_{0}, \gamma^{\rightarrow}\right)$

$$
\text { and } \mathcal{T}^{\leftarrow}=\left(T^{\leftarrow}, \Sigma, t_{0}^{\leftarrow}, \gamma^{\leftarrow}\right) \text {, }
$$

respectively.
The bimachines $\mathcal{B}$ and $\mathcal{B}^{\prime}$ are equivalent if $\|\mathcal{B}\|=\left\|\mathcal{B}^{\prime}\right\|$. Next we prove a pumping lemma for bimachines.

Lemma 1. There is an integer $N>0$ such that for every $x \in \Sigma^{*}$ with $|x|>N$ and $\|\mathcal{B}\|(x)=y$, there are $x_{1}, x_{2}, x_{3} \in \Sigma^{*}$ and $y_{1}, y_{2}, y_{3} \in \Gamma^{*}$ such that

- $x=x_{1} x_{2} x_{3}$ and $y=y_{1} y_{2} y_{3}$,
- $\left|x_{i}\right|=\left|y_{i}\right|$ for $1 \leq i \leq 3$,
- $0<\left|x_{2}\right|=\left|y_{2}\right| \leq N$, and
- $\|\mathcal{B}\|\left(x_{1} x_{2}^{n} x_{3}\right)=y_{1} y_{2}^{n} y_{3}$ for every $n \geq 0$.

Proof. Let $N=\left|S^{\rightarrow}\right|\left|S^{\leftarrow}\right||\Sigma|$. Moreover, let $x=a_{1} \ldots a_{k} \in \Sigma^{*}$ be an input string with $a_{1}, \ldots, a_{k} \in \Sigma$ and $k>N$ and $\|\mathcal{B}\|(x)=y$. Let

- $s_{0} s_{1} \ldots s_{k-1} s_{k}$ be the run of $\mathcal{S}^{\rightarrow}$ on $a_{1} \ldots a_{k}$,
- $s_{0}^{\leftarrow} s_{1}^{\leftarrow} \ldots s_{k-1}^{\leftarrow} s_{k}^{\leftarrow}$ the run of $\mathcal{S}^{\leftarrow}$ on $a_{k} \ldots a_{1}$, and
- let $b_{i}=f\left(s_{i-1}, a_{i}, s_{k-i}^{\leftarrow}\right)$ for $1 \leq i \leq k$.

Then $y=b_{1} \ldots b_{k}$. Since $k>N$, there are $1 \leq i<j \leq k$ such that

$$
\left(s_{i-1}^{\overrightarrow{ }}, a_{i}, s_{k-i}^{\leftarrow}\right)=\left(s_{j-1}, a_{j}, s_{k-j}^{\leftarrow}\right)
$$

We may assume w.l.o.g. that the triples in the sequence $\left(s_{i}, a_{i+1}, s_{k-i-1}^{\leftarrow}\right) \ldots$ $\left(s_{j-1}^{\vec{j}}, a_{j}, s_{k-j}^{\leftarrow}\right)$ are pairwise different. Then we define

$$
x_{1}=a_{1} \ldots a_{i}, \quad x_{2}=a_{i+1} \ldots a_{j}, \text { and } \quad x_{3}=a_{j+1} \ldots a_{k}
$$

and decompose $y$ into $y_{1}, y_{2}$, and $y_{3}$ accordingly. By standard arguments we can show that these decompositions of $x$ and $y$ satisfy the requirements of the lemma.

Let $s^{\rightarrow} \in S^{\rightarrow}, s^{\leftarrow} \in S^{\leftarrow}$, and $x, y \in \Sigma^{*}$. It should be clear that

$$
\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{\star}\right)}(x y)=\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{\star} y^{-1}\right)}(x)\|\mathcal{B}\|_{\left(s^{\rightarrow} x, s^{\star}\right)}(y) .
$$

We will use this fact later in the paper.
Let $s^{\rightarrow} \in S^{\rightarrow}$ and $s^{\leftarrow} \in S^{\leftarrow}$. The pair $\left(s^{\rightarrow}, s^{\leftarrow}\right)$ is reachable (in $\mathcal{B}$ ) if there is a string $x=a_{1} \ldots a_{k} \in \Sigma^{*}$ with runs

- $s_{0} \overrightarrow{s_{1}} \ldots s_{k-1} s_{k}$ of $\mathcal{S}^{\rightarrow}$ on $a_{1} \ldots a_{k}$ and
- $s_{0}^{\leftarrow} s_{1}^{\leftarrow} \ldots s_{k-1}^{\leftarrow} s_{k}^{\leftarrow}$ of $\mathcal{S}^{\leftarrow}$ on $a_{k} \ldots a_{1}$
such that $\left(s^{\rightarrow}, s^{\leftarrow}\right)=\left(s_{i-1}, s_{k-i}^{\leftarrow}\right)$ for some $1 \leq i \leq k$. We note that $\left(s^{\rightarrow}, s^{\leftarrow}\right)$ is reachable in $\mathcal{B}$ if and only if $s^{\rightarrow}$ is reachable in $\mathcal{S}^{\rightarrow}$ and $s^{\leftarrow}$ is reachable in $\mathcal{S}^{\leftarrow}$.

The connected part of $\mathcal{B}$ is the bimachine $\mathcal{B}^{c}=\left(\Sigma, \Gamma, \mathcal{S}^{\rightarrow c}, \mathcal{S}^{\leftarrow c}\right.$, $\left.f^{c}\right)$, where:

- $\mathcal{S}^{\rightarrow c}$ and $\mathcal{S}^{-c}$ are the connected parts of $\mathcal{S}^{\rightarrow}$ and $\mathcal{S}^{\leftarrow}$, respectively,
- $f^{c}\left(s^{\rightarrow}, a, s^{\leftarrow}\right)=f\left(s^{\rightarrow}, a, s^{\leftarrow}\right)$ for every $s^{\rightarrow} \in S^{\rightarrow c}, s^{\leftarrow} \in S^{\leftarrow c}$, and $a \in \Sigma$.

It is obvious that $\mathcal{B}^{c}$ is equivalent to $\mathcal{B}$. We call $\mathcal{B}$ connected if $\mathcal{B}^{c}=\mathcal{B}$. We note that $\mathcal{B}$ is connected if both $\mathcal{S}^{\rightarrow}$ and $\mathcal{S}^{\leftarrow}$ are connected. Hence $\mathcal{B}^{c}$ is connected. By Proposition 1 we have the following result.

Proposition 2. There is a polynomial time algorithm which constructs $\mathcal{B}^{c}$ for a given $\mathcal{B}$.

Proof. We compute $\mathcal{S}^{\rightarrow c}$ and $\mathcal{S}^{\leftarrow c}$. Thus, by Proposition 1, the algorithm runs in $\mathcal{O}\left(\left(\left|S^{\rightarrow}\right|^{2}+\left|S^{\leftarrow}\right|^{2}\right)|\Sigma|\right)$ time.

A congruence $\rho$ of $\mathcal{B}$ is a pair $\left(\rho^{\rightarrow}, \rho^{\leftarrow}\right)$, where

- $\rho^{\rightarrow}$ and $\rho^{\leftarrow}$ are congruences of the semi-automata $\mathcal{S}^{\rightarrow}$ and $\mathcal{S}^{\leftarrow}$, respectively, and
- for all $s^{\rightarrow}, t^{\rightarrow} \in S^{\rightarrow}, s^{\leftarrow}, t^{\leftarrow} \in S^{\leftarrow}$, and $a \in \Sigma$, if $s^{\rightarrow} \rho^{\rightarrow t}$ and $s^{\leftarrow} \rho^{\leftarrow} t^{\leftarrow}$, then

$$
f\left(s^{\rightarrow}, a, s^{\leftarrow}\right)=f\left(t^{\rightarrow}, a, t^{\leftarrow}\right)
$$

For a congruence $\rho=\left(\rho^{\rightarrow}, \rho^{\leftarrow}\right)$ of $\mathcal{B}$, we define the factor bimachine of $\mathcal{B}$ determined by $\rho$ to be

$$
\mathcal{B} / \rho=\left(\Sigma, \Gamma, \mathcal{S}^{\rightarrow} / \rho^{\rightarrow}, \mathcal{S}^{\leftarrow} / \rho^{\leftarrow}, f_{\rho}\right),
$$

where $f_{\rho}\left(s^{\rightarrow} / \rho^{\rightarrow}, a, s^{\leftarrow} / \rho^{\leftarrow}\right)=f\left(s^{\rightarrow}, a, s^{\leftarrow}\right)$ for all $s^{\rightarrow} \in S^{\rightarrow}, s^{\leftarrow} \in S^{\leftarrow}$, and $a \in \Sigma$.
A pair $\varphi=\left(\varphi^{\rightarrow}, \varphi^{\leftarrow}\right)$ of mappings $\varphi^{\rightarrow}: S^{\rightarrow} \rightarrow T^{\rightarrow}$ and $\varphi^{\leftarrow}: S^{\leftarrow} \rightarrow T^{\leftarrow}$ is a homomorphism from $\mathcal{B}$ to $\mathcal{B}^{\prime}$ if $\varphi^{\rightarrow}$ and $\varphi^{\leftarrow}$ are homomorphisms from $\mathcal{S}^{\rightarrow}$ to $\mathcal{T} \rightarrow$ and $\mathcal{S}^{\leftarrow}$ to $\mathcal{T}^{\leftarrow}$, respectively, and in addition $f\left(s^{\rightarrow}, a, s^{\leftarrow}\right)=f^{\prime}\left(\varphi^{\rightarrow}\left(s^{\rightarrow}\right), a, \varphi^{\leftarrow}\left(s^{\leftarrow}\right)\right)$ for every $s^{\rightarrow} \in S^{\rightarrow}, s^{\leftarrow} \in S^{\leftarrow}$, and $a \in \Sigma$. If $\varphi$ is a homomorphism and both $\varphi^{\rightarrow}$ and $\varphi^{\leftarrow}$ are surjective, then $\mathcal{B}^{\prime}$ is a homomorphic image of $\mathcal{B}$. If both $\varphi^{\rightarrow}$ and $\varphi^{\leftarrow}$ are bijections, then we say that $\mathcal{B}$ and $\mathcal{B}^{\prime}$ are isomorphic and write $\mathcal{B} \cong \mathcal{B}^{\prime}$.

Lemma 2. If there is a homomorphism $\varphi=\left(\varphi^{\rightarrow}, \varphi^{\leftarrow}\right)$ from $\mathcal{B}$ to $\mathcal{B}^{\prime}$, then

$$
\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{\star}\right)}=\left\|\mathcal{B}^{\prime}\right\|_{\left(\varphi^{\rightarrow}\left(s^{\lrcorner}\right), \varphi^{\star}\left(s^{\star}\right)\right)}
$$

for every $s^{\rightarrow} \in S^{\rightarrow}$ and $s^{\leftarrow} \in S^{\leftarrow}$. In particular, $\|\mathcal{B}\|=\left\|\mathcal{B}^{\prime}\right\|$.
Proof. For every $s^{\rightarrow} \in S^{\rightarrow}$ and $s^{\leftarrow} \in S^{\leftarrow},\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{-}\right)}(\varepsilon)=\varepsilon$ and $\left\|\mathcal{B}^{\prime}\right\|_{\left(\varphi^{\rightarrow}\left(s^{\rightarrow}\right), \varphi^{\star}\left(s^{\star}\right)\right)}(\varepsilon)=\varepsilon$.

Let $k \geq 1$ and $w=a_{1} \ldots a_{k} \in \Sigma^{*}$. Then $\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{-}\right)}(w)=b_{1} \ldots b_{k}$, where $b_{1}, \ldots, b_{k}$ are obtained as follows. Let

- $t_{0} t_{1} \ldots t_{k-1} t_{k}$ be the $s^{\rightarrow}$-run of $\mathcal{S}^{\rightarrow}$ on $a_{1} \ldots a_{k}$,
- $t_{0}^{\leftarrow} t_{1}^{\leftarrow} \ldots t_{k-1}^{\leftarrow} t_{k}^{\leftarrow}$ be the $s^{\leftarrow}$-run of $\mathcal{S}^{\leftarrow}$ on the reversed input $a_{k} \ldots a_{1}$, and
- $b_{i}=f\left(t_{i-1}^{\overrightarrow{-}}, a_{i}, t_{k-i}^{\leftarrow}\right)$ for $1 \leq i \leq k$, see Fig. 1 .

Then

- $\varphi^{\rightarrow}\left(t_{0}\right) \varphi^{\rightarrow}\left(t_{1}\right) \ldots \varphi^{\rightarrow}\left(t_{k-1}\right) \varphi^{\rightarrow}\left(t_{k}\right)$ is the $\varphi^{\rightarrow}\left(s^{\rightarrow}\right)$-run of $\mathcal{T}^{\rightarrow}$ on $a_{1} \ldots a_{k}$, and
- $\varphi^{\leftarrow}\left(t_{0}^{\leftarrow}\right) \varphi^{\leftarrow}\left(t_{1}^{\leftarrow}\right) \ldots \varphi^{\leftarrow}\left(t_{k-1}^{\leftarrow}\right) \varphi^{\leftarrow}\left(t_{k}^{\leftarrow}\right)$ is the $\varphi^{\leftarrow}\left(s^{\leftarrow}\right)$-run of $\mathcal{T} \leftarrow$ on the reversed input $a_{k} \ldots a_{1}$.
As $\varphi$ is a homomorphism, $b_{i}=f^{\prime}\left(\varphi^{\rightarrow}\left(t_{i-1}\right), a_{i}, \varphi^{\leftarrow}\left(t_{k-i}^{\leftarrow}\right)\right)$ for $1 \leq i \leq k$. Hence $\left\|\mathcal{B}^{\prime}\right\|_{\left(\varphi^{\rightarrow}\left(s^{\rightarrow}\right), \varphi^{\star}\left(s^{\star}\right)\right)}(w)=b_{1} \ldots b_{k}$.

By the corresponding definitions we have the following result.
Lemma 3. If there is a surjective homomorphism $\varphi$ from $\mathcal{B}$ to $\mathcal{B}^{\prime}$, then $\left|T_{q}^{\rightarrow}\right| \leq\left|S_{q}^{\vec{q}}\right|$ and $\left|T_{q}^{\leftarrow}\right| \leq\left|S_{q}^{\leftarrow}\right|$.
Lemma 4. If $\rho$ is a congruence of $\mathcal{B}$, then $\mathcal{B} / \rho$ is a homomorphic image of $\mathcal{B}$.
Proof. It is easy to check that the mapping $\varphi^{\rightarrow}: S^{\rightarrow} \rightarrow S^{\rightarrow} / \rho^{\rightarrow}$ defined by $\varphi^{\rightarrow}\left(s^{\rightarrow}\right)=$ $s \rightarrow / \rho^{\rightarrow}$ is a surjective homomorphism from $\mathcal{S} \rightarrow$ to $\mathcal{S} \rightarrow / \rightarrow$. Also, the mapping $\varphi^{\leftarrow}: S^{\leftarrow} \rightarrow S^{\leftarrow} / \rho^{\leftarrow}$ defined analogously is a surjective homomorphism from $\mathcal{S}^{\leftarrow}$ to $\mathcal{S}^{\leftarrow} / \rho^{\leftarrow}$.

Lemma 5. Let $\rho=\left(\rho^{\rightarrow}, \rho^{\leftarrow}\right)$ be a congruence of the bimachine $\mathcal{B}$. Then

$$
\|\mathcal{B}\|_{\left(s^{\gtrdot}, s^{-}\right)}=\|\mathcal{B} / \rho\|_{\left(s^{\gtrdot} / \rho^{\top}, s^{-} / \rho^{-}\right)}
$$

for all $s^{\rightarrow} \in S^{\rightarrow}$ and $s^{\leftarrow} \in S^{\leftarrow}$. In particular, $\|\mathcal{B}\|=\|\mathcal{B} / \rho\|$.
Proof. It follows from Lemmas 2 and 4.

### 3.2 Minimization of bimachines

The bimachine $\mathcal{B}$ is called minimal if $\left|S^{\rightarrow}\right| \leq\left|T^{\rightarrow}\right|$ and $\left|S^{\leftarrow}\right| \leq\left|T^{\leftarrow}\right|$ for any bimachine $\mathcal{B}^{\prime}$ which is equivalent to $\mathcal{B}$.

We introduce the relation $\rho_{\mathcal{B}} \subseteq S^{\rightarrow} \times S^{\rightarrow}$ as follows: for all $s^{\rightarrow}, t^{\rightarrow} \in S^{\rightarrow}$, we have $\rightarrow \overrightarrow{\rho_{\mathcal{B}}} t^{\rightarrow}$ if $\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{\star}\right)}=\|\mathcal{B}\|_{\left(t^{\rightarrow}, s^{\star}\right)}$ for all $s^{\leftarrow} \in S^{\leftarrow}$. Analogously, we define $\rho_{\mathcal{B}}^{\leftarrow} \subseteq$ $S^{\leftarrow} \times S^{\leftarrow}$ such that for all $s^{\leftarrow}, t^{\leftarrow} \in S^{\leftarrow}$, we have $s^{\leftarrow} \rho_{\mathcal{B}}^{\leftarrow} t^{\leftarrow}$ if $\|\mathcal{B}\|_{\left(s^{\leftrightarrows}, s^{\leftarrow}\right)}=\|\mathcal{B}\|_{\left(s^{\rightarrow}, t^{\leftarrow}\right)}$ for all $s \rightarrow \in S^{\rightarrow}$. Moreover, let $\rho_{\mathcal{B}}=\left(\overrightarrow{\mathcal{B}_{\mathcal{B}}}, \rho_{\mathcal{B}}^{\leftarrow}\right)$.
Lemma 6. The relations $\rho_{\mathcal{B}}$ and $\rho_{\mathcal{B}}^{\leftarrow}$ are congruences of the semi-automata $\mathcal{S}^{\rightarrow}$ and $\mathcal{S}^{\leftarrow}$, respectively. Moreover, $\rho_{\mathcal{B}}$ is a congruence of $\mathcal{B}$.
Proof. We show that $\rho_{\mathcal{\mathcal { B }}}$ is a congruence of $\mathcal{S} \rightarrow$. Obviously, $\rho_{\overrightarrow{\mathcal{B}}}$ is an equivalence relation. Now let $s^{\rightarrow}, t^{\rightarrow}, u^{\rightarrow}, v^{\rightarrow} \in \mathcal{S}^{\rightarrow}$, and $a \in \Sigma$ such that $s^{\rightarrow} \rho_{\mathcal{B}} t^{\rightarrow}, u^{\rightarrow}=\delta^{\rightarrow}\left(s^{\rightarrow}, a\right)$, and $v^{\rightarrow}=\delta^{\rightarrow}\left(t^{\rightarrow}, a\right)$. Moreover, let $w \in \Sigma^{*}$ and $s^{\leftarrow} \in S^{\leftarrow}$. Then we have

$$
\begin{aligned}
& \|\mathcal{B}\|_{\left(s^{\bullet}, s^{\leftarrow}\right)}(a w)=f\left(s^{\rightarrow}, a, t^{\leftarrow}\right)\|\mathcal{B}\|_{\left(u^{\rightarrow}, s^{\star}\right)}(w), \text { and } \\
& \|\mathcal{B}\|_{\left(t^{\rightarrow}, s^{-}\right)}(a w)=f\left(t^{\rightarrow}, a, t^{\leftarrow}\right)\|\mathcal{B}\|_{\left(v^{\rightarrow}, s^{\leftarrow}\right)}(w),
\end{aligned}
$$

where $t^{\leftarrow}=s^{\leftarrow} w^{-1}$ in $\mathcal{S}^{\leftarrow}$. Since the left-hand side of both equalities are the same, we obtain $\|\mathcal{B}\|_{\left(u^{\bullet}, s^{\leftarrow}\right)}(w)=\|\mathcal{B}\|_{\left(v^{\rightarrow}, s^{\leftarrow}\right)}(w)$, which proves that $u^{\rightarrow} \rho_{\overrightarrow{\mathcal{B}}} v^{\rightarrow}$.

Analogously, we can show that $\rho_{\mathcal{B}}^{\leftarrow}$ is a congruence of the semi-automata $\mathcal{S}^{\leftarrow}$.
Finally, let $s^{\rightarrow}, t^{\rightarrow} \in S^{\rightarrow}, s^{\leftarrow}, t^{\leftarrow} \in S^{\leftarrow}$, and $a \in \Sigma$ such that $s^{\rightarrow} \rho_{\mathcal{B}} t^{\rightarrow}$ and $s^{\leftarrow} \rho_{\mathcal{B}}^{\leftarrow} t^{\leftarrow}$. Then

$$
\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{-}\right)}=\|\mathcal{B}\|_{\left(t^{\rightarrow}, s^{-}\right)}=\|\mathcal{B}\|_{\left(t^{\rightarrow}, t^{-}\right)}
$$

In particular, $\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{\leftarrow}\right)}(a)=\|\mathcal{B}\|_{\left(t^{\rightarrow}, t^{\leftarrow}\right)}(a)$, i.e., $f\left(s^{\rightarrow}, a, s^{\leftarrow}\right)=f\left(t^{\rightarrow}, a, t^{\leftarrow}\right)$. Hence, $\rho_{\mathcal{B}}$ is a congruence of $\mathcal{B}$.

Let us recall that $\mathcal{B} / \rho_{\mathcal{B}}=\left(\Sigma, \Gamma, \mathcal{S}^{\rightarrow} / \rho_{\mathcal{B}}, \mathcal{S}^{\leftarrow} / \rho_{\mathcal{B}}^{\leftarrow}, f_{\rho_{\mathcal{B}}}\right)$.
A bimachine $\mathcal{B}$ is called reduced if both $\rho_{\overrightarrow{\mathcal{B}}}$ and $\rho_{\mathcal{B}}^{\leftarrow}$ are the identity relation. It is easy to check that $\mathcal{B} / \rho_{\mathcal{B}}$ is reduced.
Lemma 7. Assume that $\mathcal{B}$ and $\mathcal{B}^{\prime}$ are connected and reduced. Then

$$
\|\mathcal{B}\|=\left\|\mathcal{B}^{\prime}\right\| \text { if and only if } \mathcal{B} \cong \mathcal{B}^{\prime}
$$

Proof. Assume that $\|\mathcal{B}\|=\left\|\mathcal{B}^{\prime}\right\|$. Let us define the relation $\varphi^{\rightarrow} \subseteq S^{\rightarrow} \times T^{\rightarrow}$ as follows:

$$
\varphi^{\overrightarrow{ }}=\left\{\left(s_{0} x, t_{0} x\right) \mid x \in \Sigma^{*}\right\}
$$

The domain of $\varphi^{\rightarrow}$ is $S^{\rightarrow}$ because $\mathcal{B}$ is connected. First we show by contradiction that $\varphi^{\rightarrow}$ is a mapping. For this, we assume that there are $x, y \in \Sigma^{*}$ such that $s_{0} x=s_{0} y$ and $t_{0} x \neq t_{0}^{\vec{\prime}} y$. Since $\mathcal{B}^{\prime}$ is reduced, there are $u, z \in \Sigma^{*}$ such that $\left\|\mathcal{B}^{\prime}\right\|_{\left(t_{0} x, t_{0}^{t} z\right)}(u) \neq\left\|\mathcal{B}^{\prime}\right\|_{\left(t_{0} y, t_{0}^{-} z\right)}(u)$. Consequently, $\left\|\mathcal{B}^{\prime}\right\|_{\left(t_{0} x, t_{0}^{\leftarrow}\right)}\left(u z^{-1}\right) \neq$ $\left\|\mathcal{B}^{\prime}\right\|_{\left(t_{0}^{\rightarrow} y, t_{0}^{-}\right)}\left(u z^{-1}\right)$. On the other hand, by $\|\mathcal{B}\|=\left\|\mathcal{B}^{\prime}\right\|$,

$$
\begin{aligned}
\|\mathcal{B}\|_{\left(s_{0}^{\rightarrow}, s_{0}^{-}\right)}\left(x u z^{-1}\right) & =\left\|\mathcal{B}^{\prime}\right\|_{\left(t_{0}^{\rightarrow}, t_{0}^{-}\right)}\left(x u z^{-1}\right) \text { and } \\
\|\mathcal{B}\|_{\left(s_{0}, s_{0}^{-}\right)}\left(y u z^{-1}\right) & =\left\|\mathcal{B}^{\prime}\right\|_{\left(t_{0}, t_{0}^{-}\right)}\left(y u z^{-1}\right) .
\end{aligned}
$$

Thus

$$
\begin{aligned}
\|\mathcal{B}\|_{\left(s_{0}^{\rightarrow} x, s_{0}^{\leftarrow}\right)}\left(u z^{-1}\right) & =\left\|\mathcal{B}^{\prime}\right\|_{\left(t_{0} x, t_{0}^{-}\right)}\left(u z^{-1}\right) \text { and } \\
\|\mathcal{B}\|_{\left(s_{0}^{\rightarrow} y, s_{0}^{-}\right)}\left(u z^{-1}\right) & =\left\|\mathcal{B}^{\prime}\right\|_{\left(t_{0} y, t_{0}^{-}\right)}\left(u z^{-1}\right) .
\end{aligned}
$$

Hence $\|\mathcal{B}\|_{\left(s_{0} x, s_{0}^{*}\right)}\left(u z^{-1}\right) \neq\|\mathcal{B}\|_{\left(s_{0} y, s_{0}^{-}\right)}\left(u z^{-1}\right)$, which is a contradiction by our assumption $\overrightarrow{s_{0}} x=\overrightarrow{s_{0} y}$.

By interchanging the role of $\mathcal{B}$ and $\mathcal{B}^{\prime}$, we obtain that $\varphi^{\rightarrow}$ is injective. Moreover, it is obvious that $\varphi^{\rightarrow}$ is surjective.

We can also show that $\varphi^{\rightarrow}$ is a homomorphism. For this, let $x \in \Sigma^{*}$ and $a \in \Sigma$. Then we have

$$
\varphi^{\rightarrow}\left(\delta^{\rightarrow}\left(s_{0} x, a\right)\right)=\varphi^{\rightarrow}\left(s_{0} x a\right)=t_{0}^{\overrightarrow{0}} x a=\gamma^{\rightarrow}\left(t_{0} x, a\right)=\gamma^{\rightarrow}\left(\varphi^{\rightarrow}\left(s_{0} x\right), a\right) .
$$

Thus $\mathcal{S}^{\rightarrow}$ and $\mathcal{T} \rightarrow$ are isomorphic.
Analogously, we can define the relation $\varphi^{\leftarrow}$ and show that it is an isomorphism between $\mathcal{S}^{\leftarrow}$ and $\mathcal{T}^{\leftarrow}$. Finally, we show that the pair $\varphi=\left(\varphi^{\rightarrow}, \varphi^{\leftarrow}\right)$ is an isomorphism between $\mathcal{B}$ and $\mathcal{B}^{\prime}$. For this, let $x, y \in \Sigma^{*}$ and $a \in \Sigma$. Then

$$
\|\mathcal{B}\|\left(x a y^{-1}\right)=\left\|\mathcal{B}^{\prime}\right\|\left(x a y^{-1}\right)
$$

By the corresponding definition this means that $f\left(s_{0} x, a, s_{0}^{\leftarrow} y\right)=f^{\prime}\left(t_{0} x, a, t_{0}^{\leftarrow} y\right)$. With this we have proved that $\mathcal{B} \cong \mathcal{B}^{\prime}$. The proof of the other implication is trivial.

Lemma 8. Assume that $\mathcal{B}$ and $\mathcal{B}^{\prime}$ are connected. Then

$$
\|\mathcal{B}\|=\left\|\mathcal{B}^{\prime}\right\| \text { if and only if } \mathcal{B} / \rho_{\mathcal{B}} \cong \mathcal{B}^{\prime} / \rho_{\mathcal{B}^{\prime}}
$$

Proof. If $\mathcal{B} / \rho_{\mathcal{B}} \cong \mathcal{B}^{\prime} / \rho_{\mathcal{B}^{\prime}}$, then by Lemma 5 we obtain $\|\mathcal{B}\|=\left\|\mathcal{B}^{\prime}\right\|$.
Next assume that $\|\mathcal{B}\|=\left\|\mathcal{B}^{\prime}\right\|$. Again, by Lemma 5 we obtain $\left\|\mathcal{B} / \rho_{\mathcal{B}}\right\|=\left\|\mathcal{B}^{\prime} / \rho_{\mathcal{B}^{\prime}}\right\|$. Moreover, both $\mathcal{B} / \rho_{\mathcal{B}}$ and $\mathcal{B}^{\prime} / \rho_{\mathcal{B}^{\prime}}$ are connected and reduced. Hence, by Lemma 7 , $\mathcal{B} / \rho_{\mathcal{B}} \cong \mathcal{B}^{\prime} / \rho_{\mathcal{B}^{\prime}}$.

Theorem 1. If the bimachine $\mathcal{B}$ is connected, then $\mathcal{B} / \rho_{\mathcal{B}}$ is minimal.
Proof. Let us assume that $\mathcal{B}$ is connected and that $\|\mathcal{B}\|=\left\|\mathcal{B}^{\prime}\right\|$. By Lemma 4 , $\mathcal{B}^{\prime} / \rho_{\mathcal{B}^{\prime}}$ is a homomorphic image of $\mathcal{B}^{\prime}$. By Lemma $8, \mathcal{B} / \rho_{\mathcal{B}} \cong \mathcal{B}^{\prime} / \rho_{\mathcal{B}^{\prime}}$. Hence $\mathcal{B} / \rho_{\mathcal{B}}$ is also a homomorphic image of $\mathcal{B}^{\prime}$.

In the rest of this section we give an algorithm which computes $\rho_{\mathcal{B}}$, i.e., $\rho_{\overrightarrow{\mathcal{B}}}$ and $\rho_{\mathcal{B}}^{\leftarrow}$. First we deal with $\rho_{\overrightarrow{\mathcal{B}}}$.

For every $i \geq 1$, we define the relation $\rho_{i} \subseteq S^{\rightarrow} \times S^{\rightarrow}$, by induction as follows. For all $s^{\rightarrow}, t \rightarrow \in S^{\rightarrow}$,
(i) let $s^{\rightarrow} \rho_{1} t^{\rightarrow}$ if for all $a \in \Sigma$ and $s^{\leftarrow} \in S^{\leftarrow}$, we have $f\left(s^{\rightarrow}, a, s^{\leftarrow}\right)=f\left(t^{\rightarrow}, a, s^{\leftarrow}\right)$, and
(ii) for each $i \geq 1$, let $s \rightarrow \overrightarrow{\rho_{i+1}} t \rightarrow$ if $s \rightarrow \vec{i} t^{\rightarrow}$ and $\delta \rightarrow\left(s^{\overrightarrow{ }}, a\right) \rho_{i} \delta^{\rightarrow}\left(t^{\rightarrow}, a\right)$ for each $a \in \Sigma$.

Obviously, we have

$$
\overrightarrow{\rho_{1}} \supseteq \overrightarrow{\rho_{2}} \supseteq \cdots
$$

and thus there is an integer $i \geq 1$ such that $\overrightarrow{\rho_{i}}=\overrightarrow{\rho_{i+1}}$.
For the rest of this section, let $i_{0}$ be the least integer such that $\overrightarrow{\rho_{i_{0}}}=$ $\rho_{i_{0}+1}$. We will show that $\rho_{i_{0}}=\overrightarrow{\rho_{\mathcal{B}}}$.
Claim 1. $\underset{\rho_{i_{0}+1}}{ }=\overrightarrow{\rho_{i_{0}+2}}=\cdots$.
Proof. We prove by contradiction that $\overrightarrow{\rho_{i}}=\overrightarrow{\rho_{i+1}}$ implies $\overrightarrow{\rho_{i+1}}=\overrightarrow{\rho_{i+2}}$ for every $i \geq 1$. For this we assume that $\overrightarrow{\rho_{i}}=\overrightarrow{\rho_{i+1}}$ and $\overrightarrow{\rho_{i+1}} \supset \overrightarrow{\rho_{i+2}}$ for some $i \geq 1$. Then there exist two states $s^{\rightarrow}, t^{\rightarrow} \in S^{\rightarrow}$ such that $\vec{s} \overrightarrow{\rho_{i+1}} t^{\rightarrow}$ but $\vec{s} \rho_{i+2} t^{\rightarrow}$ does not hold. This means that there exists a symbol $a \in \Sigma$ such that $\delta \rightarrow(s \rightarrow a) \rho_{i+1} \delta \rightarrow(t \rightarrow, a)$ does not hold. As $\rho_{i}=\overrightarrow{\rho_{i+1}}$, we obtain that $\delta^{\rightarrow}\left(s^{\rightarrow}, a\right) \rho_{i} \delta^{\rightarrow}\left(t^{\rightarrow}, a\right)$ does not hold either. Hence $s \rightarrow \overrightarrow{i+1}$ t does not hold either. This contradicts our assumption $\rho_{i}=\overrightarrow{\rho_{i+1}}$.
Claim 2. For all $l \geq 1, s^{\rightarrow}, t^{\rightarrow} \in S^{\rightarrow}$, if $s \rightarrow \rho_{l} t^{\rightarrow}$, then for each $s^{\leftarrow} \in S^{\leftarrow}$ and $w \in \Sigma^{*}$ with $|w|=l$, we have $\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{\star}\right)}(w)=\|\mathcal{B}\|_{\left(t^{\rightarrow}, s^{-}\right)}(w)$.
Proof. We proceed by induction on $l$. If $l=1$, then $w=a$ for some $a \in \Sigma$ and hence $\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{\leftarrow}\right)}(w)=f\left(s^{\rightarrow}, a, s^{\leftarrow}\right)=f\left(t^{\rightarrow}, a, s^{\leftarrow}\right)=\|\mathcal{B}\|_{\left(t^{\rightarrow}, s^{\leftarrow}\right)}(w)$.

Now assume that the claim holds for $l \geq 1$. Let $w=a v \in \Sigma^{*}$ such that $|v|=l$ (that is, $|w|=l+1$ ). Then, by the definition of $\rho_{l+1}$, we have $f\left(s^{\rightarrow}, a, s^{\leftarrow} v^{-1}\right)=$ $f\left(t^{\rightarrow}, a, s^{\leftarrow} v^{-1}\right)$ and $\left(s^{\rightarrow} a\right) \rho_{l}^{\rightarrow}\left(t^{\rightarrow} a\right)$. From this, by the induction hypothesis, $\|\mathcal{B}\|_{\left(s \rightarrow a, s^{-}\right)}(v)=\|\mathcal{B}\|_{\left(t^{\left.\rightarrow a, s^{\leftarrow}\right)}\right.}(v)$ for all $s^{\leftarrow} \in S^{\leftarrow}$. Thus

$$
\begin{aligned}
& \|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{\leftarrow}\right)}(w)=f\left(s^{\rightarrow}, a, s^{\leftarrow} v^{-1}\right)\|\mathcal{B}\|_{\left(s^{\rightarrow} a, s^{\star}\right)}(v)= \\
& f\left(t^{\rightarrow}, a, s^{\leftarrow} v^{-1}\right)\|\mathcal{B}\|_{\left(t \rightarrow a, s^{\leftarrow}\right)}(v)=\|\mathcal{B}\|_{\left(t \rightarrow, s^{\star}\right)}(w)
\end{aligned}
$$

for all $s^{\leftarrow} \in S^{\leftarrow}$.
Claim 3. $\rho_{i_{0}} \subseteq \rho_{\overrightarrow{\mathcal{B}}}$.
Proof. Assume that $s \rightarrow \rho_{i_{0}} t^{\rightarrow}$. Observe that $\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{-}\right)}(\varepsilon)=\varepsilon=\|\mathcal{B}\|_{\left(t^{\rightarrow}, s^{-}\right)}(\varepsilon)$. Let $w \in \Sigma^{*}$ with $|w|=l \geq 1$ be arbitrary. By the definition of $i_{0}$ and Claim 1, $\overrightarrow{\rho_{i_{0}}} \subseteq \overrightarrow{\rho_{l}}$. Consequently, we also have $\vec{s} \rho_{\vec{l}} \vec{t}$, from which we obtain by Claim 2 that $\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{-}\right)}(w)=\|\mathcal{B}\|_{\left(t^{\rightarrow}, s^{-}\right)}(w)$. Hence $s^{\rightarrow} \rho_{\overrightarrow{\mathcal{B}}} t^{\rightarrow}$.

Claim 4. $\rho_{i_{0}} \supseteq \rho_{\mathcal{B}}$.
Proof. It suffices to show that, for all $s^{\rightarrow}, t^{\rightarrow} \in S^{\rightarrow}$, if for each $s^{\leftarrow} \in S^{\leftarrow}$ we have $\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{-}\right)}=\|\mathcal{B}\|_{\left(t^{\rightarrow}, s^{-}\right)}$, then $s^{\rightarrow} \rho_{i} t^{\rightarrow}$ for all $i \geq 1$.

We proceed by induction on $i$. Let $i=1$ and $a \in \Sigma$. By our assumption, $f\left(s^{\rightarrow}, a, s^{\leftarrow}\right)=\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{\leftarrow}\right)}(a)=\|\mathcal{B}\|_{\left(t^{\rightarrow}, s^{\star}\right)}(a)=f\left(t^{\rightarrow}, a, s^{\leftarrow}\right)$. Consequently, $s \rightarrow \rho_{1} t^{\rightarrow}$.

Now assume that the claim holds for $i \geq 1$, i.e., $s^{\rightarrow} \rho_{i} t^{\rightarrow}$. Let $s^{\leftarrow} \in S^{\leftarrow}, a \in \Sigma$ and $v \in \Sigma^{*}$ be arbitrary. Then $f\left(s^{\rightarrow}, a, s^{\leftarrow} v^{-1}\right)\|\mathcal{B}\|_{\left(s^{\left.\rightarrow a, s^{\leftarrow}\right)}\right.}(v)=\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{\leftarrow}\right)}(a v)=$ $\|\mathcal{B}\|_{\left(t^{\rightarrow}, s^{\leftarrow}\right)}(a v)=f\left(t^{\rightarrow}, a, s^{\leftarrow} v^{-1}\right)\|\mathcal{B}\|_{\left(s^{\left.\rightarrow a, s^{-}\right)}\right.}(v)$. Hence $f\left(s^{\rightarrow}, a, s^{\leftarrow} v^{-1}\right)=$ $f\left(t^{\rightarrow}, a, s^{\leftarrow} v^{-1}\right)$ and $\|\mathcal{B}\|_{\left(s^{\left.\rightarrow a, s^{\star}\right)}\right.}(v)=\|\mathcal{B}\|_{\left(t^{\rightarrow} a, s^{\star}\right)}(v)$. From the latter, we have $\|\mathcal{B}\|_{\left(s \rightarrow a, s^{\star}\right)}=\|\mathcal{B}\|_{\left(t \rightarrow a, s^{\star}\right)}$, thus by the induction hypothesis, $\left(s^{\rightarrow} a\right) \overrightarrow{\rho_{i}}\left(t^{\rightarrow} a\right)$. Then, by the definition of $\rho_{i+1}$, we obtain $s^{\rightarrow} \rho_{i+1} t \rightarrow$ holds as well.

Lemma 9. We have $\overrightarrow{\rho_{i_{0}}}=\overrightarrow{\rho_{\mathcal{B}}}$.
Proof. It follows from Claims 3 and 4.
Analogously, we can define a decreasing sequence

$$
\rho_{1}^{\leftarrow} \supseteq \rho_{2}^{\leftarrow} \supseteq \cdots
$$

of relations over $S^{\leftarrow}$ such that $\rho_{\mathcal{B}}^{\leftarrow}=\rho_{i_{0}}^{\leftarrow}$ for the least integer $i_{0}$ with $\rho_{i_{0}}^{\leftarrow}=\rho_{i_{0}+1}^{\leftarrow}$. Hence we can conclude the following.

Proposition 3. There is a polynomial time algorithm which constructs the minimal bimachine which is equivalent to $\mathcal{B}$.

Proof. By Proposition 2 we compute the connected part $\mathcal{B}^{c}$ of $\mathcal{B}$ in polynomial time. So assume that $\mathcal{B}$ is connected. We compute $\overrightarrow{\rho_{\mathcal{B}}}$ as follows. We compute $\overrightarrow{\rho_{1}}$ in $\mathcal{O}\left(\left|S^{\rightarrow}\right|^{2}|\Sigma|\left|S^{\leftarrow}\right|\right)$ time and, for every $1<i \leq i_{0}$, we compute $\rho_{i}$ in $\mathcal{O}\left(\left|S^{\rightarrow}\right|^{2}|\Sigma|^{2}\right)$ time. Since $i_{0} \leq\left|S^{\rightarrow}\right|$, we compute $\rho_{i_{0}}$ in $\mathcal{O}\left(\left|S^{\rightarrow}\right|^{3}|\Sigma|^{2}\right)$ time. Analogously, we compute $\rho_{\mathcal{B}}^{\leftarrow}$ in polynomial time.

## 4 Deterministic top-down tree automata and their minimization

In this section first we recall the concept of a deterministic top-down tree automaton (DTTA for short) from [4]. Then we give a polynomial time algorithm minimizing a state-separated DTTA. The size of a DTTA is the sum of the sizes of the bimachines associated with its states, hence we minimize it by minimizing the number of its states and the number of the states of the bimachines associated with its states.

### 4.1 Basic concepts

A deterministic top-down tree automaton (DTTA for short) is a system

$$
\mathcal{A}=\left(Q, \Sigma, f_{\text {in }},\left(\mathcal{B}_{q} \mid q \in Q\right), F\right),
$$

where

- $Q$ is a finite set (states),
- $\Sigma$ is an alphabet (input alphabet),
- $f_{\text {in }}: \Sigma \rightarrow Q$ is the initial function,
- $\mathcal{B}_{q}=\left(\Sigma, Q, \mathcal{S}_{q}^{\rightarrow}, \mathcal{S}_{q}^{\leftarrow}, f_{q}\right)$ is a bimachine for every $q \in Q$ with semi-automata $\mathcal{S}_{q}^{\vec{~}}=\left(S_{q}^{\overrightarrow{ }}, \Sigma, s_{q, 0}, \delta_{q}^{\vec{~}}\right)$ and $\mathcal{S}_{q}^{\leftarrow}=\left(S_{q}^{\leftarrow}, \Sigma, s_{q, 0}^{\leftarrow}, \delta_{q}^{\leftarrow}\right)$, and
- $F \subseteq Q$ (final states).

Let $\xi \in T_{\Sigma}$ and $q \in Q$. A $q$-run of $\mathcal{A}$ on $\xi$ is a mapping $r: \operatorname{dom}(\xi) \rightarrow Q$ such that $r(\varepsilon)=q$ and for each node $x \in \operatorname{dom}(\xi)$ with $k>0$ successors $x 1, x 2, \ldots, x k$, we have

$$
r(x 1) r(x 2) \cdots r(x k)=\left\|\mathcal{B}_{r(x)}\right\|(\xi(x 1) \cdots \xi(x k))
$$

Note that for each $\xi \in T_{\Sigma}$ and $q \in Q$, there is exactly one $q$-run of $\mathcal{A}$ on $\xi$. This $q$-run $r$ is accepting if it assigns to each leaf a final state, that is, $r(x) \in F$ for every $x \in \operatorname{dom}(\xi)$ which is a leaf. The tree language $L(\mathcal{A}, q)$ accepted by $\mathcal{A}$ in $q$ consists of all trees $\xi$ such that the $q$-run of $\mathcal{A}$ on $\xi$ is accepting. The $f_{\text {in }}(\xi(\varepsilon))$-run of $\mathcal{A}$ on $\xi$ is called the run of $\mathcal{A}$ on $\xi$ and the tree language $L(\mathcal{A})$ accepted by $\mathcal{A}$ consists of all trees $\xi$ such that the run of $\mathcal{A}$ on $\xi$ is accepting.

Two DTTA $\mathcal{A}$ and $\mathcal{A}^{\prime}$ are equivalent if $L(\mathcal{A})=L\left(\mathcal{A}^{\prime}\right)$.
Remark 1. We note that the root $\xi(\varepsilon)$ of $\xi$ does not play any role in (accepting) $q$-runs on $\xi$. Hence if $\xi \in L(\mathcal{A}, q)$, then $\xi^{\prime} \in L(\mathcal{A}, q)$ for each tree $\xi^{\prime}$ obtained by replacing the root of $\xi$ with an arbitrary $a \in \Sigma$.

A state $q \in Q$ is called a $\emptyset$-state if $L(\mathcal{A}, q)=\emptyset$. We write $Q=Q_{+} \cup Q_{e}$, where $Q_{e}$ is the set of all $\emptyset$-states and $Q_{+}=Q \backslash Q_{e}$. Note that $F \subseteq Q_{+}$.

Lemma 10. The set $Q_{+}$is effectively computable.
Proof. We define a sequence $Q_{0}, Q_{1}, \ldots$ of sets of states by the following algorithm:
(i) Let $Q_{0}=F$ and $i=0$.
(ii) Let $Q_{i+1}=Q_{i} \cup\left\{q \in Q \mid \exists\left(x \in \Sigma^{*}\right):\left\|\mathcal{B}_{q}\right\|(x) \in Q_{i}^{*}\right\}$.
(iii) If $Q_{i+1}=Q_{i}$, then stop, otherwise $i:=i+1$ and goto (ii).

First we note that for every $i \geq 0$ and $q \in Q$ we can decide whether there is an $x \in \Sigma^{*}$ with $\left\|\mathcal{B}_{q}\right\|(x) \in Q_{i}^{*}$. In fact, it suffices to check if $\left\|\mathcal{B}_{q}\right\|(x) \in Q_{i}^{*}$ for input strings $x$ with $|x| \leq N_{q}$, where $N_{q}$ is the number provided by Lemma 1 for the bimachine $\mathcal{B}_{q}$. Hence $Q_{i+1}$ in step (ii) can be computed.

By standard arguments, we can prove the following statements:

- there is an $i \geq 0$ such that $Q_{i+1}=Q_{i}$,
- if $Q_{i+1}=Q_{i}$, then $Q_{i+j}=Q_{i}$ for every $j \geq 1$, and
- if $Q_{i+1}=Q_{i}$, then $\forall(q \in Q):\left(q \in Q_{i} \Longleftrightarrow \exists\left(\xi \in T_{\Sigma}\right): \xi \in L(\mathcal{A}, q)\right)$.

Altogether we obtain that the algorithm terminates with $Q_{i+1}=Q_{i}$ and in this case $Q_{+}=Q_{i}$.

Next we introduce the concept of a connected DTTA. For this we define the binary relation $\rightarrow_{\mathcal{A}}$ over $Q$ as follows: for every $q, q^{\prime} \in Q$, we have $q \rightarrow_{\mathcal{A}} q^{\prime}$ if there are $k \geq 1, a_{1} \ldots a_{k} \in \Sigma^{*}$ such that $\left\|\mathcal{B}_{q}\right\|\left(a_{1} \ldots a_{k}\right)=q_{1} \ldots q_{k}$ and $q^{\prime}=q_{i}$ for some $1 \leq i \leq k$. For every $q \in Q$, we define

$$
T_{q}=\left\{q^{\prime} \in Q \mid q \rightarrow_{\mathcal{A}}^{*} q^{\prime}\right\} .
$$

The DTTA $\mathcal{A}$ is connected if, for every $q \in Q$, we have $f_{\text {in }}(a) \rightarrow_{\mathcal{A}}^{*} q$ for some $a \in \Sigma$.

Proposition 4. There is a polynomial time algorithm which computes $T_{q}$ for a given state $q \in Q$.

Proof. By Proposition 2 we may assume that $\mathcal{B}_{p}$ is connected for every $p \in Q$.
(i) Let $T_{0}=\{q\}$ and $i=0$.
(ii) Let

$$
\begin{aligned}
T_{i+1}=T_{i} \cup\{ & f_{p}\left(s^{\rightarrow}, a, s^{\leftarrow}\right) \mid \\
& \left.a \in \Sigma \text { and } \exists\left(p \in T_{i}\right): s^{\rightarrow} \in S_{p}^{\rightarrow}, s^{\leftarrow} \in S_{p}^{\leftarrow}\right\} .
\end{aligned}
$$

(iii) If $T_{i+1}=T_{i}$, then stop, otherwise let $i:=i+1$ and goto (ii).

It is an exercise to show that $T_{i+1}=T_{i}$ for some $i \geq 0$ and for this $i$ we have $T_{q}=T_{i}$. The algorithm runs in $\mathcal{O}\left(|Q| N^{\rightarrow}|\Sigma| N^{\leftarrow}\right)$ time, where $N^{\rightarrow}=\max \left\{\left|S_{p}^{\rightarrow}\right| \mid p \in Q\right\}$ and $N^{\leftarrow}=\max \left\{\left|S_{p}^{\leftarrow}\right| \mid p \in Q\right\}$.

For $\mathcal{A}$ we define the DTTA $\mathcal{A}^{c}=\left(Q^{c}, \Sigma, f_{\text {in }}^{c},\left(\mathcal{B}_{q} \mid q \in Q^{c}\right), F^{c}\right)$ called the connected part of $\mathcal{A}$ as follows:

- $Q^{c}=\bigcup\left(T_{q} \mid q=f_{\text {in }}(a)\right.$ for some $\left.a \in \Sigma\right)$,
- $f_{\text {in }}^{c}(a)=f_{\text {in }}(a)$ for every $a \in \Sigma$, and
- $F^{c}=F \cap Q^{c}$.

The following statement is obvious.
Proposition 5. $\mathcal{A}^{c}$ is connected and is equivalent to $\mathcal{A}$.
By the definition of $\mathcal{A}^{c}$ and Proposition 4, we have the following result.
Proposition 6. There is a polynomial time algorithm which constructs $\mathcal{A}^{c}$.
A congruence of $\mathcal{A}$ is an equivalence relation $\tau \subseteq Q \times Q$ satisfying the following two conditions:
(i) for all states $p, q \in Q$, and nonempty word $a_{1} \ldots a_{k} \in \Sigma^{*}$, if $p \tau q$, $\left\|\mathcal{B}_{p}\right\|\left(a_{1} \ldots a_{k}\right)=p_{1} \ldots p_{k}$, and $\left\|\mathcal{B}_{q}\right\|\left(a_{1} \ldots a_{k}\right)=q_{1} \ldots q_{k}$, then $p_{i} \tau q_{i}$ for all $1 \leq i \leq k$,
(ii) if $p \tau q$, then $p \in F$ if and only if $q \in F$.

Let $\tau$ be an equivalence relation on $Q$. For every $q \in Q$, we introduce the bimachine

$$
\mathcal{B}_{q, \tau}=\left(\Sigma, Q / \tau, \mathcal{S}_{q}^{\overrightarrow{ }}, \mathcal{S}_{q}^{\leftarrow}, f_{q, \tau}\right)
$$

where $f_{q, \tau}\left(s^{\rightarrow}, a, s^{\leftarrow}\right)=f_{q}\left(s^{\rightarrow}, a, s^{\leftarrow}\right) / \tau$ for all $s^{\rightarrow} \in S_{q}^{\vec{\prime}}, s^{\leftarrow} \in S_{q}^{\leftarrow}$, and $a \in \Sigma$. Then, for every $a_{1} \ldots a_{k} \in \Sigma^{+}$, we have $\left\|\mathcal{B}_{q, \tau}\right\|\left(a_{1} \ldots a_{k}\right)=p_{1} / \tau \ldots p_{k} / \tau$, where $\left\|\mathcal{B}_{q}\right\|\left(a_{1} \ldots a_{k}\right)=p_{1} \ldots p_{k}$.

Lemma 11. Let $\tau$ be a congruence on $\mathcal{A}$ and $p, q \in Q$ such that $p \tau q$. Then $\left\|\mathcal{B}_{p, \tau}\right\|=\left\|\mathcal{B}_{q, \tau}\right\|$.

Proof. By definition $\left\|\mathcal{B}_{p, \tau}\right\|(\varepsilon)=\varepsilon=\left\|\mathcal{B}_{q, \tau}\right\|(\varepsilon)$.
Let $k \geq 1$ and $a_{1} \ldots a_{k} \in \Sigma^{+}$. Then we have $\left\|\mathcal{B}_{p, \tau}\right\|\left(a_{1} \ldots a_{k}\right)=p_{1} / \tau \ldots p_{k} / \tau$, where $\left\|\mathcal{B}_{p}\right\|\left(a_{1} \ldots a_{k}\right)=p_{1} \ldots p_{k}$ and $\left\|\mathcal{B}_{q, \tau}\right\|\left(a_{1} \ldots a_{k}\right)=q_{1} / \tau \ldots q_{k} / \tau$, where $\left\|\mathcal{B}_{q}\right\|\left(a_{1} \ldots a_{k}\right)=q_{1} \ldots q_{k}$. By (i) in the definition of a congruence of a DTTA, we have $p_{i} \tau q_{i}$ for all $1 \leq i \leq k$. Hence $p_{1} / \tau \ldots p_{k} / \tau=q_{1} / \tau \ldots q_{k} / \tau$. Thus $\left\|\mathcal{B}_{p, \tau}\right\|\left(a_{1} \ldots a_{k}\right)=\left\|\mathcal{B}_{q, \tau}\right\|\left(a_{1} \ldots a_{k}\right)$.

Given a congruence $\tau$ of $\mathcal{A}$, we define the factor DTTA $\mathcal{A} / \tau$ of $\mathcal{A}$ determined by $\tau$ as $\mathcal{A} / \tau=\left(Q / \tau, \Sigma, f_{\text {in }, \tau},\left(\mathcal{B}_{q / \tau} \mid q / \tau \in Q / \tau\right), F / \tau\right)$, where

- $f_{\text {in }, \tau}(a)=\left(f_{\text {in }}(a)\right) / \tau$ for every $a \in \Sigma$,
- $\mathcal{B}_{q / \tau}=\mathcal{B}_{q, \tau}$ for every $q \in Q$.

We note that the definition of the bimachine $\mathcal{B}_{q / \tau}$ and hence that of the DTTA $\mathcal{A} / \tau$ is syntactically ambiguous. Indeed, for $p / \tau=q / \tau$, the bimachines $\mathcal{B}_{p, \tau}$ and $\mathcal{B}_{q, \tau}$ may be different syntactically and we can pick any of them. However, our choice has no impact on $\|\mathcal{A} / \tau\|$ because, by Lemma 11 , p $\tau q$ implies $\left\|\mathcal{B}_{p, \tau}\right\|=\left\|\mathcal{B}_{q, \tau}\right\|$. In other words, $\|\mathcal{A} / \tau\|$ is well-defined.

Throughout the paper $\mathcal{A}$ and $\mathcal{A}^{\prime}$ will denote the DTTA

- $\mathcal{A}=\left(Q, \Sigma, f_{\text {in }},\left(\mathcal{B}_{q} \mid q \in Q\right), F\right)$ with bimachines $\mathcal{B}_{q}=\left(\Sigma, Q, \mathcal{S}_{q}, \mathcal{S}_{q}^{\leftarrow}, f_{q}\right)$ and semi-automata $\mathcal{S}_{q}^{\overrightarrow{-}}=\left(S_{q}^{\vec{~}}, \Sigma, s_{\vec{q}, 0}, \delta_{q}^{\vec{~}}\right)$ and $\mathcal{S}_{q}^{\leftarrow}=\left(S_{q}^{\leftarrow}, \Sigma, s_{q, 0}^{\leftarrow}, \delta_{q}^{\leftarrow}\right)$ for every $q \in Q$, and
- $\left.\mathcal{A}^{\prime}=\left(Q^{\prime}, \Sigma, f_{\text {in }}^{\prime}, \mathcal{B}_{q}^{\prime} \mid \quad q \in Q^{\prime}\right), F^{\prime}\right)$ with bimachines $\mathcal{B}_{q}^{\prime}=\left(\Sigma, Q^{\prime}, \mathcal{T}_{q}, \mathcal{T}_{q}^{\leftarrow}, f_{q}^{\prime}\right)$ and semi-automata $\mathcal{T}_{q} \rightarrow\left(T_{q}^{\rightarrow}, \Sigma, t_{q, 0}^{\overrightarrow{ }}, \gamma_{q}\right)$ and $\mathcal{T}_{q}^{\leftarrow}=\left(T_{q}^{\leftarrow}, \Sigma, t_{q, 0}^{\leftarrow}, \gamma_{q}^{\leftarrow}\right)$ for every $q \in Q^{\prime}$,
respectively.
Furthermore, let $\varphi: Q \rightarrow Q^{\prime}$ be a mapping and $\varphi^{*}: Q^{*} \rightarrow Q^{\prime *}$ its unique extension to a monoid homomorphism. The mapping $\varphi$ is a homomorphism from $\mathcal{A}$ to $\mathcal{A}^{\prime}$ if
- $f_{\text {in }}^{\prime}=f_{\text {in }} \circ \varphi$,
- $\left\|\mathcal{B}_{\varphi(q)}^{\prime}\right\|=\left\|\mathcal{B}_{q}\right\| \circ \varphi^{*}$ for every $q \in Q$, and
- $q \in F \Longleftrightarrow \varphi(q) \in F^{\prime}$ for every $q \in Q$.

If $\varphi$ is a surjective homomorphism, then $\mathcal{A}^{\prime}$ is a homomorphic image of $\mathcal{A}$. If, in addition, $\varphi$ is a bijection, then we say that $\mathcal{A}$ and $\mathcal{A}^{\prime}$ are isomorphic and write $\mathcal{A} \cong \mathcal{A}^{\prime}$.

Lemma 12. If there is a homomorphism $\varphi$ from $\mathcal{A}$ to $\mathcal{A}^{\prime}$, then
(i) $L(\mathcal{A}, q)=L\left(\mathcal{A}^{\prime}, \varphi(q)\right)$ for every $q \in Q$, and
(ii) $L(\mathcal{A})=L\left(\mathcal{A}^{\prime}\right)$.

Proof. Let $\varphi$ be a homomorphism from $\mathcal{A}$ to $\mathcal{A}^{\prime}$. To show (i), we prove by induction on height $(\xi)$ that for any $q \in Q$ and $\xi \in T_{\Sigma}, \xi \in L(\mathcal{A}, q)$ if and only if $\xi \in$ $L\left(\mathcal{A}^{\prime}, \varphi(q)\right)$.

Base of induction: $\operatorname{height}(\xi)=0$, i.e., $\xi=a$ for some $a \in \Sigma$. Then $\xi \in L(\mathcal{A}, q)$ if and only if $\xi \in L\left(\mathcal{A}^{\prime}, \varphi(q)\right)$. Thus the statement holds obviously.

Induction step: $\operatorname{height}(\xi)=n>0$. Then $\xi=a\left(\xi_{1}, \ldots, \xi_{k}\right)$ for some $a \in \Sigma$, $k \geq 1$, and $\xi_{1}, \ldots, \xi_{k} \in T_{\Sigma}$. Let $a_{i}=\xi(i)$ for all $1 \leq i \leq k$. Then we have

$$
\begin{array}{ll} 
& \xi \in L(\mathcal{A}, q) \\
\Longleftrightarrow & \left\|\mathcal{B}_{q}\right\|\left(a_{1} \ldots a_{k}\right)=q_{1} \ldots q_{k} \text { and } \\
& \xi_{i} \in L\left(\mathcal{A}, q_{i}\right) \text { for all } 1 \leq i \leq k \\
\Longleftrightarrow & \left\|\mathcal{B}^{\prime} \varphi(q)\right\|\left(a_{1} \ldots a_{k}\right)=\varphi\left(q_{1}\right) \ldots \varphi\left(q_{k}\right) \text { and } \\
& \xi_{i} \in L\left(\mathcal{A}^{\prime}, \varphi\left(q_{i}\right)\right) \text { for all } 1 \leq i \leq k \\
\Longleftrightarrow \quad & \xi \in L\left(\mathcal{A}^{\prime}, \varphi(q)\right) .
\end{array}
$$

We now show (ii). Let $\xi \in L(\mathcal{A})$, i.e., $\xi \in L\left(\mathcal{A}, f_{\text {in }}(\xi(\varepsilon))\right.$. Then by (i), $\xi \in$ $L\left(\mathcal{A}^{\prime}, \varphi\left(f_{\text {in }}(\xi(\varepsilon))\right)\right.$. As $\varphi$ is a homomorphism, $f_{\text {in }}^{\prime}(\xi(\varepsilon))=\varphi\left(f_{\text {in }}(\xi(\varepsilon))\right)$. Thus $\xi \in$ $L\left(\mathcal{A}^{\prime}, f_{\text {in }}^{\prime}(\xi(\varepsilon))\right.$, which implies $\xi \in L\left(\mathcal{A}^{\prime}\right)$.

Conversely, let $\xi \in L\left(\mathcal{A}^{\prime}\right)$, i.e., let $\xi \in L\left(\mathcal{A}^{\prime}, f_{\text {in }}^{\prime}(\xi(\varepsilon))\right.$. As $\varphi$ is a homomorphism, $\varphi\left(f_{\text {in }}(\xi(\varepsilon))\right)=f_{\text {in }}^{\prime}(\xi(\varepsilon))$. Then by (i), $\xi \in L\left(\mathcal{A}, f_{\text {in }}(\xi(\varepsilon))\right.$ which proves that $\xi \in$ $L(\mathcal{A})$.

Lemma 13. If $\tau$ is a congruence of $\mathcal{A}$, then $\mathcal{A} / \tau$ is a homomorphic image of $\mathcal{A}$.
Proof. It is easy to check that the mapping $\varphi: Q \rightarrow Q / \tau$ defined by $\varphi(q)=q / \tau$ is a surjective homomorphism from $\mathcal{A}$ to $\mathcal{A} / \tau$.

Lemma 14. If $\tau$ is a congruence of $\mathcal{A}$, then $L(\mathcal{A}, q)=L(\mathcal{A} / \tau, q / \tau)$ for every $q \in Q$. Moreover, $L(\mathcal{A})=L(\mathcal{A} / \tau)$.

Proof. It follows from Lemmas 12 and 13.

### 4.2 Minimization of DTTA

The DTTA $\mathcal{A}$ is called minimal if

$$
|Q| \leq\left|Q^{\prime}\right|, \sum_{q \in Q}\left|S_{q}^{\rightarrow}\right| \leq \sum_{q \in Q^{\prime}}\left|T_{q}^{\rightarrow}\right|, \text { and } \sum_{q \in Q}\left|S_{q}^{\leftarrow}\right| \leq \sum_{q \in Q^{\prime}}\left|T_{q}^{\leftarrow}\right|
$$

for any DTTA $\mathcal{A}^{\prime}$ which is equivalent to $\mathcal{A}$. Moreover, $\mathcal{A}$ is state-separated if

- $\left\|\mathcal{B}_{q}\right\|(x) \in Q_{+}^{*} \cup Q_{e}^{*}$ for every $q \in Q_{+}$and
- $\left\|\mathcal{B}_{q}\right\|(x) \in Q_{e}^{*}$ for every $q \in Q_{e}$
for every $x \in \Sigma^{*}$.
Lemma 15. For the DTTA $\mathcal{A}$ the following two statements are equivalent.
(i) $\mathcal{A}$ is state-separated.
(ii) If $\left\|\mathcal{B}_{q}\right\|(x) \in Q^{*} Q_{e} Q^{*}$, then $\left\|\mathcal{B}_{q}\right\|(x) \in Q_{e}^{*}$ for every $q \in Q$ and $x \in \Sigma^{*}$.

Proof. It is clear that (i) implies (ii). Now assume that (ii) holds. Let $x \in \Sigma^{*}$ and $q \in Q$. If $q \in Q_{e}$, then obviously $\left\|\mathcal{B}_{q}\right\|(x) \in Q^{*} Q_{e} Q^{*}$. Hence by (ii), $\left\|\mathcal{B}_{q}\right\|(x) \in Q_{e}^{*}$. Now let $q \in Q_{+}$. If $\left\|\mathcal{B}_{q}\right\|(x) \in Q^{*} Q_{e} Q^{*}$, then by (ii), $\left\|\mathcal{B}_{q}\right\|(x) \in Q_{e}^{*}$. Otherwise, $\left\|\mathcal{B}_{q}\right\|(x) \in Q_{+}^{*}$. Hence (i) holds.

Lemma 16. The DTTA $\mathcal{A}$ is state-separated if and only if for all state $q \in Q$, reachable states $s^{\rightarrow} \in \mathcal{S}_{q}^{\rightarrow}$ and $s^{\leftarrow} \in \mathcal{S}_{q}^{\leftarrow}$, and $a, b \in \Sigma$,

$$
f_{q}\left(s^{\rightarrow}, a, \delta_{q}^{\leftarrow}\left(s^{\leftarrow}, b\right)\right) \stackrel{q}{\in} Q_{e} \text { if and only if } f_{q}\left(\delta_{q}^{\rightarrow}\left(s^{\rightarrow}, a\right), b, s^{\leftarrow}\right) \in Q_{e}
$$

Proof. $(\Rightarrow)$ Assume that $\mathcal{A}$ is state-separated and let $q \in Q$. Moreover, let $s \rightarrow \mathcal{S}_{q} \rightarrow$ and $s^{\leftarrow} \in \mathcal{S}_{q}^{\leftarrow}$ be reachable states, and $a, b \in \Sigma$. Then there are $j \geq 0$ and $a_{1} \ldots a_{j} \in$ $\Sigma^{*}$ such that $s_{q, 0} a_{1} \ldots a_{j}=s^{\rightarrow}$, and there are $k \geq j+3$ and $a_{j+3} \ldots a_{k} \in \Sigma^{*}$ such that $s_{q, 0}^{\leftarrow} a_{k} \ldots a_{j+3}=s^{\leftarrow}$. Let $a_{j+1}=a$ and $a_{j+2}=b$, and $x=a_{1} \ldots a_{k}$.

Then $\left\|\mathcal{B}_{q}\right\|_{\left(s_{q, 0}, s_{q, 0}^{\leftarrow}\right)}(x)=q_{1} \ldots q_{k}$, where $q_{1}, \ldots, q_{k}$ are obtained as follows. Let

- $t_{0}^{\rightarrow} t_{1}^{\rightarrow} \ldots t_{k-1}^{q_{q}, 0} t_{k}^{t_{q}}$ be the $s_{q, 0}^{\rightarrow}$-run of $\mathcal{S}_{q}^{\rightarrow}$ on $a_{1} \ldots a_{k}$,
- $t_{0}^{\leftarrow} t_{1}^{\leftarrow} \ldots t_{k-1}^{\leftarrow} t_{k}^{\leftarrow}$ the $s_{q, 0}^{\leftarrow}$-run of $\mathcal{S}_{q}^{\leftarrow}$ on the reversed input $a_{k} \ldots a_{1}$, and
- let $q_{i}=f_{q}\left(t_{i-1}^{\overrightarrow{2}}, a_{i}, t_{k-i}^{\overleftarrow{-}}\right)$ for $1 \leq i \leq k$.

Here $t_{j}^{\vec{j}}=s^{\rightarrow}, t_{j+1}=\delta_{q}^{\vec{~}}\left(s^{\rightarrow}, a\right), t_{k-j-2}^{\leftarrow}=s^{\leftarrow}, t_{k-j-1}^{\leftarrow}=\delta_{q}^{\leftarrow}\left(s^{\leftarrow}, b\right)$, $f_{q}\left(s^{\rightarrow}, a, \delta_{q}^{\leftarrow}\left(s^{\leftarrow}, b\right)\right)=q_{j}$, and $f_{q}\left(\delta_{q}^{\rightarrow}\left(s^{\rightarrow}, a\right), b, s^{\leftarrow}\right)=q_{j+1}$. If $q_{j+1} \in Q_{e}$, then by Lemma 15, $\left\|\mathcal{B}_{q}\right\|(x) \in Q_{e}^{*}$. Therefore $q_{j+2} \in Q_{e}$. Conversely, if $q_{j+2} \in Q_{e}$, then by Lemma 15, $q_{j+1} \in Q_{e}$.
$(\Leftarrow)$ By Lemma 15 it is sufficient to show that $\left\|\mathcal{B}_{q}\right\|(x) \in Q^{*} Q_{e} Q^{*}$ implies $\left\|\mathcal{B}_{q}\right\|(x) \in Q_{e}^{*}$ for every $q \in Q$ and $x \in \Sigma^{*}$.

Let $x=a_{1} \ldots a_{k}, k \geq 1$, be arbitrary, and let $\left\|\mathcal{B}_{q}\right\|_{\left(s_{q, 0}, s_{q, 0}^{\leftarrow}\right)}(x)$ be as in the first part of the proof. Assume that $q_{i} \in Q_{e}$ for some $1 \leq i \leq k$. If $i<k$, then by our assumption, $q_{i+1}=q_{e}$ as well. Iterating this reasoning, we get that $q_{j}=q_{e}$ for each $i \leq j \leq k$. If $i>1$, then by our assumption, $q_{i-1}=q_{e}$ as well. As before, we get that $q_{j}=q_{e}$ for each $1 \leq j \leq i$. Hence $q_{i}=q_{e}$ for each $1 \leq i \leq k$.

Lemma 17. It is decidable whether $\mathcal{A}$ is state-separated or not.
Proof. The sets $Q_{+}$and $Q_{e}=Q \backslash Q_{+}$are effectively computable (cf. Lemma 10). Then, by direct inspection of $\mathcal{A}$, we can decide whether the condition of Lemma 16 holds.

In the rest of this section we assume that $\mathcal{A}$ and $\mathcal{A}^{\prime}$ are state-separated with $Q=Q_{+} \cup Q_{e}$ and $Q^{\prime}=Q_{+}^{\prime} \cup Q_{e}^{\prime}$, respectively. In fact, our minimization algorithm works only for state-separated DTTA.

We introduce the equivalence relation $\tau_{\mathcal{A}} \subseteq Q \times Q$ as follows: for all $p, q \in Q$,
let $p \tau_{\mathcal{A}} q$ if and only if $L(\mathcal{A}, p)=L(\mathcal{A}, q)$.
The DTTA $\mathcal{A}$ is reduced if $\tau_{\mathcal{A}}$ is the identity relation.
Lemma 18. Let $q \in Q$ and $q^{\prime} \in Q^{\prime}$ such that $L(\mathcal{A}, q)=L\left(\mathcal{A}^{\prime}, q^{\prime}\right)$. Moreover, let $k \geq 1, a_{1} \ldots a_{k} \in \Sigma^{*}$, and let $\left\|\mathcal{B}_{q}\right\|\left(a_{1} \ldots a_{k}\right)=q_{1} \ldots q_{k}$ and $\left\|\mathcal{B}_{q^{\prime}}\right\|\left(a_{1} \ldots a_{k}\right)=$ $q_{1}^{\prime} \ldots q_{k}^{\prime}$. Then $L\left(\mathcal{A}, q_{i}\right)=L\left(\mathcal{A}^{\prime}, q_{i}^{\prime}\right)$ for all $i=1, \ldots, k$.

Proof. Since $L(\mathcal{A}, q)=L\left(\mathcal{A}^{\prime}, q^{\prime}\right)$, we have either (1) $q \in Q_{e}$ and $q^{\prime} \in Q_{e}^{\prime}$ or (2) $q \in Q_{+}$and $q^{\prime} \in Q_{+}^{\prime}$. Let us recall that $\mathcal{A}$ and $\mathcal{A}^{\prime}$ are state-separated.

In case (1) we have $q_{1} \ldots q_{k} \in Q_{e}^{*}$ and $q_{1}^{\prime} \ldots q_{k}^{\prime} \in Q_{e}^{\prime *}$, hence the statement holds.
In case (2) either (2a) $q_{1} \ldots q_{k} \in Q_{e}^{*}$ and $q_{1}^{\prime} \ldots q_{k}^{\prime} \in Q_{e}^{* *}$ or (2b) $q_{1} \ldots q_{k} \in Q_{+}^{*}$ and $q_{1}^{\prime} \ldots q_{k}^{\prime} \in Q_{+}^{* *}$. (The other two cases are excluded because $L(\mathcal{A}, q)=L\left(\mathcal{A}^{\prime}, q^{\prime}\right)$.)

In case (2a) the statement again holds, so let us assume that (2b) holds. Arguing by contradiction, assume that $L\left(\mathcal{A}, q_{i}\right) \neq L\left(\mathcal{A}^{\prime}, q_{i}^{\prime}\right)$ for some $1 \leq i \leq k$. Then there exists a tree $\xi \in\left(L\left(\mathcal{A}, q_{i}\right) \backslash L\left(\mathcal{A}^{\prime}, q_{i}^{\prime}\right)\right) \cup\left(L\left(\mathcal{A}^{\prime}, q_{i}^{\prime}\right) \backslash\left(L\left(\mathcal{A}, q_{i}\right)\right)\right.$ and there are trees $\eta_{j} \in L\left(\mathcal{A}, q_{j}\right)$ and $\theta_{j} \in L\left(\mathcal{A}^{\prime}, q_{j}^{\prime}\right)$ for each $j=1, \ldots, i-1, i+1, \ldots k$. Hence $a\left(\eta_{1}, \ldots, \eta_{i-1}, \xi, \eta_{i+1}, \ldots, \eta_{k}\right) \in\left(L(\mathcal{A}, q) \backslash L\left(\mathcal{A}^{\prime}, q^{\prime}\right)\right)$ or $a\left(\theta_{1}, \ldots, \theta_{i-1}, \xi, \theta_{i+1}, \ldots, \theta_{k}\right)$ $\in\left(L\left(\mathcal{A}^{\prime}, q^{\prime}\right) \backslash(L(\mathcal{A}, q))\right.$. Thus $L(\mathcal{A}, q) \neq L\left(\mathcal{A}^{\prime}, q^{\prime}\right)$, which is a contradiction.

Lemma 19. The relation $\tau_{\mathcal{A}}$ is a congruence of $\mathcal{A}$.
Proof. Let $p, q \in Q$ such that $p \tau_{\mathcal{A}} q$. For showing property (i), let $a_{1} \ldots a_{k} \in \Sigma^{*}$ with $\left\|\mathcal{B}_{p}\right\|\left(a_{1} \ldots a_{k}\right)=p_{1} \ldots p_{k}$ and $\left\|\mathcal{B}_{q}\right\|\left(a_{1} \ldots a_{k}\right)=q_{1} \ldots q_{k}$. Then by Lemma 18 with $\mathcal{A}=\mathcal{A}^{\prime}$, we have $L\left(\mathcal{A}, p_{i}\right)=L\left(\mathcal{A}, q_{i}\right)$ for all $i=1, \ldots, k$. Hence by the definition of $\tau_{\mathcal{A}}, p_{i} \tau_{\mathcal{A}} q_{i}$ for every $1 \leq i \leq k$.

Finally, we show that (ii) holds by contradiction as follows: if $p \in F$ and $q \notin F$, then $a \in(L(\mathcal{A}, p) \backslash L(\mathcal{A}, q))$ for every $a \in \Sigma$ which contradicts to $p \tau_{\mathcal{A}} q$.

Lemma 20. The DTTA $\mathcal{A} / \tau_{\mathcal{A}}$ is reduced.
Proof. Assume that $L\left(\mathcal{A} / \tau_{\mathcal{A}}, p / \tau_{\mathcal{A}}\right)=L\left(\mathcal{A} / \tau_{\mathcal{A}}, q / \tau_{\mathcal{A}}\right)$ for some $p, q \in Q$. Then by Lemma 14 and Lemma $19, L(\mathcal{A}, p)=L\left(\mathcal{A} / \tau_{\mathcal{A}}, p / \tau_{\mathcal{A}}\right)=L\left(\mathcal{A} / \tau_{\mathcal{A}}, q / \tau_{\mathcal{A}}\right)=L(\mathcal{A}, q)$. Hence $p \tau_{\mathcal{A}} q$, i.e., $p / \tau_{\mathcal{A}}=q / \tau_{\mathcal{A}}$.

Theorem 2. Assume that $\mathcal{A}$ and $\mathcal{A}^{\prime}$ are connected and reduced. Then

$$
L(\mathcal{A})=L\left(\mathcal{A}^{\prime}\right) \text { if and only if } \mathcal{A} \cong \mathcal{A}^{\prime}
$$

Proof. We prove the implication from left to right, because the proof of the other direction is obvious. Assume that $L(\mathcal{A})=L\left(\mathcal{A}^{\prime}\right)$. Let us define the relation $\varphi \subseteq$ $Q \times Q^{\prime}$ as follows: $\varphi=\left\{\left(q, q^{\prime}\right) \mid L(\mathcal{A}, q)=L\left(\mathcal{A}^{\prime}, q^{\prime}\right)\right\}$. For convenience, we divide the proof in five steps.
(i) We show that for each $q \in Q$, there exists $q^{\prime} \in Q^{\prime}$ such that $\left(q, q^{\prime}\right) \in \varphi$, i.e., the domain of $\varphi$ is $Q$. As $\mathcal{A}$ is connected, we have

$$
f_{\mathrm{in}}(a) \rightarrow_{\mathcal{A}} q_{1} \rightarrow_{\mathcal{A}} \cdots \rightarrow_{\mathcal{A}} q_{n}=q
$$

for some $a \in \Sigma, n \geq 0$, and $q_{1}, \ldots, q_{n} \in Q$. If $n=0$, then $q=f_{\text {in }}(a)$. Since $L(\mathcal{A})=L\left(\mathcal{A}^{\prime}\right)$, we have $L\left(\mathcal{A}, f_{\text {in }}(a)\right)=L\left(\mathcal{A}^{\prime}, f_{\text {in }}^{\prime}(a)\right)$, hence $\left(q, f_{\text {in }}^{\prime}(a)\right) \in \varphi$. If $n \geq 1$, then by Lemma 18 there exists $q_{1}^{\prime}, \ldots, q_{n}^{\prime} \in Q^{\prime}$ such that

$$
f_{\text {in }}^{\prime}(a) \rightarrow_{\mathcal{A}^{\prime}} q_{1}^{\prime} \rightarrow_{\mathcal{A}^{\prime}} \cdots \rightarrow_{\mathcal{A}^{\prime}} q_{n}^{\prime}
$$

and $L\left(\mathcal{A}, q_{i}\right)=L\left(\mathcal{A}^{\prime}, q_{i}^{\prime}\right)$ for each $i=1, \ldots, n$. Thus $\left(q, q_{n}^{\prime}\right) \in \varphi$.
(ii) We show that $\varphi$ is a mapping. For any $q \in Q$ and $q_{1}^{\prime}, q_{2}^{\prime} \in Q^{\prime}$, if $\left(q, q_{1}^{\prime}\right) \in \varphi$ and $\left(q, q_{2}^{\prime}\right) \in \varphi$, then $L\left(\mathcal{A}^{\prime}, q_{1}^{\prime}\right)=L(\mathcal{A}, q)=L\left(\mathcal{A}^{\prime}, q_{2}^{\prime}\right)$, and hence $q_{1}^{\prime}=q_{2}^{\prime}$.
(iii) We show that $\varphi$ is injective. For any $q_{1}, q_{2} \in Q$ and $q^{\prime} \in Q^{\prime}$, if $\varphi\left(q_{1}\right)=q^{\prime}$ and $\varphi\left(q_{2}\right)=q^{\prime}$, then $L\left(\mathcal{A}, q_{1}\right)=L\left(\mathcal{A}, q^{\prime}\right)=L\left(\mathcal{A}, q_{2}\right)$, and hence $q_{1}=q_{2}$.
(iv) We show that $\varphi$ is surjective. Repeating the argument used in (i) with the roles of $\mathcal{A}$ and $\mathcal{A}^{\prime}$ reversed we see that for every $q^{\prime} \in Q^{\prime}$ there exists a $q \in Q$ such that $L(\mathcal{A}, q)=L\left(\mathcal{A}^{\prime}, q^{\prime}\right)$.
(v) We show that $\varphi$ is a homomorphism.

First we show that $f_{\text {in }}^{\prime}=f_{\text {in }} \circ \varphi$. As $L(\mathcal{A})=L\left(\mathcal{A}^{\prime}\right)$, we have $L\left(\mathcal{A}, f_{\text {in }}(a)\right)=$ $L\left(\mathcal{A}^{\prime}, f_{\text {in }}^{\prime}(a)\right)$ for each $a \in \Sigma$. Hence, by the definition of $\varphi, \varphi\left(f_{\text {in }}(a)\right)=f_{\text {in }}^{\prime}(a)$ for each $a \in \Sigma$. Thus we have $f_{\text {in }}^{\prime}=f_{\text {in }} \circ \varphi$.

Second, we show that $\left\|\mathcal{B}_{\varphi(q)}^{\prime}\right\|=\left\|\mathcal{B}_{q}\right\| \circ \varphi^{*}$ for every $q \in Q$. Let $q \in Q, q^{\prime} \in Q^{\prime}$ and $a_{1} \ldots a_{k} \in \Sigma^{*}, k \geq 1$, with $\left\|\mathcal{B}_{q}\right\|\left(a_{1} \ldots a_{k}\right)=q_{1} \ldots q_{k}$ and $\left\|\mathcal{B}_{q^{\prime}}\right\|\left(a_{1} \ldots a_{k}\right)=q_{1}^{\prime} \ldots q_{k}^{\prime}$. Then by Lemma 18, $\varphi\left(q_{i}\right)=q_{i}^{\prime}$ for each $i=1, \ldots, k$. Hence $\left\|\mathcal{B}_{\varphi(q)}^{\prime}\right\|=\left\|\mathcal{B}_{q}\right\| \circ \varphi^{*}$ for every $q \in Q$.

Third, we show that $q \in F \Longleftrightarrow \varphi(q) \in F^{\prime}$ for every $q \in Q$. We proceed by contradiction. Assume that $q \in F$ and $\varphi(q) \notin F$ for some $q \in Q$. Then for each $a \in \Sigma, a \in L(\mathcal{A}, q)$ and $a \notin L(\mathcal{A}, \varphi(q))$. This is a contradiction. The case $q \notin F$ and $\varphi(q) \in F$ is analogous to the previous case. Thus $\mathcal{A}$ and $\mathcal{A}^{\prime}$ are isomorphic.

By Theorem 2, we have the following result.
Corollary 1. Assume that $\mathcal{A}$ and $\mathcal{A}^{\prime}$ are connected. Then $L(\mathcal{A})=L\left(\mathcal{A}^{\prime}\right)$ if and only if $\mathcal{A} / \tau_{\mathcal{A}} \cong \mathcal{A}^{\prime} / \tau_{\mathcal{A}^{\prime}}$.
Proof. Assume that $L(\mathcal{A})=L\left(\mathcal{A}^{\prime}\right)$. Then by Lemmas 14 and 19, we have $L\left(\mathcal{A} / \tau_{\mathcal{A}}\right)=$ $L(\mathcal{A})=L\left(\mathcal{A}^{\prime}\right)=L\left(\mathcal{A}^{\prime} / \tau_{\mathcal{A}^{\prime}}\right)$. By Lemma $20, \mathcal{A} / \tau_{\mathcal{A}}$ and $\mathcal{A}^{\prime} / \tau_{\mathcal{A}^{\prime}}$ are connected and reduced. Hence, by Theorem 2 we obtain $\mathcal{A} / \tau_{\mathcal{A}} \cong \mathcal{A}^{\prime} / \tau_{\mathcal{A}^{\prime}}$.

Conversely, assume that $\mathcal{A} / \tau_{\mathcal{A}} \cong \mathcal{A}^{\prime} / \tau_{\mathcal{A}^{\prime}}$. Then by Lemmas 14 and 19 , we have $L(\mathcal{A})=L\left(\mathcal{A} / \tau_{\mathcal{A}}\right)=L\left(\mathcal{A}^{\prime} / \tau_{\mathcal{A}^{\prime}}\right)=L\left(\mathcal{A}^{\prime}\right)$.

Lemma 21. Let $\varphi: Q \rightarrow Q^{\prime}$ be a homomorphism from $\mathcal{A}$ to $\mathcal{A}^{\prime}$. Moreover, assume that $\mathcal{B}_{q}$ is connected for each $q \in Q$ and $\mathcal{B}_{q^{\prime}}^{\prime}$ is connected and reduced for each $q^{\prime} \in Q^{\prime}$. For every $q \in Q$ and $q^{\prime} \in Q^{\prime}$ with $\varphi(q)=q^{\prime}$, the bimachine $\mathcal{B}_{q^{\prime}}^{\prime}$ is a homomorphic image of $\mathcal{B}_{q}$.
Proof. Let $q \in Q$ and $q^{\prime} \in Q^{\prime}$ with $\varphi(q)=q^{\prime}$. First we show that $\mathcal{T}_{q^{\prime}}$ is a homomorphic image of $\mathcal{S}_{q}$. For this, let us define the relation $\psi_{q, q^{\prime}} \subseteq S_{q}^{\rightarrow} \times T_{q^{\prime}}$ by

$$
\psi_{q, q^{\prime}}^{\overrightarrow{2}}=\left\{\left(\overrightarrow{s_{q, 0}} x, t_{q^{\prime}, 0}^{\overrightarrow{0}} x\right) \mid x \in \Sigma^{*}\right\}
$$

We note that the domain of $\psi_{q, q^{\prime}}$ is $S_{q}^{\vec{~}}$ because $\mathcal{B}_{q}$ is connected. Next we show by contradiction that $\psi_{q, q^{\prime}}^{\vec{\prime}}$ is a mapping. For this, let us assume that there are $x, y \in \Sigma^{*}$ such that $s_{q, 0} x=\overrightarrow{q, 0} y$ and $t_{q^{\prime}, 0} x \neq t_{q^{\prime}, 0} y$. Since $\mathcal{B}_{q^{\prime}}^{\prime}$ is reduced, there are $u, z \in \Sigma^{*}$ such that $\left.\left.\left\|\mathcal{B}_{q^{\prime}}^{\prime}\right\|_{\left(\overrightarrow{q^{\prime}, 0}\right.} x, t_{q^{\prime}, 0}^{*} z\right)(u) \neq\left\|\mathcal{B}_{q^{\prime}}^{\prime}\right\|_{\left(t_{q^{\prime}, 0}\right.} y, t_{q^{\prime}, 0}^{*} z\right)(u)$, i.e.,

$$
\left.\left.\left\|\mathcal{B}_{q^{\prime}}^{\prime}\right\|_{\left(t_{q^{\prime}, 0}^{\prime}\right.} x, t_{q^{\prime}, 0}^{*}\right)\left(u z^{-1}\right) \neq\left\|\mathcal{B}_{q^{\prime}}^{\prime}\right\|_{t_{q^{\prime}, 0}^{\prime}, t_{q^{\prime}, 0}^{*}}\right)\left(u z^{-1}\right)
$$

On the other hand, by $\left\|\mathcal{B}_{q}\right\| \circ \varphi^{*}=\left\|\mathcal{B}_{q^{\prime}}^{\prime}\right\|$, we have

$$
\varphi^{*}\left(\left\|\mathcal{B}_{q}\right\|\left(x u z^{-1}\right)\right)=\left\|\mathcal{B}_{q^{\prime}}^{\prime}\right\|\left(x u z^{-1}\right) \text { and } \varphi^{*}\left(\left\|\mathcal{B}_{q}\right\|\left(y u z^{-1}\right)\right)=\left\|\mathcal{B}_{q^{\prime}}^{\prime}\right\|\left(y u z^{-1}\right)
$$

Thus

$$
\begin{aligned}
& \varphi^{*}\left(\left\|\mathcal{B}_{q}\right\|_{\left(s_{q, 0}, 0, s_{q, 0}^{*}\right)}\left(u z^{-1}\right)\right)=\left\|\mathcal{B}_{q^{\prime}}^{\prime}\right\|_{\left(t_{q^{\prime}, 0}^{\rightarrow} x, t_{q^{\prime}, 0}^{*}\right)}\left(u z^{-1}\right) \text { and } \\
& \varphi^{*}\left(\left\|\mathcal{B}_{q}\right\|_{\left(s_{q, 0} y, s_{q, 0}^{*}\right)}\left(u z^{-1}\right)\right)=\left\|\mathcal{B}_{q^{\prime}}^{\prime}\right\|_{\left(t_{q^{\prime}, 0}, 0, t_{q^{\prime}, 0}^{*}\right)}\left(u z^{-1}\right) .
\end{aligned}
$$

Hence $\quad \varphi^{*}\left(\left\|\mathcal{B}_{q}\right\|_{\left(s_{q, 0} x, s_{q, 0}^{\leftarrow}\right)}\left(u z^{-1}\right)\right) \quad \neq \quad \varphi^{*}\left(\left\|\mathcal{B}_{q}\right\|_{\left(s_{q, 0} y, s_{q, 0}^{\leftarrow}\right)}\left(u z^{-1}\right)\right) \quad$ and $\quad$ thus $\left\|\mathcal{B}_{q}\right\|_{\left(s_{q, 0} x, s_{q, 0}^{\leftarrow}\right)}\left(u z^{-1}\right) \neq\left\|\mathcal{B}_{q}\right\|_{\left(s_{q, 0} y, s_{q, 0}^{\leftarrow}\right)}\left(u z^{-1}\right)$. This is a contradiction by our assumption $s_{\vec{q}, 0}^{\stackrel{1}{0}} x=s_{q, 0}^{\vec{B}} y$.

Since $\mathcal{B}_{q^{\prime}}^{\prime}$ is connected, the mapping $\psi_{q, q^{\prime}}$ is surjective. Finally we show that $\psi_{q, q^{\prime}}^{\vec{\prime}}$ is a homomorphism. Obviously, $\left.\psi_{q, q^{\prime}}^{\overrightarrow{\beta_{q, 0}}} \overrightarrow{\overrightarrow{s_{0}}}\right)=t_{q^{\prime}, 0}$. Moreover, for every $x \in \Sigma^{*}$ and $a \in \Sigma$, we have

Analogously, we can define the relation $\psi_{q, q^{\prime}}^{\leftarrow} \subseteq S_{q}^{\leftarrow} \times T_{q^{\prime}}^{\leftarrow}$ and show that it is a homomorphism from $\mathcal{S}_{q}^{\leftarrow}$ onto $\mathcal{T}_{q^{\prime}}^{\leftarrow}$. Hence $\mathcal{B}_{q^{\prime}}^{\prime}$ is a homomorphic image of $\mathcal{B}_{q}$ via $\left(\psi_{q, q^{\prime}}^{\vec{\prime}}, \psi_{q, q^{\prime}}^{\leftarrow}\right)$.

Lemma 22. Assume that $\mathcal{A}^{\prime}$ is a homomorphic image of $\mathcal{A}$, that $\mathcal{B}_{q}$ is connected for each $q \in Q$, and that $\mathcal{B}_{q^{\prime}}^{\prime}$ is connected and reduced for each $q^{\prime} \in Q^{\prime}$. Then

$$
\left|Q^{\prime}\right| \leq|Q|, \sum_{q \in Q^{\prime}}\left|T_{q}^{\rightarrow}\right| \leq \sum_{q \in Q}\left|S_{q}^{\rightarrow}\right|, \text { and } \sum_{q \in Q^{\prime}}\left|T_{q}^{\leftarrow}\right| \leq \sum_{q \in Q}\left|S_{q}^{\leftarrow}\right| .
$$

Proof. Let $\varphi: Q \rightarrow Q^{\prime}$ be a surjective homomorphism from $\mathcal{A}$ to $\mathcal{A}^{\prime}$. By Lemma 21 , for every $q \in Q$, the bimachine $\mathcal{B}_{\varphi(q)}^{\prime}$ is a homomorphic image of $\mathcal{B}_{q}$. Thus, by Lemma $3,\left|T_{\varphi(q)}^{\overrightarrow{ }}\right| \leq\left|S_{q}^{\vec{~}}\right|$ and $\left|T_{\varphi(q)}^{\leftarrow}\right| \leq\left|S_{q}^{\leftarrow}\right|$ for every $q \in Q$. Consequently, as $\varphi$ is a surjective mapping, the statement of the lemma holds.

Lemma 23. Assume that $\mathcal{A}^{\prime}$ is a homomorphic image of $\mathcal{A}$ and that $\mathcal{B}_{q^{\prime}}^{\prime}$ is connected and reduced for each $q^{\prime} \in Q^{\prime}$. Then

$$
\left|Q^{\prime}\right| \leq|Q|, \sum_{q \in Q^{\prime}}\left|T_{q}^{\rightarrow}\right| \leq \sum_{q \in Q}\left|S_{q}^{\rightarrow}\right|, \text { and } \sum_{q \in Q^{\prime}}\left|T_{q}^{\leftarrow}\right| \leq \sum_{q \in Q}\left|S_{q}^{\leftarrow}\right| .
$$

Proof. Let $\mathcal{B}_{q}^{c}$ be the connected part of $\mathcal{B}_{q}$ for each $q \in Q$. As mentioned, the bimachine $\mathcal{B}_{q}^{c}$ is equivalent to $\mathcal{B}_{q}$ for each $q \in Q$. Hence the DTTA $\left(Q, \Sigma, f,\left(\mathcal{B}_{q}^{c} \mid\right.\right.$ $q \in Q), F)$ is equivalent to $\mathcal{A}$ and, obviously,

$$
\sum_{q \in Q}\left|S_{q}^{\rightarrow c}\right| \leq \sum_{q \in Q}\left|S_{q}^{\rightarrow}\right|, \text { and } \sum_{q \in Q}\left|S_{q}^{\leftarrow c}\right| \leq \sum_{q \in Q}\left|S_{q}^{\leftarrow}\right|
$$

Moreover, $\mathcal{A}^{\prime}$ is a homomorphic image of $\left(Q, \Sigma, f,\left(\mathcal{B}_{q}^{c} \mid q \in Q\right), F\right)$. Hence by Lemma 22,

$$
\left|Q^{\prime}\right| \leq|Q|, \sum_{q \in Q^{\prime}}\left|T_{q}^{\rightarrow}\right| \leq \sum_{q \in Q}\left|S_{q}^{\rightarrow c}\right|, \text { and } \sum_{q \in Q^{\prime}}\left|T_{q}^{\leftarrow}\right| \leq \sum_{q \in Q}\left|S_{q}^{\leftarrow c}\right|
$$

These and the above inequalities imply the lemma.
Lemma 24. Assume that $\mathcal{A}$ is connected and consider $\mathcal{A} / \tau_{\mathcal{A}}=\left(Q / \tau_{\mathcal{A}}, \Sigma, f_{\mathrm{in}, \tau_{\mathcal{A}}}\right.$, $\left.\left(\mathcal{B}_{q / \tau_{\mathcal{A}}} \mid q / \tau_{\mathcal{A}} \in Q / \tau_{\mathcal{A}}\right), F / \tau_{\mathcal{A}}\right)$. For each $q / \tau_{\mathcal{A}} \in Q / \tau_{\mathcal{A}}$, let $\mathcal{B}_{q / \tau_{\mathcal{A}}}^{c}$ be the connected part of $\mathcal{B}_{q / \tau_{\mathcal{A}}}$ and let

$$
\mathcal{M}=\left(Q / \tau_{\mathcal{A}}, \Sigma, f_{\mathrm{in}, \tau_{\mathcal{A}}},\left(\mathcal{B}_{q / \tau_{\mathcal{A}}}^{c} / \rho_{\mathcal{B}_{q / \tau_{\mathcal{A}}}^{c}} \mid q / \tau_{\mathcal{A}} \in Q / \tau_{\mathcal{A}}\right), F / \tau_{\mathcal{A}}\right)
$$

Then $\mathcal{M}$ is a minimal DTTA and equivalent to $\mathcal{A}$.
Proof. Let $L(\mathcal{A})=L\left(\mathcal{A}^{\prime}\right)$. By Propositions 4 and 5 , we may assume that $\mathcal{A}^{\prime}$ is connected. Then, by Corollary $1, \mathcal{A}^{\prime} / \tau_{\mathcal{A}^{\prime}} \cong \mathcal{A} / \tau_{\mathcal{A}}$. Hence, by Lemmas 4 and 19 , there is a surjective homomorphism $\varphi: Q^{\prime} \rightarrow Q / \tau_{\mathcal{A}}$ from $\mathcal{A}^{\prime}$ to $\mathcal{A} / \tau_{\mathcal{A}}$. Therefore, $\varphi$ is a surjective homomorphism from $\mathcal{A}^{\prime}$ to $\mathcal{M}$. Consequently, by Lemma 23,

- $\left|Q / \tau_{\mathcal{A}}\right| \leq\left|Q^{\prime}\right|$,
- $\sum_{q / \tau_{\mathcal{A}} \in Q / \tau_{\mathcal{A}}}\left|S_{q / \tau_{\mathcal{A}}}^{\rightarrow c} / \rho_{\mathcal{B}_{q / \tau_{\mathcal{A}}}^{c}}\right| \leq \sum_{q \in Q^{\prime}}\left|T_{q}^{\rightarrow}\right|$, and
- $\sum_{q / \tau_{\mathcal{A}} \in Q / \tau_{\mathcal{A}}}\left|S_{q / \tau_{\mathcal{A}}}^{\leftarrow-\mathcal{A}} / \rho_{\mathcal{B}_{q / \mathcal{A}_{\mathcal{A}}}^{c}}^{c / \mathcal{A}_{\mathcal{A}}}\right| \leq \sum_{q \in Q^{\prime}}\left|T_{q}^{\leftarrow}\right|$.

Therefore, $\mathcal{M}$ is a minimal DTTA. By Lemma $14, \mathcal{A} / \tau_{\mathcal{A}}$ is equivalent to $\mathcal{A}$. Hence, by Lemma $5, \mathcal{M}$ is equivalent to $\mathcal{A}$ as well.

In the rest of the paper we give an algorithm which computes the minimal DTTA which is equivalent to $\mathcal{A}$. For this we will need the concept of the direct product of bimachines. The direct product of the semi-automata $\mathcal{S}$ and $\mathcal{T}$ is the semi-automaton $\mathcal{S} \times \mathcal{T}=\left(S \times T, \Sigma,\left(s_{0}, t_{0}\right), \delta^{\prime \prime}\right)$, where $\delta^{\prime \prime}((s, t), a)=\left(\delta(s, a), \delta^{\prime}(t, a)\right)$ for every $(s, t) \in S \times T$ and $a \in \Sigma$. The direct product of the bimachines $\mathcal{B}$ and $\mathcal{B}^{\prime}$ is the bimachine

$$
\mathcal{B} \times \mathcal{B}^{\prime}=\left(\Sigma, \Gamma \times \Gamma, \mathcal{S}^{\rightarrow} \times \mathcal{T}^{\rightarrow}, \mathcal{S}^{\leftarrow} \times \mathcal{T}^{\leftarrow}, f^{\prime \prime}\right)
$$

where $f^{\prime \prime}\left(\left(s^{\rightarrow}, t^{\rightarrow}\right), a,\left(s^{\leftarrow}, t^{\leftarrow}\right)\right)=\left(f\left(s^{\rightarrow}, a, s^{\leftarrow}\right), f^{\prime}\left(t^{\rightarrow}, a, t^{\leftarrow}\right)\right)$ for all $\left(s^{\rightarrow}, t^{\rightarrow}\right) \in S^{\rightarrow} \times$ $T^{\rightarrow},\left(s^{\leftarrow}, t^{\leftarrow}\right) \in S^{\leftarrow} \times T^{\leftarrow}$, and $a \in \Sigma$.

To give an algorithm which computes the minimal automaton equivalent to $\mathcal{A}$, we define the relation $\tau_{n} \subseteq Q \times Q$ for every $n \geq 0$, by induction on $n$.

Base of induction: For each $p, q \in Q$, let $p \tau_{0} q$ if and only if $(p \in F \Longleftrightarrow q \in F)$.
Induction step: Let $n \geq 0$ and assume that we have defined $\tau_{n}$. For each $p, q \in Q$, let $p \tau_{n+1} q$ if and only if

- $p \tau_{n} q$ and
- for the bimachine $\mathcal{B}_{p} \times \mathcal{B}_{q}=\left(\Sigma, Q \times Q, \mathcal{S}_{p} \times \mathcal{S}_{q}^{\rightarrow}, \mathcal{S}_{p}^{\leftarrow} \times \mathcal{S}_{q}^{\leftarrow}, f_{(p, q)}\right)$ and for any reachable pair $\left(\left(s^{\rightarrow}, t^{\rightarrow}\right),\left(s^{\leftarrow}, t^{\leftarrow}\right)\right)$ in $\mathcal{B}_{p} \times \mathcal{B}_{q}$ and $a \in \Sigma$, if $f_{(p, q)}\left(\left(s^{\rightarrow}, t^{\rightarrow}\right), a,\left(s^{\leftarrow}, t^{\leftarrow}\right)\right)=\left(r_{1}, r_{2}\right)$, then we have $r_{1} \tau_{n} r_{2}$.

Lemma 25. For each $n \geq 0, \tau_{n}$ is an equivalence relation.
Proof. We proceed by induction on $n$.
Base of induction: $n=0$. By definition, $\tau_{0}$ is an equivalence relation.
Induction step: We assume that the lemma holds for $n \geq 0$, and show that it also holds for $n+1$. By definition and the induction hypothesis, $\tau_{n+1}$ is reflexive and symmetric. We will show that $\tau_{n+1}$ is transitive. To this end, let $p, q, r \in Q$, and assume that $p \tau_{n+1} q$ and $q \tau_{n+1} r$. Since $p \tau_{n+1} q$ and $q \tau_{n+1} r$, we have $p \tau_{n} q$ and $q \tau_{n} r$. By the induction hypothesis, $p \tau_{n} r$. All is left to show is that for the bimachine $\mathcal{B}_{p} \times \mathcal{B}_{r}=\left(\Sigma, Q \times Q, \mathcal{S}_{p} \times \mathcal{S}_{r}^{\overrightarrow{ }}, \mathcal{S}_{p}^{\leftarrow} \times \mathcal{S}_{r}^{\leftarrow}, f_{(p, r)}\right)$ and for any reachable pair $\left(\left(s^{\rightarrow}, t^{\rightarrow}\right),\left(s^{\leftarrow}, t^{\leftarrow}\right)\right)$ in $\mathcal{B}_{p} \times \mathcal{B}_{r}$ and $a \in \Sigma$, if $f_{(p, r)}\left(\left(s^{\rightarrow}, t^{\rightarrow}\right), a,\left(s^{\leftarrow}, t^{\leftarrow}\right)\right)=\left(p^{\prime}, r^{\prime}\right)$, then we have $p^{\prime} \tau_{n} r^{\prime}$. To this end, take a word $w=a_{1} \ldots a_{k} \in \Sigma^{*}, k \geq 1$, such that

- $\left(s_{0}, t_{0}\right)\left(s_{1}, t_{1}^{\overrightarrow{1}}\right) \ldots\left(s_{\vec{k}-1}, t_{\vec{k}-1}\right)\left(s_{\vec{k}}, t_{k}\right)$ is the run of $\mathcal{S}_{\vec{p}}^{\overrightarrow{0}} \times \mathcal{S}_{r}^{\vec{~}}$ on $a_{1} \ldots a_{k}$,
- $\left(s_{0}^{\leftarrow}, t_{0}^{\leftarrow}\right)\left(s_{1}^{\leftarrow}, t_{1}^{\leftarrow}\right) \ldots\left(s_{k-1}^{\leftarrow}, t_{k-1}^{\leftarrow}\right)\left(s_{k}^{\leftarrow}, t_{k}^{\leftarrow}\right)$ is the run of $\mathcal{S}_{p}^{\leftarrow} \times \mathcal{S}_{r}^{\leftarrow}$ on $a_{k} \ldots a_{1}$,
- $\left(\left(s^{\rightarrow}, t^{\rightarrow}\right), a,\left(s^{\leftarrow}, t^{\leftarrow}\right)\right)=\left(\left(s_{j-1}, t_{j-1}\right), a_{j},\left(s_{k-j}^{\leftarrow} t_{k-j}^{\leftarrow}\right)\right)$ for some $1 \leq j \leq k$ and
- $\left(p_{i}, r_{i}\right)=f_{(p, r)}\left(\left(s_{i-1}, t_{i-1}\right), a_{i},\left(s_{k-i}^{\leftarrow}, t_{k-i}^{\leftarrow}\right)\right)$ for $1 \leq i \leq k$.

Then $\left\|\mathcal{B}_{p} \times \mathcal{B}_{r}\right\|(w)=\left(p_{1}, r_{1}\right) \ldots\left(p_{k}, r_{k}\right)$ and $\left(p^{\prime}, r^{\prime}\right)=\left(p_{j}, r_{j}\right)$.
Let $y_{0}^{\overrightarrow{0}} y_{1}^{\overrightarrow{\mathcal{B}}} \ldots y_{\vec{k}-1} y_{\vec{k}}$ be the run of $\mathcal{S}_{q}^{\rightarrow}$ on $a_{1} \ldots a_{k}$, and $y_{0}^{\leftarrow} y_{1}^{\leftarrow} \ldots y_{k-1}^{\leftarrow} y_{k}^{\leftarrow}$ the run of $\mathcal{S}_{q}^{\leftarrow}$ on the reversed input $a_{k} \ldots a_{1}$, and let $q_{i}=f\left(y_{i-1}, a_{i}, y_{k-i}^{\leftarrow}\right)$ for $1 \leq i \leq k$. Then $\left\|\mathcal{B}_{q}\right\|(w)=q_{1} \ldots q_{k}$ and $\left\|\mathcal{B}_{p} \times \mathcal{B}_{q}\right\|(w)=\left(p_{1}, q_{1}\right) \ldots\left(p_{k}, q_{k}\right)$ and $\left\|\mathcal{B}_{q} \times \mathcal{B}_{r}\right\|(w)=$ $\left(q_{1}, r_{1}\right) \ldots\left(q_{k}, r_{k}\right)$. Since $p \tau_{n+1} q$ and $q \tau_{n+1} r$, we have $p_{j} \tau_{n} q_{j}$ and $q_{j} \tau_{n} r_{j}$. By the induction hypothesis, $\tau_{n}$ is an equivalence relation, hence $p_{j} \tau_{n} r_{j}$. Since $\left(p^{\prime}, r^{\prime}\right)=$ $\left(p_{j}, r_{j}\right)$, we have $p^{\prime} \tau_{n} r^{\prime}$. Therefore $p \tau_{n+1} r$, and hence $\tau_{n+1}$ is transitive.

Obviously, we have

$$
\tau_{0} \supseteq \tau_{1} \supseteq \tau_{2} \supseteq \cdots
$$

and thus there is an integer $n_{0} \geq 0$ such that $\tau_{n_{0}}=\tau_{n_{0}+1}$. Moreover, we can prove that $\tau_{n_{0}}=\tau_{n_{0}+1}$ implies $\tau_{n_{0}+1}=\tau_{n_{0}+2}=\cdots$ for every $n_{0} \geq 0$.

Lemma 26. For all $n, l \geq 0, p, q \in Q, \xi \in T_{\Sigma}$ with height $(\xi) \geq l, x \in \operatorname{dom}(\xi)$ with $|x|=l$, $p$-run $r_{p}$ of $\mathcal{A}$ on $\xi$ and $q$-run $r_{q}$ of $\mathcal{A}$ on $\xi$, if $p \tau_{n+l} q$, then $r_{p}(x) \tau_{n} r_{q}(x)$.

Proof. We proceed by induction on $l$. If $l=0$, then $p=r_{p}(x)$ and $q=r_{q}(x)$. By our assumption $p \tau_{n+0} q$, we have $r_{p}(x) \tau_{n} r_{q}(x)$.

Induction step: We assume that the lemma holds for $l \geq 0$, and show that it also holds for $l+1$. To this end, let $\xi \in T_{\Sigma}$ with $\xi=a\left(\xi_{1} \ldots \xi_{k}\right)$, $\operatorname{height}(\xi) \geq l+1$, and let $x=i y$, where $0 \leq i \leq k,|x|=l+1$ and hence $|y|=l$, and assume that $p \tau_{n+l+1} q$. Consider an arbitrary $p$-run $r_{p}$ of $\mathcal{A}$ on $\xi$ and an arbitrary $q$-run $r_{q}$ of $\mathcal{A}$ on $\xi$. If $r_{p}(i)=p^{\prime}$ and $r_{q}(i)=q^{\prime}$, then by the definition of $\tau_{n+l+1}, p^{\prime} \tau_{n+l} q^{\prime}$. Hence, by the induction hypothesis, for the $p^{\prime}$-run $r_{p^{\prime}}$ of $\mathcal{A}$ on $\xi_{i}$ and for the $q^{\prime}$-run $r_{q^{\prime}}$ of $\mathcal{A}$ on $\xi_{i}$, we have $r_{p^{\prime}}(y) \tau_{n} r_{q^{\prime}}(y)$. Observe that $r_{p^{\prime}}(y)=r_{p}(x)$ and $r_{q^{\prime}}(y)=r_{q}(x)$. Consequently, $r_{p}(x) \tau_{n} r_{q}(x)$.

Lemma 27. Let $n_{0}$ be the least integer with $\tau_{n_{0}}=\tau_{n_{0}+1}$. Then $\tau_{n_{0}}=\tau_{\mathcal{A}}$.
Proof. First we show that $\tau_{n_{0}} \subseteq \tau_{\mathcal{A}}$. Let $p \tau_{n_{0}} q$. Then $p \tau_{n_{0}+l} q$ for each $l \geq 0$, hence by Lemma 26 , for all $l \geq 0, \xi \in T_{\Sigma}$ with $\operatorname{height}(\xi) \geq l, x \in \operatorname{dom}(\xi)$ with $|x|=l$, $p$-run $r_{p}$ of $\mathcal{A}$ on $\xi$ and $q$-run $r_{q}$ of $\mathcal{A}$ on $\xi$, we have $r_{p}(x) \tau_{n} r_{q}(x)$. By the inclusion $\tau_{0} \supseteq \tau_{n_{0}}$, we have $r_{p}(x) \tau_{0} r_{q}(x)$. Hence, by the definition of $\rho_{0}$, we have $\left(r_{p}(x) \in F\right.$ if and only if $\left.r_{q}(x) \in F\right)$. Since $l \geq 0, \xi \in T_{\Sigma}$, and $x \in \operatorname{dom}(\xi)$ are arbitrary, $L(\mathcal{A}, p)=L(\mathcal{A}, q)$.

We now show that $\tau_{\mathcal{A}} \subseteq \tau_{n_{0}}$. To this end we show that for all $p, q \in Q, n \geq 0$, if $(p, q) \notin \tau_{n}$, then $(p, q) \notin \tau_{\mathcal{A}}$. We proceed by induction on $n$.

Base of induction: $n=0$. If $(p, q) \notin \tau_{0}$, then ( $p \in F$ if and only if $\left.q \notin F\right)$. Hence $L(\mathcal{A}, p) \neq L(\mathcal{A}, q)$ and thus $p \tau_{A} q$ does not hold.

Induction step. Assume that $p \tau_{n+1} q$ does not hold. Then $p \tau_{n} q$ does not hold or $p \tau_{n} q$ and there is a word $z \in \Sigma^{*}$ such that $\left\|\mathcal{B}_{p}\right\|(z)=p_{1} \ldots p_{k}$ and $\left\|\mathcal{B}_{q}\right\|(z)=q_{1} \ldots q_{k}$ and $\left(p_{i}, q_{i}\right) \notin \tau_{n}$ for some $1 \leq i \leq k$. In the first case, by the induction hypothesis, $(p, q) \notin \tau_{\mathcal{A}}$. In the second case, $L\left(\mathcal{A}, p_{i}\right) \backslash L\left(\mathcal{A}, q_{i}\right) \neq \emptyset$ or $L\left(\mathcal{A}, q_{i}\right) \backslash L\left(\mathcal{A}, p_{i}\right) \neq \emptyset$. If $L\left(\mathcal{A}, p_{i}\right) \backslash L\left(\mathcal{A}, q_{i}\right) \neq \emptyset$, then let $\xi_{i} \in\left(L\left(\mathcal{A}, p_{i}\right) \backslash L\left(\mathcal{A}, q_{i}\right)\right)$, otherwise let $\xi_{i} \in$ $L\left(\mathcal{A}, p_{i}\right)$. If $L\left(\mathcal{A}, q_{i}\right) \backslash L\left(\mathcal{A}, p_{i}\right) \neq \emptyset$, then let $\zeta_{i} \in\left(L\left(\mathcal{A}, q_{i}\right) \backslash L\left(\mathcal{A}, p_{i}\right)\right)$, otherwise let $\zeta_{i} \in L\left(\mathcal{A}, q_{i}\right)$. For each $1 \leq j \leq k$ with $j \neq i$, let $\xi_{j} \in L\left(\mathcal{A}, p_{j}\right)$ and $\zeta_{j} \in L\left(\mathcal{A}, q_{j}\right)$. Then let $\xi=a\left(\xi_{1} \ldots \xi_{k}\right)$ and $\zeta=a\left(\zeta_{1} \ldots \zeta_{k}\right)$. Consequently, $\xi \in(L(\mathcal{A}, p) \backslash L(\mathcal{A}, q))$ or $\zeta \in(L(\mathcal{A}, q) \backslash L(\mathcal{A}, p))$. Hence $L(\mathcal{A}, p) \neq L(\mathcal{A}, q)$ and thus $p \tau_{A} q$ does not hold.

Proposition 7. There is a polynomial time algorithm which constructs $\mathcal{A} / \tau_{\mathcal{A}}$ for a given $\mathcal{A}$.

Proof. We compute $\tau_{1}$ in $\mathcal{O}\left(|Q|^{2}\right)$ time. For every $1<n \leq n_{0}$, the relation $\tau_{n}$ can be computed in $\mathcal{O}\left(|Q|^{2}\left(N^{\rightarrow}\right)^{2}|\Sigma|\left(N^{\leftarrow}\right)^{2}\right)$ time, where $N^{\rightarrow}=\max \left\{\left|S_{p}^{\rightarrow}\right| \mid p \in Q\right\}$ and $N^{\leftarrow}=\max \left\{\left|S_{p}^{\leftarrow}\right| \mid p \in Q\right\}$. Since there are at most $|Q|$ steps, the relation $\tau_{n_{0}}$ can be computed in $\mathcal{O}\left(|Q|^{3}\left(N^{\rightarrow}\right)^{2}|\Sigma|\left(N^{\leftarrow}\right)^{2}\right)$ time.
Theorem 3. There is a polynomial time algorithm which constructs for $\mathcal{A}$ an equivalent minimal DTTA.

Proof. By Propositions 6, 7, 2, and 3, respectively, we compute the following sequence of DTTAs in polynomial time.

1) The connected part $\mathcal{A}^{c}=\left(Q^{c}, \Sigma, f_{\mathrm{in}}^{c},\left(\mathcal{B}_{q} \mid q \in Q^{c}\right), F^{c}\right)$ of $\mathcal{A}$.
2) The congruence $\tau_{\mathcal{A}^{c}}$ and the DTTA

$$
\mathcal{A}^{c} / \tau_{\mathcal{A}^{c}}=\left(Q^{c} / \tau_{\mathcal{A}^{c}}, \Sigma, f_{\mathrm{in}, \tau_{\mathcal{A}}^{c}}^{c},\left(\mathcal{B}_{q / \tau_{\mathcal{A}^{c}}} \mid q / \tau_{\mathcal{A}^{c}} \in Q^{c} / \tau_{\mathcal{A}^{c}}\right), F^{c} / \tau_{\mathcal{A}^{c}}\right)
$$

3) For each $q / \tau_{\mathcal{A}^{c}} \in Q^{c} / \tau_{\mathcal{A}^{c}}$, the connected part $\mathcal{B}_{q / \tau_{\mathcal{A}^{c}}^{c}}^{c}$ of $\mathcal{B}_{q / \tau_{\mathcal{A}^{c}}}$.
4) The DTTA

$$
\left(Q^{c} / \tau_{\mathcal{A}^{c}}, \Sigma, f_{\mathrm{in}, \tau_{\mathcal{A}^{c}}}^{c},\left(\mathcal{B}_{q / \tau_{\mathcal{A}^{c}}}^{c} / \rho_{\mathcal{B}_{q / \tau_{\mathcal{A}^{c}}^{c}}^{c}} \mid q / \tau_{\mathcal{A}^{c}} \in Q^{c} / \tau_{\mathcal{A}^{c}}\right), F^{c} / \tau_{\mathcal{A}^{c}}\right)
$$

By Lemma 24, the latter one is a minimal DTTA which is equivalent to $\mathcal{A}$.
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