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#### Abstract

We consider offline sensing unranked top-down tree automata in which the state transitions are computed by bimachines. We give a polynomial time algorithm for minimizing such tree automata when they are state-separated.
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## 1 Introduction

Minimization algorithms are necessary for the practical application of tree automata. Over ranked trees, Björklund and Cleophas [1] presented a taxonomy of algorithms for minimizing deterministic bottom-up tree automata, and Gécseg and Steinby [5] minimized deterministic top-down tree automata.

XML data or XML documents can be adequately represented by finite labeled unranked trees, where unranked means that nodes can have arbitrarily many children. This XML setting motivated the development of a theory of unranked tree automata, both bottom-up and top-down computing were studied [2, 10]. Bottomup and top-down unranked tree automata have the same recognizing power [3]. Researchers usually abstract XML schema languages as Extended Document Type Definitions (EDTDs for short) instead of tree automata. Minimizing unranked tree automata or EDTDs is of both theoretical and practical importance [7].

In the case of bottom-up computing, Martens and Niehren [7] compared several notions of bottom-up determinism for unranked tree automata, minimized various types of deterministic bottom-up unranked tree automata, and showed that the minimization problem is NP-complete for bottom-up unranked tree automata in which the string languages in the transition functions are represented by deterministic finite state automata. For the size of deterministic bottom-up unranked tree

[^0]automata, Salomaa and Piao [11] presented upper and lower bounds for the union and intersection operations, and an upper bound for tree concatenation. They [12] presented a lower bound for the size blow-up of determinizing a nondeterministic unranked tree automaton.

For deterministic top-down unranked tree automata a blind version and a sensing version with two variants were introduced. The first variant is the online one, the state of a child depends on the state and the label of its parent and the labels of its left-siblings. Hence the child states are assigned when processing the child string in one pass from left to right. Online deterministic top-down unranked tree automata have been investigated in the context of XML schema languages, they were called as restrained competition EDTDs [9]. The second variant is the offline one, it first reads the complete child string and only then assigns states to all children. The blind, online, and offline sensing deterministic top-down unranked tree automata are increasingly more powerful, and all of them are less powerful than nondeterministic top-down unranked tree automata [8].

Minimization runs in nondeterministic polynomial time for deterministic blind top-down unranked tree automata, but the precise complexity is unknown, and runs in polynomial time for deterministic online sensing top-down unranked tree automata. Martens et al. [8] minimized deterministic offline sensing top-down unranked tree automata, where an unambiguous nondeterministic finite state automaton, associated with the state of the parent, reads the complete child string and assigns to each child the state it enters having read the child's label. They [8] reduced the minimization problem for unambiguous nondeterministic finite state automata, shown to be NP-complete by Jiang and Ravikumar [6], into the minimization for deterministic offline sensing top-down unranked tree automata, hence the minimization is NP-complete for deterministic offline sensing top-down unranked tree automata.

Cristau et al. [4] gave an equivalent formalism for deterministic offline sensing top-down unranked tree automata in terms of bimachines, from now on we refer to this notion simply as a deterministic top-down tree automaton (DTTA for short). A bimachine associated with the state of the parent assigns states to all children during the transition. Its two semi-automaton components read the child string from left-to-right and right-to-left, respectively, and its output function computes the state of a child depending on the label of the node and the states of the two semi-automata. Cristau et al. [4] noted that restrained competition EDTDs can be seen as a restricted version of the DTTAs. Martens and Niehren [7] minimized single-type and restrained completion EDTDs in polynomial time.

We minimize the size of a DTTA by minimizing the number of its states and the number of the states of the bimachines associated with its states. A state of a DTTA is an $\emptyset$-state if it accepts the empty tree language. A DTTA is state-separated if each transition yields a sequence of $\emptyset$-states or a sequence of non $\emptyset$-states. We show that it is decidable if a DTTA is state-separated. As the main result of our paper, we give a polynomial time minimizing algorithm for state-separated DTTAs. We will measure time as the number of elementary steps, assuming that each such step takes a constant time. The core of our algorithm is twofold. Following the ideas of
[5], we compute the connected part of the DTTA, find the equivalent states, and then collapse them into a single state, which is their equivalence class. Then we do similar minimization steps for the semi-automaton components of the bimachines associated with the DTTA states. We compute the connected parts of the semiautomata, find the equivalent semi-automaton states, and then collapse them into a single state, which is their equivalence class. Here two states of either of the semi-automata are equivalent if they yield the same output along all computations on any input word starting from them and any state of the other semi-automaton of the bimachine.

In Section 2, we present a brief review of the notions and notations used in the paper. In Section 3, we recall the concept of a bimachine, then study and minimize bimachines. In Section 4, we recall the concept of a DTTA. Then we present our minimization algorithm for state-separated DTTAs, and show the correctness of our algorithm.

## 2 Preliminaries

We denote by $\mathbb{N}$ the set of positive integers.
The cardinality of a set $A$ is written as $|A|$. The composition of two mappings $f: A \rightarrow B$ and $g: B \rightarrow C$ is the mapping $f \circ g: A \rightarrow C$ defined by $f \circ g(a)=g(f(a))$ for every $a \in A$.

A (binary) relation $\rho$ over a set $A$ is a subset $\rho \subseteq A \times A$. For $(a, b) \in \rho$ we write $a \rho b$. We denote the reflexive and transitive closure of $\rho$ by $\rho^{*}$. Let $\rho$ be an equivalence relation (i.e., a reflexive, symmetric, and transitive relation) over $A$. For every $a \in A$, we denote by $a / \rho$ the equivalence class which contains $a$, i.e., $a / \rho=\{b \in A \mid a \rho b\}$. Moreover, for every $B \subseteq A$ we define $B / \rho=\{a / \rho \mid a \in B\}$. Hence $A / \rho$ is the set of all equivalence classes determined by $\rho$.

For a set $X$ we denote by $X^{*}$ the set of all finite words over $X$. The empty word is denoted by $\varepsilon$. For every $x \in \Sigma^{*}$, we denote by $|x|$ and $x^{-1}$ the length and the reversal of $x$, respectively, and define them in the usual way.

A tree domain is a non-empty, finite, and prefix-closed subset $D$ of $\mathbb{N}^{*}$ satisfying the following condition: if $x i \in D$ for $x \in \mathbb{N}^{*}$ and $i \in \mathbb{N}$, then $x j \in D$ for all $j$ with $1 \leq j<i$.

Let $\Sigma$ be an alphabet, i.e., a finite and non-empty set of symbols. An unranked tree over $\Sigma$ (or just a tree) is a mapping $\xi: \operatorname{dom}(\xi) \rightarrow \Sigma$, where $\operatorname{dom}(\xi)$ is a tree domain. The elements of $\operatorname{dom}(\xi)$ are called the nodes of $\xi$. For every $x \in \operatorname{dom}(\xi)$ we call the element $\xi(x)$ of $\Sigma$ the label of the node $x$ and the number $\mathrm{rk}_{\xi}(x)=$ $\max \{i \in \mathbb{N} \mid x i \in \operatorname{dom}(\xi)\}$ the rank of the node $x$ in $\xi$. The root of $\xi$ is $\xi(\varepsilon)$. If $x i \in \operatorname{dom}(\xi)$ for some $x \in \operatorname{dom}(\xi)$ and $i \in \mathbb{N}$, then we call $x i$ the successor of $x$. As usual, a node of $\xi$ without successors is called a leaf of $\xi$. The height height $(\xi)$ of $\xi$ is defined by $\operatorname{height}(\xi)=\max \{|x| \mid x \in \operatorname{dom}(\xi)\}$. We denote by $T_{\Sigma}$ the set of all trees over $\Sigma$.

Furthermore, let $\xi, \xi^{\prime} \in T_{\Sigma}$ and $x \in \operatorname{dom}(\xi)$. The subtree $\left.\xi\right|_{x}$ of $\xi$ at position $x$ is defined by $\operatorname{dom}\left(\left.\xi\right|_{x}\right)=\left\{y \in \mathbb{N}^{*} \mid x y \in \operatorname{dom}(\xi)\right\}$ and $\left.\xi\right|_{x}(y)=\xi(x y)$ for all
$y \in \operatorname{dom}\left(\left.\xi\right|_{x}\right)$. Moreover, we denote by $\xi\left[x \leftarrow \xi^{\prime}\right]$ the tree which is obtained from $\xi$ by "replacing $\left.\xi\right|_{x}$ by $\xi^{\prime \prime}$ ", i.e. defined by

$$
\operatorname{dom}\left(\xi\left[x \leftarrow \xi^{\prime}\right]\right)=\left(\operatorname{dom}(\xi) \backslash\left\{x y \mid y \in \mathbb{N}^{*}\right\}\right) \cup\left\{x y \mid y \in \operatorname{dom}\left(\xi^{\prime}\right)\right\}
$$

and

$$
\xi\left[x \leftarrow \xi^{\prime}\right](z)= \begin{cases}\xi(z) & \text { if } z \in\left(\operatorname{dom}(\xi) \backslash\left\{x y \mid y \in \mathbb{N}^{*}\right\}\right) \\ \xi^{\prime}(y) & \text { if } \left.z=x y \text { for some } y \in \operatorname{dom}\left(\xi^{\prime}\right)\right\}\end{cases}
$$

If the root of $\xi$ is labeled by $a$ and the root has $k$ successors at which the direct subtrees $\xi_{1}, \ldots, \xi_{k}$ are rooted, then we write $\xi=a\left(\xi_{1} \ldots \xi_{k}\right)$.

Throughout the paper $\Sigma$ and $\Gamma$ denote arbitrary alphabets.

## 3 Bimachines

In this section we recall the concept of a bimachine, and establish a pumping lemma for bimachines and give a polynomial time algorithm for minimizing a bimachine.

### 3.1 General concepts

A semi-automaton is a quadruple $\mathcal{S}=\left(S, \Sigma, s_{0}, \delta\right)$, where $S$ is a finite set (states), $\Sigma$ is an alphabet (input alphabet), $s_{0} \in S$ (initial state), and $\delta: S \times \Sigma \rightarrow S$ is a mapping (transition mapping). Let $s \in S$ be a state and $w=a_{1} \ldots a_{k} \in \Sigma^{*}$ an input word. The $s$-run of $\mathcal{S}$ on $w$ is the sequence $t_{0} \ldots t_{k}$ of states such that $t_{0}=s$ and $t_{i}=\delta\left(t_{i-1}, a_{i}\right)$ for all $1 \leq i \leq k$. We denote the state $t_{k}$ also by $s w_{\mathcal{S}}$ or by $s w$ if $\mathcal{S}$ is clear from the context. The $s_{0}$-run of $\mathcal{S}$ on $w$ is called the run of $\mathcal{S}$ on $w$. A state $s \in S$ is reachable (in $\mathcal{S}$ ) if there is a $w \in \Sigma^{*}$ such that $s=s_{0} w$. The set of all reachable states is $S^{c}=\left\{s_{0} w \mid w \in \Sigma^{*}\right\}$. Moreover, the connected part of $\mathcal{S}$ is the semi-automaton $\mathcal{S}^{c}=\left(S^{c}, \Sigma, s_{0}, \delta^{c}\right)$, where $\delta^{c}(s, a)=\delta(s, a)$ for each $s \in S^{c}$ and $a \in \Sigma$. (Note that $\delta(s, a) \in S^{c}$.) We call $\mathcal{S}$ connected if $S^{c}=S$. Obviously, $\mathcal{S}^{c}$ is connected. The following result is well-known.

Proposition 1. There is a polynomial time algorithm which constructs $\mathcal{S}^{c}$ for a given $\mathcal{S}$.

Proof. The standard algorithm runs in $\mathcal{O}\left(|S|^{2}|\Sigma|\right)$ time.
A congruence of $\mathcal{S}$ is an equivalence relation $\rho$ over $S$ such that spt implies $\delta(s, a) \rho \delta(t, a)$ for every $s, t \in S$ and $a \in \Sigma$. The factor semi-automaton of $\mathcal{S}$ determined by a congruence $\rho$ is the semi-automaton $\mathcal{S} / \rho=\left(S / \rho, \Sigma, s_{0} / \rho, \delta_{\rho}\right)$, where $\delta_{\rho}(s / \rho, a)=\delta(s, a) / \rho$ for all $s \in S$ and $a \in \Sigma$.

Let $\mathcal{T}=\left(T, \Sigma, t_{0}, \delta^{\prime}\right)$ be a semi-automaton. A mapping $\varphi: S \rightarrow T$ is a homomorphism from $\mathcal{S}$ to $\mathcal{T}$ if

- $\varphi\left(s_{0}\right)=t_{0}$ and,
- $\varphi(\delta(s, a))=\delta^{\prime}(\varphi(s), a)$ for every $s \in S$ and $a \in \Sigma$.


Figure 1: Visualization of the definition of the mapping $\|\mathcal{B}\|_{\left(s^{\dashv}, s^{-}\right)}$

For a homomorphism $\varphi$ from $\mathcal{S}$ to $\mathcal{T}$, we have $\varphi\left(s w_{\mathcal{S}}\right)=\varphi(s) w_{\mathcal{T}}$. If $\varphi$ is a surjective homomorphism, then $\mathcal{T}$ is a homomorphic image of $\mathcal{S}$. If, in addition, $\varphi$ is a bijection, then we say that $\mathcal{S}$ and $\mathcal{T}$ are isomorphic and write $\mathcal{S} \cong \mathcal{T}$.

A bimachine is a system $\mathcal{B}=\left(\Sigma, \Gamma, \mathcal{S}^{\rightarrow}, \mathcal{S}^{\leftarrow}, f\right)$, where $\Sigma$ and $\Gamma$ are alphabets (input and output), $\mathcal{S}^{\rightarrow}=\left(S^{\rightarrow}, \Sigma, s_{0}, \delta^{\rightarrow}\right)$ and $\mathcal{S}^{\leftarrow}=\left(S^{\leftarrow}, \Sigma, s_{0}^{\leftarrow}, \delta^{\leftarrow}\right)$ are semiautomata, and $f: S^{\rightarrow} \times \Sigma \times S^{\leftarrow} \rightarrow \Gamma$ is a mapping (output function).

For every $s^{\rightarrow} \in S^{\rightarrow}$ and $s^{\leftarrow} \in S^{\leftarrow}$, we define the mapping

$$
\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{-}\right)}: \Sigma^{*} \rightarrow \Gamma^{*}
$$

as follows. Let $\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{-}\right)}(\varepsilon)=\varepsilon$. For every $k \geq 1$ and $w=a_{1} \ldots a_{k} \in \Sigma^{*}$, we let $\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{-}\right)}(w)=b_{1} \ldots b_{k}$, where $b_{1}, \ldots, b_{k} \in \Gamma$ are obtained as follows. Let

- $t_{0} t_{1} \ldots t_{k-1} t_{k}$ be the $s^{\overrightarrow{-}}$-run of $\mathcal{S}^{\rightarrow}$ on $a_{1} \ldots a_{k}$,
- $t_{0}^{\leftarrow} t_{1}^{\leftarrow} \ldots t_{k-1}^{\leftarrow} t_{k}^{\leftarrow}$ the $s^{\leftarrow}$-run of $\mathcal{S}^{\leftarrow}$ on the reversed input $a_{k} \ldots a_{1}$, and
- let $b_{i}=f\left(t_{i-1}^{-}, a_{i}, t_{k-i}^{\leftarrow}\right)$ for $1 \leq i \leq k$, see Fig. 1 .

We call $\|\mathcal{B}\|_{\left(s_{0}, s_{0}^{\leftarrow}\right)}$ the mapping computed by $\mathcal{B}$ and denote it by $\|\mathcal{B}\|$.
Throughout the paper, $\mathcal{B}$ and $\mathcal{B}^{\prime}$ will denote the bimachines

- $\mathcal{B}=\left(\Sigma, \Gamma, \mathcal{S}^{\rightarrow}, \mathcal{S}^{\leftarrow}, f\right)$, with semi-automata $\mathcal{S}^{\rightarrow}=\left(S^{\rightarrow}, \Sigma, s_{0}, \delta^{\rightarrow}\right)$ and $\mathcal{S}^{\leftarrow}=\left(S^{\leftarrow}, \Sigma, s_{0}^{\leftarrow}, \delta^{\leftarrow}\right)$ and
- $\mathcal{B}^{\prime}=\left(\Sigma, \Gamma, \mathcal{T}^{\rightarrow}, \mathcal{T}^{\leftarrow}, f^{\prime}\right)$ with semi-automata $\mathcal{T}^{\rightarrow}=\left(T^{\rightarrow}, \Sigma, t_{0}, \gamma^{\rightarrow}\right)$

$$
\text { and } \mathcal{T}^{\leftarrow}=\left(T^{\leftarrow}, \Sigma, t_{0}^{\leftarrow}, \gamma^{\leftarrow}\right) \text {, }
$$

respectively.
The bimachines $\mathcal{B}$ and $\mathcal{B}^{\prime}$ are equivalent if $\|\mathcal{B}\|=\left\|\mathcal{B}^{\prime}\right\|$. Next we prove a pumping lemma for bimachines.

Lemma 1. There is an integer $N>0$ such that for every $x \in \Sigma^{*}$ with $|x|>N$ and $\|\mathcal{B}\|(x)=y$, there are $x_{1}, x_{2}, x_{3} \in \Sigma^{*}$ and $y_{1}, y_{2}, y_{3} \in \Gamma^{*}$ such that

- $x=x_{1} x_{2} x_{3}$ and $y=y_{1} y_{2} y_{3}$,
- $\left|x_{i}\right|=\left|y_{i}\right|$ for $1 \leq i \leq 3$,
- $0<\left|x_{2}\right|=\left|y_{2}\right| \leq N$, and
- $\|\mathcal{B}\|\left(x_{1} x_{2}^{n} x_{3}\right)=y_{1} y_{2}^{n} y_{3}$ for every $n \geq 0$.

Proof. Let $N=\left|S^{\rightarrow}\right|\left|S^{\leftarrow}\right||\Sigma|$. Moreover, let $x=a_{1} \ldots a_{k} \in \Sigma^{*}$ be an input string with $a_{1}, \ldots, a_{k} \in \Sigma$ and $k>N$ and $\|\mathcal{B}\|(x)=y$. Let

- $s_{0} s_{1} \ldots s_{k-1} s_{k}$ be the run of $\mathcal{S}^{\rightarrow}$ on $a_{1} \ldots a_{k}$,
- $s_{0}^{\leftarrow} s_{1}^{\leftarrow} \ldots s_{k-1}^{\leftarrow} s_{k}^{\leftarrow}$ the run of $\mathcal{S}^{\leftarrow}$ on $a_{k} \ldots a_{1}$, and
- let $b_{i}=f\left(s_{i-1}, a_{i}, s_{k-i}^{\leftarrow}\right)$ for $1 \leq i \leq k$.

Then $y=b_{1} \ldots b_{k}$. Since $k>N$, there are $1 \leq i<j \leq k$ such that

$$
\left(s_{i-1}^{\overrightarrow{ }}, a_{i}, s_{k-i}^{\leftarrow}\right)=\left(s_{j-1}, a_{j}, s_{k-j}^{\leftarrow}\right)
$$

We may assume w.l.o.g. that the triples in the sequence $\left(s_{i}, a_{i+1}, s_{k-i-1}^{\leftarrow}\right) \ldots$ $\left(s_{j-1}^{\vec{j}}, a_{j}, s_{k-j}^{\leftarrow}\right)$ are pairwise different. Then we define

$$
x_{1}=a_{1} \ldots a_{i}, \quad x_{2}=a_{i+1} \ldots a_{j}, \text { and } \quad x_{3}=a_{j+1} \ldots a_{k}
$$

and decompose $y$ into $y_{1}, y_{2}$, and $y_{3}$ accordingly. By standard arguments we can show that these decompositions of $x$ and $y$ satisfy the requirements of the lemma.

Let $s^{\rightarrow} \in S^{\rightarrow}, s^{\leftarrow} \in S^{\leftarrow}$, and $x, y \in \Sigma^{*}$. It should be clear that

$$
\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{\star}\right)}(x y)=\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{\star} y^{-1}\right)}(x)\|\mathcal{B}\|_{\left(s^{\rightarrow} x, s^{\star}\right)}(y) .
$$

We will use this fact later in the paper.
Let $s^{\rightarrow} \in S^{\rightarrow}$ and $s^{\leftarrow} \in S^{\leftarrow}$. The pair $\left(s^{\rightarrow}, s^{\leftarrow}\right)$ is reachable (in $\mathcal{B}$ ) if there is a string $x=a_{1} \ldots a_{k} \in \Sigma^{*}$ with runs

- $s_{0} \overrightarrow{s_{1}} \ldots s_{k-1} s_{k}$ of $\mathcal{S}^{\rightarrow}$ on $a_{1} \ldots a_{k}$ and
- $s_{0}^{\leftarrow} s_{1}^{\leftarrow} \ldots s_{k-1}^{\leftarrow} s_{k}^{\leftarrow}$ of $\mathcal{S}^{\leftarrow}$ on $a_{k} \ldots a_{1}$
such that $\left(s^{\rightarrow}, s^{\leftarrow}\right)=\left(s_{i-1}, s_{k-i}^{\leftarrow}\right)$ for some $1 \leq i \leq k$. We note that $\left(s^{\rightarrow}, s^{\leftarrow}\right)$ is reachable in $\mathcal{B}$ if and only if $s^{\rightarrow}$ is reachable in $\mathcal{S}^{\rightarrow}$ and $s^{\leftarrow}$ is reachable in $\mathcal{S}^{\leftarrow}$.

The connected part of $\mathcal{B}$ is the bimachine $\mathcal{B}^{c}=\left(\Sigma, \Gamma, \mathcal{S}^{\rightarrow c}, \mathcal{S}^{\leftarrow c}\right.$, $\left.f^{c}\right)$, where:

- $\mathcal{S}^{\rightarrow c}$ and $\mathcal{S}^{-c}$ are the connected parts of $\mathcal{S}^{\rightarrow}$ and $\mathcal{S}^{\leftarrow}$, respectively,
- $f^{c}\left(s^{\rightarrow}, a, s^{\leftarrow}\right)=f\left(s^{\rightarrow}, a, s^{\leftarrow}\right)$ for every $s^{\rightarrow} \in S^{\rightarrow c}, s^{\leftarrow} \in S^{\leftarrow c}$, and $a \in \Sigma$.

It is obvious that $\mathcal{B}^{c}$ is equivalent to $\mathcal{B}$. We call $\mathcal{B}$ connected if $\mathcal{B}^{c}=\mathcal{B}$. We note that $\mathcal{B}$ is connected if both $\mathcal{S}^{\rightarrow}$ and $\mathcal{S}^{\leftarrow}$ are connected. Hence $\mathcal{B}^{c}$ is connected. By Proposition 1 we have the following result.

Proposition 2. There is a polynomial time algorithm which constructs $\mathcal{B}^{c}$ for a given $\mathcal{B}$.

Proof. We compute $\mathcal{S}^{\rightarrow c}$ and $\mathcal{S}^{\leftarrow c}$. Thus, by Proposition 1, the algorithm runs in $\mathcal{O}\left(\left(\left|S^{\rightarrow}\right|^{2}+\left|S^{\leftarrow}\right|^{2}\right)|\Sigma|\right)$ time.

A congruence $\rho$ of $\mathcal{B}$ is a pair $\left(\rho^{\rightarrow}, \rho^{\leftarrow}\right)$, where

- $\rho^{\rightarrow}$ and $\rho^{\leftarrow}$ are congruences of the semi-automata $\mathcal{S}^{\rightarrow}$ and $\mathcal{S}^{\leftarrow}$, respectively, and
- for all $s^{\rightarrow}, t^{\rightarrow} \in S^{\rightarrow}, s^{\leftarrow}, t^{\leftarrow} \in S^{\leftarrow}$, and $a \in \Sigma$, if $s^{\rightarrow} \rho^{\rightarrow t}$ and $s^{\leftarrow} \rho^{\leftarrow} t^{\leftarrow}$, then

$$
f\left(s^{\rightarrow}, a, s^{\leftarrow}\right)=f\left(t^{\rightarrow}, a, t^{\leftarrow}\right)
$$

For a congruence $\rho=\left(\rho^{\rightarrow}, \rho^{\leftarrow}\right)$ of $\mathcal{B}$, we define the factor bimachine of $\mathcal{B}$ determined by $\rho$ to be

$$
\mathcal{B} / \rho=\left(\Sigma, \Gamma, \mathcal{S}^{\rightarrow} / \rho^{\rightarrow}, \mathcal{S}^{\leftarrow} / \rho^{\leftarrow}, f_{\rho}\right),
$$

where $f_{\rho}\left(s^{\rightarrow} / \rho^{\rightarrow}, a, s^{\leftarrow} / \rho^{\leftarrow}\right)=f\left(s^{\rightarrow}, a, s^{\leftarrow}\right)$ for all $s^{\rightarrow} \in S^{\rightarrow}, s^{\leftarrow} \in S^{\leftarrow}$, and $a \in \Sigma$.
A pair $\varphi=\left(\varphi^{\rightarrow}, \varphi^{\leftarrow}\right)$ of mappings $\varphi^{\rightarrow}: S^{\rightarrow} \rightarrow T^{\rightarrow}$ and $\varphi^{\leftarrow}: S^{\leftarrow} \rightarrow T^{\leftarrow}$ is a homomorphism from $\mathcal{B}$ to $\mathcal{B}^{\prime}$ if $\varphi^{\rightarrow}$ and $\varphi^{\leftarrow}$ are homomorphisms from $\mathcal{S}^{\rightarrow}$ to $\mathcal{T} \rightarrow$ and $\mathcal{S}^{\leftarrow}$ to $\mathcal{T}^{\leftarrow}$, respectively, and in addition $f\left(s^{\rightarrow}, a, s^{\leftarrow}\right)=f^{\prime}\left(\varphi^{\rightarrow}\left(s^{\rightarrow}\right), a, \varphi^{\leftarrow}\left(s^{\leftarrow}\right)\right)$ for every $s^{\rightarrow} \in S^{\rightarrow}, s^{\leftarrow} \in S^{\leftarrow}$, and $a \in \Sigma$. If $\varphi$ is a homomorphism and both $\varphi^{\rightarrow}$ and $\varphi^{\leftarrow}$ are surjective, then $\mathcal{B}^{\prime}$ is a homomorphic image of $\mathcal{B}$. If both $\varphi^{\rightarrow}$ and $\varphi^{\leftarrow}$ are bijections, then we say that $\mathcal{B}$ and $\mathcal{B}^{\prime}$ are isomorphic and write $\mathcal{B} \cong \mathcal{B}^{\prime}$.

Lemma 2. If there is a homomorphism $\varphi=\left(\varphi^{\rightarrow}, \varphi^{\leftarrow}\right)$ from $\mathcal{B}$ to $\mathcal{B}^{\prime}$, then

$$
\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{\star}\right)}=\left\|\mathcal{B}^{\prime}\right\|_{\left(\varphi^{\rightarrow}\left(s^{\lrcorner}\right), \varphi^{\star}\left(s^{\star}\right)\right)}
$$

for every $s^{\rightarrow} \in S^{\rightarrow}$ and $s^{\leftarrow} \in S^{\leftarrow}$. In particular, $\|\mathcal{B}\|=\left\|\mathcal{B}^{\prime}\right\|$.
Proof. For every $s^{\rightarrow} \in S^{\rightarrow}$ and $s^{\leftarrow} \in S^{\leftarrow},\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{-}\right)}(\varepsilon)=\varepsilon$ and $\left\|\mathcal{B}^{\prime}\right\|_{\left(\varphi^{\rightarrow}\left(s^{\rightarrow}\right), \varphi^{\star}\left(s^{\star}\right)\right)}(\varepsilon)=\varepsilon$.

Let $k \geq 1$ and $w=a_{1} \ldots a_{k} \in \Sigma^{*}$. Then $\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{-}\right)}(w)=b_{1} \ldots b_{k}$, where $b_{1}, \ldots, b_{k}$ are obtained as follows. Let

- $t_{0} t_{1} \ldots t_{k-1} t_{k}$ be the $s^{\rightarrow}$-run of $\mathcal{S}^{\rightarrow}$ on $a_{1} \ldots a_{k}$,
- $t_{0}^{\leftarrow} t_{1}^{\leftarrow} \ldots t_{k-1}^{\leftarrow} t_{k}^{\leftarrow}$ be the $s^{\leftarrow}$-run of $\mathcal{S}^{\leftarrow}$ on the reversed input $a_{k} \ldots a_{1}$, and
- $b_{i}=f\left(t_{i-1}^{\overrightarrow{-}}, a_{i}, t_{k-i}^{\leftarrow}\right)$ for $1 \leq i \leq k$, see Fig. 1 .

Then

- $\varphi^{\rightarrow}\left(t_{0}\right) \varphi^{\rightarrow}\left(t_{1}\right) \ldots \varphi^{\rightarrow}\left(t_{k-1}\right) \varphi^{\rightarrow}\left(t_{k}\right)$ is the $\varphi^{\rightarrow}\left(s^{\rightarrow}\right)$-run of $\mathcal{T}^{\rightarrow}$ on $a_{1} \ldots a_{k}$, and
- $\varphi^{\leftarrow}\left(t_{0}^{\leftarrow}\right) \varphi^{\leftarrow}\left(t_{1}^{\leftarrow}\right) \ldots \varphi^{\leftarrow}\left(t_{k-1}^{\leftarrow}\right) \varphi^{\leftarrow}\left(t_{k}^{\leftarrow}\right)$ is the $\varphi^{\leftarrow}\left(s^{\leftarrow}\right)$-run of $\mathcal{T} \leftarrow$ on the reversed input $a_{k} \ldots a_{1}$.
As $\varphi$ is a homomorphism, $b_{i}=f^{\prime}\left(\varphi^{\rightarrow}\left(t_{i-1}\right), a_{i}, \varphi^{\leftarrow}\left(t_{k-i}^{\leftarrow}\right)\right)$ for $1 \leq i \leq k$. Hence $\left\|\mathcal{B}^{\prime}\right\|_{\left(\varphi^{\rightarrow}\left(s^{\rightarrow}\right), \varphi^{\star}\left(s^{\star}\right)\right)}(w)=b_{1} \ldots b_{k}$.

By the corresponding definitions we have the following result.
Lemma 3. If there is a surjective homomorphism $\varphi$ from $\mathcal{B}$ to $\mathcal{B}^{\prime}$, then $\left|T_{q}^{\rightarrow}\right| \leq\left|S_{q}^{\vec{q}}\right|$ and $\left|T_{q}^{\leftarrow}\right| \leq\left|S_{q}^{\leftarrow}\right|$.
Lemma 4. If $\rho$ is a congruence of $\mathcal{B}$, then $\mathcal{B} / \rho$ is a homomorphic image of $\mathcal{B}$.
Proof. It is easy to check that the mapping $\varphi^{\rightarrow}: S^{\rightarrow} \rightarrow S^{\rightarrow} / \rho^{\rightarrow}$ defined by $\varphi^{\rightarrow}\left(s^{\rightarrow}\right)=$ $s \rightarrow / \rho^{\rightarrow}$ is a surjective homomorphism from $\mathcal{S} \rightarrow$ to $\mathcal{S} \rightarrow / \rightarrow$. Also, the mapping $\varphi^{\leftarrow}: S^{\leftarrow} \rightarrow S^{\leftarrow} / \rho^{\leftarrow}$ defined analogously is a surjective homomorphism from $\mathcal{S}^{\leftarrow}$ to $\mathcal{S}^{\leftarrow} / \rho^{\leftarrow}$.

Lemma 5. Let $\rho=\left(\rho^{\rightarrow}, \rho^{\leftarrow}\right)$ be a congruence of the bimachine $\mathcal{B}$. Then

$$
\|\mathcal{B}\|_{\left(s^{\gtrdot}, s^{-}\right)}=\|\mathcal{B} / \rho\|_{\left(s^{\gtrdot} / \rho^{\top}, s^{-} / \rho^{-}\right)}
$$

for all $s^{\rightarrow} \in S^{\rightarrow}$ and $s^{\leftarrow} \in S^{\leftarrow}$. In particular, $\|\mathcal{B}\|=\|\mathcal{B} / \rho\|$.
Proof. It follows from Lemmas 2 and 4.

### 3.2 Minimization of bimachines

The bimachine $\mathcal{B}$ is called minimal if $\left|S^{\rightarrow}\right| \leq\left|T^{\rightarrow}\right|$ and $\left|S^{\leftarrow}\right| \leq\left|T^{\leftarrow}\right|$ for any bimachine $\mathcal{B}^{\prime}$ which is equivalent to $\mathcal{B}$.

We introduce the relation $\rho_{\mathcal{B}} \subseteq S^{\rightarrow} \times S^{\rightarrow}$ as follows: for all $s^{\rightarrow}, t^{\rightarrow} \in S^{\rightarrow}$, we have $\rightarrow \overrightarrow{\rho_{\mathcal{B}}} t^{\rightarrow}$ if $\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{\star}\right)}=\|\mathcal{B}\|_{\left(t^{\rightarrow}, s^{\star}\right)}$ for all $s^{\leftarrow} \in S^{\leftarrow}$. Analogously, we define $\rho_{\mathcal{B}}^{\leftarrow} \subseteq$ $S^{\leftarrow} \times S^{\leftarrow}$ such that for all $s^{\leftarrow}, t^{\leftarrow} \in S^{\leftarrow}$, we have $s^{\leftarrow} \rho_{\mathcal{B}}^{\leftarrow} t^{\leftarrow}$ if $\|\mathcal{B}\|_{\left(s^{\leftrightarrows}, s^{\leftarrow}\right)}=\|\mathcal{B}\|_{\left(s^{\rightarrow}, t^{\leftarrow}\right)}$ for all $s \rightarrow \in S^{\rightarrow}$. Moreover, let $\rho_{\mathcal{B}}=\left(\overrightarrow{\mathcal{B}_{\mathcal{B}}}, \rho_{\mathcal{B}}^{\leftarrow}\right)$.
Lemma 6. The relations $\rho_{\mathcal{B}}$ and $\rho_{\mathcal{B}}^{\leftarrow}$ are congruences of the semi-automata $\mathcal{S}^{\rightarrow}$ and $\mathcal{S}^{\leftarrow}$, respectively. Moreover, $\rho_{\mathcal{B}}$ is a congruence of $\mathcal{B}$.
Proof. We show that $\rho_{\mathcal{\mathcal { B }}}$ is a congruence of $\mathcal{S} \rightarrow$. Obviously, $\rho_{\overrightarrow{\mathcal{B}}}$ is an equivalence relation. Now let $s^{\rightarrow}, t^{\rightarrow}, u^{\rightarrow}, v^{\rightarrow} \in \mathcal{S}^{\rightarrow}$, and $a \in \Sigma$ such that $s^{\rightarrow} \rho_{\mathcal{B}} t^{\rightarrow}, u^{\rightarrow}=\delta^{\rightarrow}\left(s^{\rightarrow}, a\right)$, and $v^{\rightarrow}=\delta^{\rightarrow}\left(t^{\rightarrow}, a\right)$. Moreover, let $w \in \Sigma^{*}$ and $s^{\leftarrow} \in S^{\leftarrow}$. Then we have

$$
\begin{aligned}
& \|\mathcal{B}\|_{\left(s^{\bullet}, s^{\leftarrow}\right)}(a w)=f\left(s^{\rightarrow}, a, t^{\leftarrow}\right)\|\mathcal{B}\|_{\left(u^{\rightarrow}, s^{\star}\right)}(w), \text { and } \\
& \|\mathcal{B}\|_{\left(t^{\rightarrow}, s^{-}\right)}(a w)=f\left(t^{\rightarrow}, a, t^{\leftarrow}\right)\|\mathcal{B}\|_{\left(v^{\rightarrow}, s^{\leftarrow}\right)}(w),
\end{aligned}
$$

where $t^{\leftarrow}=s^{\leftarrow} w^{-1}$ in $\mathcal{S}^{\leftarrow}$. Since the left-hand side of both equalities are the same, we obtain $\|\mathcal{B}\|_{\left(u^{\bullet}, s^{\leftarrow}\right)}(w)=\|\mathcal{B}\|_{\left(v^{\rightarrow}, s^{\leftarrow}\right)}(w)$, which proves that $u^{\rightarrow} \rho_{\overrightarrow{\mathcal{B}}} v^{\rightarrow}$.

Analogously, we can show that $\rho_{\mathcal{B}}^{\leftarrow}$ is a congruence of the semi-automata $\mathcal{S}^{\leftarrow}$.
Finally, let $s^{\rightarrow}, t^{\rightarrow} \in S^{\rightarrow}, s^{\leftarrow}, t^{\leftarrow} \in S^{\leftarrow}$, and $a \in \Sigma$ such that $s^{\rightarrow} \rho_{\mathcal{B}} t^{\rightarrow}$ and $s^{\leftarrow} \rho_{\mathcal{B}}^{\leftarrow} t^{\leftarrow}$. Then

$$
\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{-}\right)}=\|\mathcal{B}\|_{\left(t^{\rightarrow}, s^{-}\right)}=\|\mathcal{B}\|_{\left(t^{\rightarrow}, t^{-}\right)}
$$

In particular, $\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{\leftarrow}\right)}(a)=\|\mathcal{B}\|_{\left(t^{\rightarrow}, t^{\leftarrow}\right)}(a)$, i.e., $f\left(s^{\rightarrow}, a, s^{\leftarrow}\right)=f\left(t^{\rightarrow}, a, t^{\leftarrow}\right)$. Hence, $\rho_{\mathcal{B}}$ is a congruence of $\mathcal{B}$.

Let us recall that $\mathcal{B} / \rho_{\mathcal{B}}=\left(\Sigma, \Gamma, \mathcal{S}^{\rightarrow} / \rho_{\mathcal{B}}, \mathcal{S}^{\leftarrow} / \rho_{\mathcal{B}}^{\leftarrow}, f_{\rho_{\mathcal{B}}}\right)$.
A bimachine $\mathcal{B}$ is called reduced if both $\rho_{\overrightarrow{\mathcal{B}}}$ and $\rho_{\mathcal{B}}^{\leftarrow}$ are the identity relation. It is easy to check that $\mathcal{B} / \rho_{\mathcal{B}}$ is reduced.
Lemma 7. Assume that $\mathcal{B}$ and $\mathcal{B}^{\prime}$ are connected and reduced. Then

$$
\|\mathcal{B}\|=\left\|\mathcal{B}^{\prime}\right\| \text { if and only if } \mathcal{B} \cong \mathcal{B}^{\prime}
$$

Proof. Assume that $\|\mathcal{B}\|=\left\|\mathcal{B}^{\prime}\right\|$. Let us define the relation $\varphi^{\rightarrow} \subseteq S^{\rightarrow} \times T^{\rightarrow}$ as follows:

$$
\varphi^{\overrightarrow{ }}=\left\{\left(s_{0} x, t_{0} x\right) \mid x \in \Sigma^{*}\right\}
$$

The domain of $\varphi^{\rightarrow}$ is $S^{\rightarrow}$ because $\mathcal{B}$ is connected. First we show by contradiction that $\varphi^{\rightarrow}$ is a mapping. For this, we assume that there are $x, y \in \Sigma^{*}$ such that $s_{0} x=s_{0} y$ and $t_{0} x \neq t_{0}^{\vec{\prime}} y$. Since $\mathcal{B}^{\prime}$ is reduced, there are $u, z \in \Sigma^{*}$ such that $\left\|\mathcal{B}^{\prime}\right\|_{\left(t_{0} x, t_{0}^{t} z\right)}(u) \neq\left\|\mathcal{B}^{\prime}\right\|_{\left(t_{0} y, t_{0}^{-} z\right)}(u)$. Consequently, $\left\|\mathcal{B}^{\prime}\right\|_{\left(t_{0} x, t_{0}^{\leftarrow}\right)}\left(u z^{-1}\right) \neq$ $\left\|\mathcal{B}^{\prime}\right\|_{\left(t_{0}^{\rightarrow} y, t_{0}^{-}\right)}\left(u z^{-1}\right)$. On the other hand, by $\|\mathcal{B}\|=\left\|\mathcal{B}^{\prime}\right\|$,

$$
\begin{aligned}
\|\mathcal{B}\|_{\left(s_{0}^{\rightarrow}, s_{0}^{-}\right)}\left(x u z^{-1}\right) & =\left\|\mathcal{B}^{\prime}\right\|_{\left(t_{0}^{\rightarrow}, t_{0}^{-}\right)}\left(x u z^{-1}\right) \text { and } \\
\|\mathcal{B}\|_{\left(s_{0}, s_{0}^{-}\right)}\left(y u z^{-1}\right) & =\left\|\mathcal{B}^{\prime}\right\|_{\left(t_{0}, t_{0}^{-}\right)}\left(y u z^{-1}\right) .
\end{aligned}
$$

Thus

$$
\begin{aligned}
\|\mathcal{B}\|_{\left(s_{0}^{\rightarrow} x, s_{0}^{\leftarrow}\right)}\left(u z^{-1}\right) & =\left\|\mathcal{B}^{\prime}\right\|_{\left(t_{0} x, t_{0}^{-}\right)}\left(u z^{-1}\right) \text { and } \\
\|\mathcal{B}\|_{\left(s_{0}^{\rightarrow} y, s_{0}^{-}\right)}\left(u z^{-1}\right) & =\left\|\mathcal{B}^{\prime}\right\|_{\left(t_{0} y, t_{0}^{-}\right)}\left(u z^{-1}\right) .
\end{aligned}
$$

Hence $\|\mathcal{B}\|_{\left(s_{0} x, s_{0}^{*}\right)}\left(u z^{-1}\right) \neq\|\mathcal{B}\|_{\left(s_{0} y, s_{0}^{-}\right)}\left(u z^{-1}\right)$, which is a contradiction by our assumption $\overrightarrow{s_{0}} x=\overrightarrow{s_{0} y}$.

By interchanging the role of $\mathcal{B}$ and $\mathcal{B}^{\prime}$, we obtain that $\varphi^{\rightarrow}$ is injective. Moreover, it is obvious that $\varphi^{\rightarrow}$ is surjective.

We can also show that $\varphi^{\rightarrow}$ is a homomorphism. For this, let $x \in \Sigma^{*}$ and $a \in \Sigma$. Then we have

$$
\varphi^{\rightarrow}\left(\delta^{\rightarrow}\left(s_{0} x, a\right)\right)=\varphi^{\rightarrow}\left(s_{0} x a\right)=t_{0}^{\overrightarrow{0}} x a=\gamma^{\rightarrow}\left(t_{0} x, a\right)=\gamma^{\rightarrow}\left(\varphi^{\rightarrow}\left(s_{0} x\right), a\right) .
$$

Thus $\mathcal{S}^{\rightarrow}$ and $\mathcal{T} \rightarrow$ are isomorphic.
Analogously, we can define the relation $\varphi^{\leftarrow}$ and show that it is an isomorphism between $\mathcal{S}^{\leftarrow}$ and $\mathcal{T}^{\leftarrow}$. Finally, we show that the pair $\varphi=\left(\varphi^{\rightarrow}, \varphi^{\leftarrow}\right)$ is an isomorphism between $\mathcal{B}$ and $\mathcal{B}^{\prime}$. For this, let $x, y \in \Sigma^{*}$ and $a \in \Sigma$. Then

$$
\|\mathcal{B}\|\left(x a y^{-1}\right)=\left\|\mathcal{B}^{\prime}\right\|\left(x a y^{-1}\right)
$$

By the corresponding definition this means that $f\left(s_{0} x, a, s_{0}^{\leftarrow} y\right)=f^{\prime}\left(t_{0} x, a, t_{0}^{\leftarrow} y\right)$. With this we have proved that $\mathcal{B} \cong \mathcal{B}^{\prime}$. The proof of the other implication is trivial.

Lemma 8. Assume that $\mathcal{B}$ and $\mathcal{B}^{\prime}$ are connected. Then

$$
\|\mathcal{B}\|=\left\|\mathcal{B}^{\prime}\right\| \text { if and only if } \mathcal{B} / \rho_{\mathcal{B}} \cong \mathcal{B}^{\prime} / \rho_{\mathcal{B}^{\prime}}
$$

Proof. If $\mathcal{B} / \rho_{\mathcal{B}} \cong \mathcal{B}^{\prime} / \rho_{\mathcal{B}^{\prime}}$, then by Lemma 5 we obtain $\|\mathcal{B}\|=\left\|\mathcal{B}^{\prime}\right\|$.
Next assume that $\|\mathcal{B}\|=\left\|\mathcal{B}^{\prime}\right\|$. Again, by Lemma 5 we obtain $\left\|\mathcal{B} / \rho_{\mathcal{B}}\right\|=\left\|\mathcal{B}^{\prime} / \rho_{\mathcal{B}^{\prime}}\right\|$. Moreover, both $\mathcal{B} / \rho_{\mathcal{B}}$ and $\mathcal{B}^{\prime} / \rho_{\mathcal{B}^{\prime}}$ are connected and reduced. Hence, by Lemma 7 , $\mathcal{B} / \rho_{\mathcal{B}} \cong \mathcal{B}^{\prime} / \rho_{\mathcal{B}^{\prime}}$.

Theorem 1. If the bimachine $\mathcal{B}$ is connected, then $\mathcal{B} / \rho_{\mathcal{B}}$ is minimal.
Proof. Let us assume that $\mathcal{B}$ is connected and that $\|\mathcal{B}\|=\left\|\mathcal{B}^{\prime}\right\|$. By Lemma 4 , $\mathcal{B}^{\prime} / \rho_{\mathcal{B}^{\prime}}$ is a homomorphic image of $\mathcal{B}^{\prime}$. By Lemma $8, \mathcal{B} / \rho_{\mathcal{B}} \cong \mathcal{B}^{\prime} / \rho_{\mathcal{B}^{\prime}}$. Hence $\mathcal{B} / \rho_{\mathcal{B}}$ is also a homomorphic image of $\mathcal{B}^{\prime}$.

In the rest of this section we give an algorithm which computes $\rho_{\mathcal{B}}$, i.e., $\rho_{\overrightarrow{\mathcal{B}}}$ and $\rho_{\mathcal{B}}^{\leftarrow}$. First we deal with $\rho_{\overrightarrow{\mathcal{B}}}$.

For every $i \geq 1$, we define the relation $\rho_{i} \subseteq S^{\rightarrow} \times S^{\rightarrow}$, by induction as follows. For all $s^{\rightarrow}, t \rightarrow \in S^{\rightarrow}$,
(i) let $s^{\rightarrow} \rho_{1} t^{\rightarrow}$ if for all $a \in \Sigma$ and $s^{\leftarrow} \in S^{\leftarrow}$, we have $f\left(s^{\rightarrow}, a, s^{\leftarrow}\right)=f\left(t^{\rightarrow}, a, s^{\leftarrow}\right)$, and
(ii) for each $i \geq 1$, let $s \rightarrow \overrightarrow{\rho_{i+1}} t \rightarrow$ if $s \rightarrow \vec{i} t^{\rightarrow}$ and $\delta \rightarrow\left(s^{\overrightarrow{ }}, a\right) \rho_{i} \delta^{\rightarrow}\left(t^{\rightarrow}, a\right)$ for each $a \in \Sigma$.

Obviously, we have

$$
\overrightarrow{\rho_{1}} \supseteq \overrightarrow{\rho_{2}} \supseteq \cdots
$$

and thus there is an integer $i \geq 1$ such that $\overrightarrow{\rho_{i}}=\overrightarrow{\rho_{i+1}}$.
For the rest of this section, let $i_{0}$ be the least integer such that $\overrightarrow{\rho_{i_{0}}}=$ $\rho_{i_{0}+1}$. We will show that $\rho_{i_{0}}=\overrightarrow{\rho_{\mathcal{B}}}$.
Claim 1. $\underset{\rho_{i_{0}+1}}{ }=\overrightarrow{\rho_{i_{0}+2}}=\cdots$.
Proof. We prove by contradiction that $\overrightarrow{\rho_{i}}=\overrightarrow{\rho_{i+1}}$ implies $\overrightarrow{\rho_{i+1}}=\overrightarrow{\rho_{i+2}}$ for every $i \geq 1$. For this we assume that $\overrightarrow{\rho_{i}}=\overrightarrow{\rho_{i+1}}$ and $\overrightarrow{\rho_{i+1}} \supset \overrightarrow{\rho_{i+2}}$ for some $i \geq 1$. Then there exist two states $s^{\rightarrow}, t^{\rightarrow} \in S^{\rightarrow}$ such that $\vec{s} \overrightarrow{\rho_{i+1}} t^{\rightarrow}$ but $\vec{s} \rho_{i+2} t^{\rightarrow}$ does not hold. This means that there exists a symbol $a \in \Sigma$ such that $\delta \rightarrow(s \rightarrow a) \rho_{i+1} \delta \rightarrow(t \rightarrow, a)$ does not hold. As $\rho_{i}=\overrightarrow{\rho_{i+1}}$, we obtain that $\delta^{\rightarrow}\left(s^{\rightarrow}, a\right) \rho_{i} \delta^{\rightarrow}\left(t^{\rightarrow}, a\right)$ does not hold either. Hence $s \rightarrow \overrightarrow{i+1}$ t does not hold either. This contradicts our assumption $\rho_{i}=\overrightarrow{\rho_{i+1}}$.
Claim 2. For all $l \geq 1, s^{\rightarrow}, t^{\rightarrow} \in S^{\rightarrow}$, if $s \rightarrow \rho_{l} t^{\rightarrow}$, then for each $s^{\leftarrow} \in S^{\leftarrow}$ and $w \in \Sigma^{*}$ with $|w|=l$, we have $\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{\star}\right)}(w)=\|\mathcal{B}\|_{\left(t^{\rightarrow}, s^{-}\right)}(w)$.
Proof. We proceed by induction on $l$. If $l=1$, then $w=a$ for some $a \in \Sigma$ and hence $\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{\leftarrow}\right)}(w)=f\left(s^{\rightarrow}, a, s^{\leftarrow}\right)=f\left(t^{\rightarrow}, a, s^{\leftarrow}\right)=\|\mathcal{B}\|_{\left(t^{\rightarrow}, s^{\leftarrow}\right)}(w)$.

Now assume that the claim holds for $l \geq 1$. Let $w=a v \in \Sigma^{*}$ such that $|v|=l$ (that is, $|w|=l+1$ ). Then, by the definition of $\rho_{l+1}$, we have $f\left(s^{\rightarrow}, a, s^{\leftarrow} v^{-1}\right)=$ $f\left(t^{\rightarrow}, a, s^{\leftarrow} v^{-1}\right)$ and $\left(s^{\rightarrow} a\right) \rho_{l}^{\rightarrow}\left(t^{\rightarrow} a\right)$. From this, by the induction hypothesis, $\|\mathcal{B}\|_{\left(s \rightarrow a, s^{-}\right)}(v)=\|\mathcal{B}\|_{\left(t^{\left.\rightarrow a, s^{\leftarrow}\right)}\right.}(v)$ for all $s^{\leftarrow} \in S^{\leftarrow}$. Thus

$$
\begin{aligned}
& \|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{\leftarrow}\right)}(w)=f\left(s^{\rightarrow}, a, s^{\leftarrow} v^{-1}\right)\|\mathcal{B}\|_{\left(s^{\rightarrow} a, s^{\star}\right)}(v)= \\
& f\left(t^{\rightarrow}, a, s^{\leftarrow} v^{-1}\right)\|\mathcal{B}\|_{\left(t \rightarrow a, s^{\leftarrow}\right)}(v)=\|\mathcal{B}\|_{\left(t \rightarrow, s^{\star}\right)}(w)
\end{aligned}
$$

for all $s^{\leftarrow} \in S^{\leftarrow}$.
Claim 3. $\rho_{i_{0}} \subseteq \rho_{\overrightarrow{\mathcal{B}}}$.
Proof. Assume that $s \rightarrow \rho_{i_{0}} t^{\rightarrow}$. Observe that $\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{-}\right)}(\varepsilon)=\varepsilon=\|\mathcal{B}\|_{\left(t^{\rightarrow}, s^{-}\right)}(\varepsilon)$. Let $w \in \Sigma^{*}$ with $|w|=l \geq 1$ be arbitrary. By the definition of $i_{0}$ and Claim 1, $\overrightarrow{\rho_{i_{0}}} \subseteq \overrightarrow{\rho_{l}}$. Consequently, we also have $\vec{s} \rho_{\vec{l}} \vec{t}$, from which we obtain by Claim 2 that $\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{-}\right)}(w)=\|\mathcal{B}\|_{\left(t^{\rightarrow}, s^{-}\right)}(w)$. Hence $s^{\rightarrow} \rho_{\overrightarrow{\mathcal{B}}} t^{\rightarrow}$.

Claim 4. $\rho_{i_{0}} \supseteq \rho_{\mathcal{B}}$.
Proof. It suffices to show that, for all $s^{\rightarrow}, t^{\rightarrow} \in S^{\rightarrow}$, if for each $s^{\leftarrow} \in S^{\leftarrow}$ we have $\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{-}\right)}=\|\mathcal{B}\|_{\left(t^{\rightarrow}, s^{-}\right)}$, then $s^{\rightarrow} \rho_{i} t^{\rightarrow}$ for all $i \geq 1$.

We proceed by induction on $i$. Let $i=1$ and $a \in \Sigma$. By our assumption, $f\left(s^{\rightarrow}, a, s^{\leftarrow}\right)=\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{\leftarrow}\right)}(a)=\|\mathcal{B}\|_{\left(t^{\rightarrow}, s^{\star}\right)}(a)=f\left(t^{\rightarrow}, a, s^{\leftarrow}\right)$. Consequently, $s \rightarrow \rho_{1} t^{\rightarrow}$.

Now assume that the claim holds for $i \geq 1$, i.e., $s^{\rightarrow} \rho_{i} t^{\rightarrow}$. Let $s^{\leftarrow} \in S^{\leftarrow}, a \in \Sigma$ and $v \in \Sigma^{*}$ be arbitrary. Then $f\left(s^{\rightarrow}, a, s^{\leftarrow} v^{-1}\right)\|\mathcal{B}\|_{\left(s^{\left.\rightarrow a, s^{\leftarrow}\right)}\right.}(v)=\|\mathcal{B}\|_{\left(s^{\rightarrow}, s^{\leftarrow}\right)}(a v)=$ $\|\mathcal{B}\|_{\left(t^{\rightarrow}, s^{\leftarrow}\right)}(a v)=f\left(t^{\rightarrow}, a, s^{\leftarrow} v^{-1}\right)\|\mathcal{B}\|_{\left(s^{\left.\rightarrow a, s^{-}\right)}\right.}(v)$. Hence $f\left(s^{\rightarrow}, a, s^{\leftarrow} v^{-1}\right)=$ $f\left(t^{\rightarrow}, a, s^{\leftarrow} v^{-1}\right)$ and $\|\mathcal{B}\|_{\left(s^{\left.\rightarrow a, s^{\star}\right)}\right.}(v)=\|\mathcal{B}\|_{\left(t^{\rightarrow} a, s^{\star}\right)}(v)$. From the latter, we have $\|\mathcal{B}\|_{\left(s \rightarrow a, s^{\star}\right)}=\|\mathcal{B}\|_{\left(t \rightarrow a, s^{\star}\right)}$, thus by the induction hypothesis, $\left(s^{\rightarrow} a\right) \overrightarrow{\rho_{i}}\left(t^{\rightarrow} a\right)$. Then, by the definition of $\rho_{i+1}$, we obtain $s^{\rightarrow} \rho_{i+1} t \rightarrow$ holds as well.

Lemma 9. We have $\overrightarrow{\rho_{i_{0}}}=\overrightarrow{\rho_{\mathcal{B}}}$.
Proof. It follows from Claims 3 and 4.
Analogously, we can define a decreasing sequence

$$
\rho_{1}^{\leftarrow} \supseteq \rho_{2}^{\leftarrow} \supseteq \cdots
$$

of relations over $S^{\leftarrow}$ such that $\rho_{\mathcal{B}}^{\leftarrow}=\rho_{i_{0}}^{\leftarrow}$ for the least integer $i_{0}$ with $\rho_{i_{0}}^{\leftarrow}=\rho_{i_{0}+1}^{\leftarrow}$. Hence we can conclude the following.

Proposition 3. There is a polynomial time algorithm which constructs the minimal bimachine which is equivalent to $\mathcal{B}$.

Proof. By Proposition 2 we compute the connected part $\mathcal{B}^{c}$ of $\mathcal{B}$ in polynomial time. So assume that $\mathcal{B}$ is connected. We compute $\overrightarrow{\rho_{\mathcal{B}}}$ as follows. We compute $\overrightarrow{\rho_{1}}$ in $\mathcal{O}\left(\left|S^{\rightarrow}\right|^{2}|\Sigma|\left|S^{\leftarrow}\right|\right)$ time and, for every $1<i \leq i_{0}$, we compute $\rho_{i}$ in $\mathcal{O}\left(\left|S^{\rightarrow}\right|^{2}|\Sigma|^{2}\right)$ time. Since $i_{0} \leq\left|S^{\rightarrow}\right|$, we compute $\rho_{i_{0}}$ in $\mathcal{O}\left(\left|S^{\rightarrow}\right|^{3}|\Sigma|^{2}\right)$ time. Analogously, we compute $\rho_{\mathcal{B}}^{\leftarrow}$ in polynomial time.

## 4 Deterministic top-down tree automata and their minimization

In this section first we recall the concept of a deterministic top-down tree automaton (DTTA for short) from [4]. Then we give a polynomial time algorithm minimizing a state-separated DTTA. The size of a DTTA is the sum of the sizes of the bimachines associated with its states, hence we minimize it by minimizing the number of its states and the number of the states of the bimachines associated with its states.

### 4.1 Basic concepts

A deterministic top-down tree automaton (DTTA for short) is a system

$$
\mathcal{A}=\left(Q, \Sigma, f_{\text {in }},\left(\mathcal{B}_{q} \mid q \in Q\right), F\right),
$$

where

- $Q$ is a finite set (states),
- $\Sigma$ is an alphabet (input alphabet),
- $f_{\text {in }}: \Sigma \rightarrow Q$ is the initial function,
- $\mathcal{B}_{q}=\left(\Sigma, Q, \mathcal{S}_{q}^{\rightarrow}, \mathcal{S}_{q}^{\leftarrow}, f_{q}\right)$ is a bimachine for every $q \in Q$ with semi-automata $\mathcal{S}_{q}^{\vec{~}}=\left(S_{q}^{\overrightarrow{ }}, \Sigma, s_{q, 0}, \delta_{q}^{\vec{~}}\right)$ and $\mathcal{S}_{q}^{\leftarrow}=\left(S_{q}^{\leftarrow}, \Sigma, s_{q, 0}^{\leftarrow}, \delta_{q}^{\leftarrow}\right)$, and
- $F \subseteq Q$ (final states).

Let $\xi \in T_{\Sigma}$ and $q \in Q$. A $q$-run of $\mathcal{A}$ on $\xi$ is a mapping $r: \operatorname{dom}(\xi) \rightarrow Q$ such that $r(\varepsilon)=q$ and for each node $x \in \operatorname{dom}(\xi)$ with $k>0$ successors $x 1, x 2, \ldots, x k$, we have

$$
r(x 1) r(x 2) \cdots r(x k)=\left\|\mathcal{B}_{r(x)}\right\|(\xi(x 1) \cdots \xi(x k))
$$

Note that for each $\xi \in T_{\Sigma}$ and $q \in Q$, there is exactly one $q$-run of $\mathcal{A}$ on $\xi$. This $q$-run $r$ is accepting if it assigns to each leaf a final state, that is, $r(x) \in F$ for every $x \in \operatorname{dom}(\xi)$ which is a leaf. The tree language $L(\mathcal{A}, q)$ accepted by $\mathcal{A}$ in $q$ consists of all trees $\xi$ such that the $q$-run of $\mathcal{A}$ on $\xi$ is accepting. The $f_{\text {in }}(\xi(\varepsilon))$-run of $\mathcal{A}$ on $\xi$ is called the run of $\mathcal{A}$ on $\xi$ and the tree language $L(\mathcal{A})$ accepted by $\mathcal{A}$ consists of all trees $\xi$ such that the run of $\mathcal{A}$ on $\xi$ is accepting.

Two DTTA $\mathcal{A}$ and $\mathcal{A}^{\prime}$ are equivalent if $L(\mathcal{A})=L\left(\mathcal{A}^{\prime}\right)$.
Remark 1. We note that the root $\xi(\varepsilon)$ of $\xi$ does not play any role in (accepting) $q$-runs on $\xi$. Hence if $\xi \in L(\mathcal{A}, q)$, then $\xi^{\prime} \in L(\mathcal{A}, q)$ for each tree $\xi^{\prime}$ obtained by replacing the root of $\xi$ with an arbitrary $a \in \Sigma$.

A state $q \in Q$ is called a $\emptyset$-state if $L(\mathcal{A}, q)=\emptyset$. We write $Q=Q_{+} \cup Q_{e}$, where $Q_{e}$ is the set of all $\emptyset$-states and $Q_{+}=Q \backslash Q_{e}$. Note that $F \subseteq Q_{+}$.

Lemma 10. The set $Q_{+}$is effectively computable.
Proof. We define a sequence $Q_{0}, Q_{1}, \ldots$ of sets of states by the following algorithm:
(i) Let $Q_{0}=F$ and $i=0$.
(ii) Let $Q_{i+1}=Q_{i} \cup\left\{q \in Q \mid \exists\left(x \in \Sigma^{*}\right):\left\|\mathcal{B}_{q}\right\|(x) \in Q_{i}^{*}\right\}$.
(iii) If $Q_{i+1}=Q_{i}$, then stop, otherwise $i:=i+1$ and goto (ii).

First we note that for every $i \geq 0$ and $q \in Q$ we can decide whether there is an $x \in \Sigma^{*}$ with $\left\|\mathcal{B}_{q}\right\|(x) \in Q_{i}^{*}$. In fact, it suffices to check if $\left\|\mathcal{B}_{q}\right\|(x) \in Q_{i}^{*}$ for input strings $x$ with $|x| \leq N_{q}$, where $N_{q}$ is the number provided by Lemma 1 for the bimachine $\mathcal{B}_{q}$. Hence $Q_{i+1}$ in step (ii) can be computed.

By standard arguments, we can prove the following statements:

- there is an $i \geq 0$ such that $Q_{i+1}=Q_{i}$,
- if $Q_{i+1}=Q_{i}$, then $Q_{i+j}=Q_{i}$ for every $j \geq 1$, and
- if $Q_{i+1}=Q_{i}$, then $\forall(q \in Q):\left(q \in Q_{i} \Longleftrightarrow \exists\left(\xi \in T_{\Sigma}\right): \xi \in L(\mathcal{A}, q)\right)$.

Altogether we obtain that the algorithm terminates with $Q_{i+1}=Q_{i}$ and in this case $Q_{+}=Q_{i}$.

Next we introduce the concept of a connected DTTA. For this we define the binary relation $\rightarrow_{\mathcal{A}}$ over $Q$ as follows: for every $q, q^{\prime} \in Q$, we have $q \rightarrow_{\mathcal{A}} q^{\prime}$ if there are $k \geq 1, a_{1} \ldots a_{k} \in \Sigma^{*}$ such that $\left\|\mathcal{B}_{q}\right\|\left(a_{1} \ldots a_{k}\right)=q_{1} \ldots q_{k}$ and $q^{\prime}=q_{i}$ for some $1 \leq i \leq k$. For every $q \in Q$, we define

$$
T_{q}=\left\{q^{\prime} \in Q \mid q \rightarrow_{\mathcal{A}}^{*} q^{\prime}\right\} .
$$

The DTTA $\mathcal{A}$ is connected if, for every $q \in Q$, we have $f_{\text {in }}(a) \rightarrow_{\mathcal{A}}^{*} q$ for some $a \in \Sigma$.

Proposition 4. There is a polynomial time algorithm which computes $T_{q}$ for a given state $q \in Q$.

Proof. By Proposition 2 we may assume that $\mathcal{B}_{p}$ is connected for every $p \in Q$.
(i) Let $T_{0}=\{q\}$ and $i=0$.
(ii) Let

$$
\begin{aligned}
T_{i+1}=T_{i} \cup\{ & f_{p}\left(s^{\rightarrow}, a, s^{\leftarrow}\right) \mid \\
& \left.a \in \Sigma \text { and } \exists\left(p \in T_{i}\right): s^{\rightarrow} \in S_{p}^{\rightarrow}, s^{\leftarrow} \in S_{p}^{\leftarrow}\right\} .
\end{aligned}
$$

(iii) If $T_{i+1}=T_{i}$, then stop, otherwise let $i:=i+1$ and goto (ii).

It is an exercise to show that $T_{i+1}=T_{i}$ for some $i \geq 0$ and for this $i$ we have $T_{q}=T_{i}$. The algorithm runs in $\mathcal{O}\left(|Q| N^{\rightarrow}|\Sigma| N^{\leftarrow}\right)$ time, where $N^{\rightarrow}=\max \left\{\left|S_{p}^{\rightarrow}\right| \mid p \in Q\right\}$ and $N^{\leftarrow}=\max \left\{\left|S_{p}^{\leftarrow}\right| \mid p \in Q\right\}$.

For $\mathcal{A}$ we define the DTTA $\mathcal{A}^{c}=\left(Q^{c}, \Sigma, f_{\text {in }}^{c},\left(\mathcal{B}_{q} \mid q \in Q^{c}\right), F^{c}\right)$ called the connected part of $\mathcal{A}$ as follows:

- $Q^{c}=\bigcup\left(T_{q} \mid q=f_{\text {in }}(a)\right.$ for some $\left.a \in \Sigma\right)$,
- $f_{\text {in }}^{c}(a)=f_{\text {in }}(a)$ for every $a \in \Sigma$, and
- $F^{c}=F \cap Q^{c}$.

The following statement is obvious.
Proposition 5. $\mathcal{A}^{c}$ is connected and is equivalent to $\mathcal{A}$.
By the definition of $\mathcal{A}^{c}$ and Proposition 4, we have the following result.
Proposition 6. There is a polynomial time algorithm which constructs $\mathcal{A}^{c}$.
A congruence of $\mathcal{A}$ is an equivalence relation $\tau \subseteq Q \times Q$ satisfying the following two conditions:
(i) for all states $p, q \in Q$, and nonempty word $a_{1} \ldots a_{k} \in \Sigma^{*}$, if $p \tau q$, $\left\|\mathcal{B}_{p}\right\|\left(a_{1} \ldots a_{k}\right)=p_{1} \ldots p_{k}$, and $\left\|\mathcal{B}_{q}\right\|\left(a_{1} \ldots a_{k}\right)=q_{1} \ldots q_{k}$, then $p_{i} \tau q_{i}$ for all $1 \leq i \leq k$,
(ii) if $p \tau q$, then $p \in F$ if and only if $q \in F$.

Let $\tau$ be an equivalence relation on $Q$. For every $q \in Q$, we introduce the bimachine

$$
\mathcal{B}_{q, \tau}=\left(\Sigma, Q / \tau, \mathcal{S}_{q}^{\overrightarrow{ }}, \mathcal{S}_{q}^{\leftarrow}, f_{q, \tau}\right)
$$

where $f_{q, \tau}\left(s^{\rightarrow}, a, s^{\leftarrow}\right)=f_{q}\left(s^{\rightarrow}, a, s^{\leftarrow}\right) / \tau$ for all $s^{\rightarrow} \in S_{q}^{\vec{\prime}}, s^{\leftarrow} \in S_{q}^{\leftarrow}$, and $a \in \Sigma$. Then, for every $a_{1} \ldots a_{k} \in \Sigma^{+}$, we have $\left\|\mathcal{B}_{q, \tau}\right\|\left(a_{1} \ldots a_{k}\right)=p_{1} / \tau \ldots p_{k} / \tau$, where $\left\|\mathcal{B}_{q}\right\|\left(a_{1} \ldots a_{k}\right)=p_{1} \ldots p_{k}$.

Lemma 11. Let $\tau$ be a congruence on $\mathcal{A}$ and $p, q \in Q$ such that $p \tau q$. Then $\left\|\mathcal{B}_{p, \tau}\right\|=\left\|\mathcal{B}_{q, \tau}\right\|$.

Proof. By definition $\left\|\mathcal{B}_{p, \tau}\right\|(\varepsilon)=\varepsilon=\left\|\mathcal{B}_{q, \tau}\right\|(\varepsilon)$.
Let $k \geq 1$ and $a_{1} \ldots a_{k} \in \Sigma^{+}$. Then we have $\left\|\mathcal{B}_{p, \tau}\right\|\left(a_{1} \ldots a_{k}\right)=p_{1} / \tau \ldots p_{k} / \tau$, where $\left\|\mathcal{B}_{p}\right\|\left(a_{1} \ldots a_{k}\right)=p_{1} \ldots p_{k}$ and $\left\|\mathcal{B}_{q, \tau}\right\|\left(a_{1} \ldots a_{k}\right)=q_{1} / \tau \ldots q_{k} / \tau$, where $\left\|\mathcal{B}_{q}\right\|\left(a_{1} \ldots a_{k}\right)=q_{1} \ldots q_{k}$. By (i) in the definition of a congruence of a DTTA, we have $p_{i} \tau q_{i}$ for all $1 \leq i \leq k$. Hence $p_{1} / \tau \ldots p_{k} / \tau=q_{1} / \tau \ldots q_{k} / \tau$. Thus $\left\|\mathcal{B}_{p, \tau}\right\|\left(a_{1} \ldots a_{k}\right)=\left\|\mathcal{B}_{q, \tau}\right\|\left(a_{1} \ldots a_{k}\right)$.

Given a congruence $\tau$ of $\mathcal{A}$, we define the factor DTTA $\mathcal{A} / \tau$ of $\mathcal{A}$ determined by $\tau$ as $\mathcal{A} / \tau=\left(Q / \tau, \Sigma, f_{\text {in }, \tau},\left(\mathcal{B}_{q / \tau} \mid q / \tau \in Q / \tau\right), F / \tau\right)$, where

- $f_{\text {in }, \tau}(a)=\left(f_{\text {in }}(a)\right) / \tau$ for every $a \in \Sigma$,
- $\mathcal{B}_{q / \tau}=\mathcal{B}_{q, \tau}$ for every $q \in Q$.

We note that the definition of the bimachine $\mathcal{B}_{q / \tau}$ and hence that of the DTTA $\mathcal{A} / \tau$ is syntactically ambiguous. Indeed, for $p / \tau=q / \tau$, the bimachines $\mathcal{B}_{p, \tau}$ and $\mathcal{B}_{q, \tau}$ may be different syntactically and we can pick any of them. However, our choice has no impact on $\|\mathcal{A} / \tau\|$ because, by Lemma 11 , p $\tau q$ implies $\left\|\mathcal{B}_{p, \tau}\right\|=\left\|\mathcal{B}_{q, \tau}\right\|$. In other words, $\|\mathcal{A} / \tau\|$ is well-defined.

Throughout the paper $\mathcal{A}$ and $\mathcal{A}^{\prime}$ will denote the DTTA

- $\mathcal{A}=\left(Q, \Sigma, f_{\text {in }},\left(\mathcal{B}_{q} \mid q \in Q\right), F\right)$ with bimachines $\mathcal{B}_{q}=\left(\Sigma, Q, \mathcal{S}_{q}, \mathcal{S}_{q}^{\leftarrow}, f_{q}\right)$ and semi-automata $\mathcal{S}_{q}^{\overrightarrow{-}}=\left(S_{q}^{\vec{~}}, \Sigma, s_{\vec{q}, 0}, \delta_{q}^{\vec{~}}\right)$ and $\mathcal{S}_{q}^{\leftarrow}=\left(S_{q}^{\leftarrow}, \Sigma, s_{q, 0}^{\leftarrow}, \delta_{q}^{\leftarrow}\right)$ for every $q \in Q$, and
- $\left.\mathcal{A}^{\prime}=\left(Q^{\prime}, \Sigma, f_{\text {in }}^{\prime}, \mathcal{B}_{q}^{\prime} \mid \quad q \in Q^{\prime}\right), F^{\prime}\right)$ with bimachines $\mathcal{B}_{q}^{\prime}=\left(\Sigma, Q^{\prime}, \mathcal{T}_{q}, \mathcal{T}_{q}^{\leftarrow}, f_{q}^{\prime}\right)$ and semi-automata $\mathcal{T}_{q} \rightarrow\left(T_{q}^{\rightarrow}, \Sigma, t_{q, 0}^{\overrightarrow{ }}, \gamma_{q}\right)$ and $\mathcal{T}_{q}^{\leftarrow}=\left(T_{q}^{\leftarrow}, \Sigma, t_{q, 0}^{\leftarrow}, \gamma_{q}^{\leftarrow}\right)$ for every $q \in Q^{\prime}$,
respectively.
Furthermore, let $\varphi: Q \rightarrow Q^{\prime}$ be a mapping and $\varphi^{*}: Q^{*} \rightarrow Q^{\prime *}$ its unique extension to a monoid homomorphism. The mapping $\varphi$ is a homomorphism from $\mathcal{A}$ to $\mathcal{A}^{\prime}$ if
- $f_{\text {in }}^{\prime}=f_{\text {in }} \circ \varphi$,
- $\left\|\mathcal{B}_{\varphi(q)}^{\prime}\right\|=\left\|\mathcal{B}_{q}\right\| \circ \varphi^{*}$ for every $q \in Q$, and
- $q \in F \Longleftrightarrow \varphi(q) \in F^{\prime}$ for every $q \in Q$.

If $\varphi$ is a surjective homomorphism, then $\mathcal{A}^{\prime}$ is a homomorphic image of $\mathcal{A}$. If, in addition, $\varphi$ is a bijection, then we say that $\mathcal{A}$ and $\mathcal{A}^{\prime}$ are isomorphic and write $\mathcal{A} \cong \mathcal{A}^{\prime}$.

Lemma 12. If there is a homomorphism $\varphi$ from $\mathcal{A}$ to $\mathcal{A}^{\prime}$, then
(i) $L(\mathcal{A}, q)=L\left(\mathcal{A}^{\prime}, \varphi(q)\right)$ for every $q \in Q$, and
(ii) $L(\mathcal{A})=L\left(\mathcal{A}^{\prime}\right)$.

Proof. Let $\varphi$ be a homomorphism from $\mathcal{A}$ to $\mathcal{A}^{\prime}$. To show (i), we prove by induction on height $(\xi)$ that for any $q \in Q$ and $\xi \in T_{\Sigma}, \xi \in L(\mathcal{A}, q)$ if and only if $\xi \in$ $L\left(\mathcal{A}^{\prime}, \varphi(q)\right)$.

Base of induction: $\operatorname{height}(\xi)=0$, i.e., $\xi=a$ for some $a \in \Sigma$. Then $\xi \in L(\mathcal{A}, q)$ if and only if $\xi \in L\left(\mathcal{A}^{\prime}, \varphi(q)\right)$. Thus the statement holds obviously.

Induction step: $\operatorname{height}(\xi)=n>0$. Then $\xi=a\left(\xi_{1}, \ldots, \xi_{k}\right)$ for some $a \in \Sigma$, $k \geq 1$, and $\xi_{1}, \ldots, \xi_{k} \in T_{\Sigma}$. Let $a_{i}=\xi(i)$ for all $1 \leq i \leq k$. Then we have

$$
\begin{array}{ll} 
& \xi \in L(\mathcal{A}, q) \\
\Longleftrightarrow & \left\|\mathcal{B}_{q}\right\|\left(a_{1} \ldots a_{k}\right)=q_{1} \ldots q_{k} \text { and } \\
& \xi_{i} \in L\left(\mathcal{A}, q_{i}\right) \text { for all } 1 \leq i \leq k \\
\Longleftrightarrow & \left\|\mathcal{B}^{\prime} \varphi(q)\right\|\left(a_{1} \ldots a_{k}\right)=\varphi\left(q_{1}\right) \ldots \varphi\left(q_{k}\right) \text { and } \\
& \xi_{i} \in L\left(\mathcal{A}^{\prime}, \varphi\left(q_{i}\right)\right) \text { for all } 1 \leq i \leq k \\
\Longleftrightarrow \quad & \xi \in L\left(\mathcal{A}^{\prime}, \varphi(q)\right) .
\end{array}
$$

We now show (ii). Let $\xi \in L(\mathcal{A})$, i.e., $\xi \in L\left(\mathcal{A}, f_{\text {in }}(\xi(\varepsilon))\right.$. Then by (i), $\xi \in$ $L\left(\mathcal{A}^{\prime}, \varphi\left(f_{\text {in }}(\xi(\varepsilon))\right)\right.$. As $\varphi$ is a homomorphism, $f_{\text {in }}^{\prime}(\xi(\varepsilon))=\varphi\left(f_{\text {in }}(\xi(\varepsilon))\right)$. Thus $\xi \in$ $L\left(\mathcal{A}^{\prime}, f_{\text {in }}^{\prime}(\xi(\varepsilon))\right.$, which implies $\xi \in L\left(\mathcal{A}^{\prime}\right)$.

Conversely, let $\xi \in L\left(\mathcal{A}^{\prime}\right)$, i.e., let $\xi \in L\left(\mathcal{A}^{\prime}, f_{\text {in }}^{\prime}(\xi(\varepsilon))\right.$. As $\varphi$ is a homomorphism, $\varphi\left(f_{\text {in }}(\xi(\varepsilon))\right)=f_{\text {in }}^{\prime}(\xi(\varepsilon))$. Then by (i), $\xi \in L\left(\mathcal{A}, f_{\text {in }}(\xi(\varepsilon))\right.$ which proves that $\xi \in$ $L(\mathcal{A})$.

Lemma 13. If $\tau$ is a congruence of $\mathcal{A}$, then $\mathcal{A} / \tau$ is a homomorphic image of $\mathcal{A}$.
Proof. It is easy to check that the mapping $\varphi: Q \rightarrow Q / \tau$ defined by $\varphi(q)=q / \tau$ is a surjective homomorphism from $\mathcal{A}$ to $\mathcal{A} / \tau$.

Lemma 14. If $\tau$ is a congruence of $\mathcal{A}$, then $L(\mathcal{A}, q)=L(\mathcal{A} / \tau, q / \tau)$ for every $q \in Q$. Moreover, $L(\mathcal{A})=L(\mathcal{A} / \tau)$.

Proof. It follows from Lemmas 12 and 13.

### 4.2 Minimization of DTTA

The DTTA $\mathcal{A}$ is called minimal if

$$
|Q| \leq\left|Q^{\prime}\right|, \sum_{q \in Q}\left|S_{q}^{\rightarrow}\right| \leq \sum_{q \in Q^{\prime}}\left|T_{q}^{\rightarrow}\right|, \text { and } \sum_{q \in Q}\left|S_{q}^{\leftarrow}\right| \leq \sum_{q \in Q^{\prime}}\left|T_{q}^{\leftarrow}\right|
$$

for any DTTA $\mathcal{A}^{\prime}$ which is equivalent to $\mathcal{A}$. Moreover, $\mathcal{A}$ is state-separated if

- $\left\|\mathcal{B}_{q}\right\|(x) \in Q_{+}^{*} \cup Q_{e}^{*}$ for every $q \in Q_{+}$and
- $\left\|\mathcal{B}_{q}\right\|(x) \in Q_{e}^{*}$ for every $q \in Q_{e}$
for every $x \in \Sigma^{*}$.
Lemma 15. For the DTTA $\mathcal{A}$ the following two statements are equivalent.
(i) $\mathcal{A}$ is state-separated.
(ii) If $\left\|\mathcal{B}_{q}\right\|(x) \in Q^{*} Q_{e} Q^{*}$, then $\left\|\mathcal{B}_{q}\right\|(x) \in Q_{e}^{*}$ for every $q \in Q$ and $x \in \Sigma^{*}$.

Proof. It is clear that (i) implies (ii). Now assume that (ii) holds. Let $x \in \Sigma^{*}$ and $q \in Q$. If $q \in Q_{e}$, then obviously $\left\|\mathcal{B}_{q}\right\|(x) \in Q^{*} Q_{e} Q^{*}$. Hence by (ii), $\left\|\mathcal{B}_{q}\right\|(x) \in Q_{e}^{*}$. Now let $q \in Q_{+}$. If $\left\|\mathcal{B}_{q}\right\|(x) \in Q^{*} Q_{e} Q^{*}$, then by (ii), $\left\|\mathcal{B}_{q}\right\|(x) \in Q_{e}^{*}$. Otherwise, $\left\|\mathcal{B}_{q}\right\|(x) \in Q_{+}^{*}$. Hence (i) holds.

Lemma 16. The DTTA $\mathcal{A}$ is state-separated if and only if for all state $q \in Q$, reachable states $s^{\rightarrow} \in \mathcal{S}_{q}^{\rightarrow}$ and $s^{\leftarrow} \in \mathcal{S}_{q}^{\leftarrow}$, and $a, b \in \Sigma$,

$$
f_{q}\left(s^{\rightarrow}, a, \delta_{q}^{\leftarrow}\left(s^{\leftarrow}, b\right)\right) \stackrel{q}{\in} Q_{e} \text { if and only if } f_{q}\left(\delta_{q}^{\rightarrow}\left(s^{\rightarrow}, a\right), b, s^{\leftarrow}\right) \in Q_{e}
$$

Proof. $(\Rightarrow)$ Assume that $\mathcal{A}$ is state-separated and let $q \in Q$. Moreover, let $s \rightarrow \mathcal{S}_{q} \rightarrow$ and $s^{\leftarrow} \in \mathcal{S}_{q}^{\leftarrow}$ be reachable states, and $a, b \in \Sigma$. Then there are $j \geq 0$ and $a_{1} \ldots a_{j} \in$ $\Sigma^{*}$ such that $s_{q, 0} a_{1} \ldots a_{j}=s^{\rightarrow}$, and there are $k \geq j+3$ and $a_{j+3} \ldots a_{k} \in \Sigma^{*}$ such that $s_{q, 0}^{\leftarrow} a_{k} \ldots a_{j+3}=s^{\leftarrow}$. Let $a_{j+1}=a$ and $a_{j+2}=b$, and $x=a_{1} \ldots a_{k}$.

Then $\left\|\mathcal{B}_{q}\right\|_{\left(s_{q, 0}, s_{q, 0}^{\leftarrow}\right)}(x)=q_{1} \ldots q_{k}$, where $q_{1}, \ldots, q_{k}$ are obtained as follows. Let

- $t_{0}^{\rightarrow} t_{1}^{\rightarrow} \ldots t_{k-1}^{q_{q}, 0} t_{k}^{t_{q}}$ be the $s_{q, 0}^{\rightarrow}$-run of $\mathcal{S}_{q}^{\rightarrow}$ on $a_{1} \ldots a_{k}$,
- $t_{0}^{\leftarrow} t_{1}^{\leftarrow} \ldots t_{k-1}^{\leftarrow} t_{k}^{\leftarrow}$ the $s_{q, 0}^{\leftarrow}$-run of $\mathcal{S}_{q}^{\leftarrow}$ on the reversed input $a_{k} \ldots a_{1}$, and
- let $q_{i}=f_{q}\left(t_{i-1}^{\overrightarrow{2}}, a_{i}, t_{k-i}^{\overleftarrow{-}}\right)$ for $1 \leq i \leq k$.

Here $t_{j}^{\vec{j}}=s^{\rightarrow}, t_{j+1}=\delta_{q}^{\vec{~}}\left(s^{\rightarrow}, a\right), t_{k-j-2}^{\leftarrow}=s^{\leftarrow}, t_{k-j-1}^{\leftarrow}=\delta_{q}^{\leftarrow}\left(s^{\leftarrow}, b\right)$, $f_{q}\left(s^{\rightarrow}, a, \delta_{q}^{\leftarrow}\left(s^{\leftarrow}, b\right)\right)=q_{j}$, and $f_{q}\left(\delta_{q}^{\rightarrow}\left(s^{\rightarrow}, a\right), b, s^{\leftarrow}\right)=q_{j+1}$. If $q_{j+1} \in Q_{e}$, then by Lemma 15, $\left\|\mathcal{B}_{q}\right\|(x) \in Q_{e}^{*}$. Therefore $q_{j+2} \in Q_{e}$. Conversely, if $q_{j+2} \in Q_{e}$, then by Lemma 15, $q_{j+1} \in Q_{e}$.
$(\Leftarrow)$ By Lemma 15 it is sufficient to show that $\left\|\mathcal{B}_{q}\right\|(x) \in Q^{*} Q_{e} Q^{*}$ implies $\left\|\mathcal{B}_{q}\right\|(x) \in Q_{e}^{*}$ for every $q \in Q$ and $x \in \Sigma^{*}$.

Let $x=a_{1} \ldots a_{k}, k \geq 1$, be arbitrary, and let $\left\|\mathcal{B}_{q}\right\|_{\left(s_{q, 0}, s_{q, 0}^{\leftarrow}\right)}(x)$ be as in the first part of the proof. Assume that $q_{i} \in Q_{e}$ for some $1 \leq i \leq k$. If $i<k$, then by our assumption, $q_{i+1}=q_{e}$ as well. Iterating this reasoning, we get that $q_{j}=q_{e}$ for each $i \leq j \leq k$. If $i>1$, then by our assumption, $q_{i-1}=q_{e}$ as well. As before, we get that $q_{j}=q_{e}$ for each $1 \leq j \leq i$. Hence $q_{i}=q_{e}$ for each $1 \leq i \leq k$.

Lemma 17. It is decidable whether $\mathcal{A}$ is state-separated or not.
Proof. The sets $Q_{+}$and $Q_{e}=Q \backslash Q_{+}$are effectively computable (cf. Lemma 10). Then, by direct inspection of $\mathcal{A}$, we can decide whether the condition of Lemma 16 holds.

In the rest of this section we assume that $\mathcal{A}$ and $\mathcal{A}^{\prime}$ are state-separated with $Q=Q_{+} \cup Q_{e}$ and $Q^{\prime}=Q_{+}^{\prime} \cup Q_{e}^{\prime}$, respectively. In fact, our minimization algorithm works only for state-separated DTTA.

We introduce the equivalence relation $\tau_{\mathcal{A}} \subseteq Q \times Q$ as follows: for all $p, q \in Q$,
let $p \tau_{\mathcal{A}} q$ if and only if $L(\mathcal{A}, p)=L(\mathcal{A}, q)$.
The DTTA $\mathcal{A}$ is reduced if $\tau_{\mathcal{A}}$ is the identity relation.
Lemma 18. Let $q \in Q$ and $q^{\prime} \in Q^{\prime}$ such that $L(\mathcal{A}, q)=L\left(\mathcal{A}^{\prime}, q^{\prime}\right)$. Moreover, let $k \geq 1, a_{1} \ldots a_{k} \in \Sigma^{*}$, and let $\left\|\mathcal{B}_{q}\right\|\left(a_{1} \ldots a_{k}\right)=q_{1} \ldots q_{k}$ and $\left\|\mathcal{B}_{q^{\prime}}\right\|\left(a_{1} \ldots a_{k}\right)=$ $q_{1}^{\prime} \ldots q_{k}^{\prime}$. Then $L\left(\mathcal{A}, q_{i}\right)=L\left(\mathcal{A}^{\prime}, q_{i}^{\prime}\right)$ for all $i=1, \ldots, k$.

Proof. Since $L(\mathcal{A}, q)=L\left(\mathcal{A}^{\prime}, q^{\prime}\right)$, we have either (1) $q \in Q_{e}$ and $q^{\prime} \in Q_{e}^{\prime}$ or (2) $q \in Q_{+}$and $q^{\prime} \in Q_{+}^{\prime}$. Let us recall that $\mathcal{A}$ and $\mathcal{A}^{\prime}$ are state-separated.

In case (1) we have $q_{1} \ldots q_{k} \in Q_{e}^{*}$ and $q_{1}^{\prime} \ldots q_{k}^{\prime} \in Q_{e}^{\prime *}$, hence the statement holds.
In case (2) either (2a) $q_{1} \ldots q_{k} \in Q_{e}^{*}$ and $q_{1}^{\prime} \ldots q_{k}^{\prime} \in Q_{e}^{* *}$ or (2b) $q_{1} \ldots q_{k} \in Q_{+}^{*}$ and $q_{1}^{\prime} \ldots q_{k}^{\prime} \in Q_{+}^{* *}$. (The other two cases are excluded because $L(\mathcal{A}, q)=L\left(\mathcal{A}^{\prime}, q^{\prime}\right)$.)

In case (2a) the statement again holds, so let us assume that (2b) holds. Arguing by contradiction, assume that $L\left(\mathcal{A}, q_{i}\right) \neq L\left(\mathcal{A}^{\prime}, q_{i}^{\prime}\right)$ for some $1 \leq i \leq k$. Then there exists a tree $\xi \in\left(L\left(\mathcal{A}, q_{i}\right) \backslash L\left(\mathcal{A}^{\prime}, q_{i}^{\prime}\right)\right) \cup\left(L\left(\mathcal{A}^{\prime}, q_{i}^{\prime}\right) \backslash\left(L\left(\mathcal{A}, q_{i}\right)\right)\right.$ and there are trees $\eta_{j} \in L\left(\mathcal{A}, q_{j}\right)$ and $\theta_{j} \in L\left(\mathcal{A}^{\prime}, q_{j}^{\prime}\right)$ for each $j=1, \ldots, i-1, i+1, \ldots k$. Hence $a\left(\eta_{1}, \ldots, \eta_{i-1}, \xi, \eta_{i+1}, \ldots, \eta_{k}\right) \in\left(L(\mathcal{A}, q) \backslash L\left(\mathcal{A}^{\prime}, q^{\prime}\right)\right)$ or $a\left(\theta_{1}, \ldots, \theta_{i-1}, \xi, \theta_{i+1}, \ldots, \theta_{k}\right)$ $\in\left(L\left(\mathcal{A}^{\prime}, q^{\prime}\right) \backslash(L(\mathcal{A}, q))\right.$. Thus $L(\mathcal{A}, q) \neq L\left(\mathcal{A}^{\prime}, q^{\prime}\right)$, which is a contradiction.

Lemma 19. The relation $\tau_{\mathcal{A}}$ is a congruence of $\mathcal{A}$.
Proof. Let $p, q \in Q$ such that $p \tau_{\mathcal{A}} q$. For showing property (i), let $a_{1} \ldots a_{k} \in \Sigma^{*}$ with $\left\|\mathcal{B}_{p}\right\|\left(a_{1} \ldots a_{k}\right)=p_{1} \ldots p_{k}$ and $\left\|\mathcal{B}_{q}\right\|\left(a_{1} \ldots a_{k}\right)=q_{1} \ldots q_{k}$. Then by Lemma 18 with $\mathcal{A}=\mathcal{A}^{\prime}$, we have $L\left(\mathcal{A}, p_{i}\right)=L\left(\mathcal{A}, q_{i}\right)$ for all $i=1, \ldots, k$. Hence by the definition of $\tau_{\mathcal{A}}, p_{i} \tau_{\mathcal{A}} q_{i}$ for every $1 \leq i \leq k$.

Finally, we show that (ii) holds by contradiction as follows: if $p \in F$ and $q \notin F$, then $a \in(L(\mathcal{A}, p) \backslash L(\mathcal{A}, q))$ for every $a \in \Sigma$ which contradicts to $p \tau_{\mathcal{A}} q$.

Lemma 20. The DTTA $\mathcal{A} / \tau_{\mathcal{A}}$ is reduced.
Proof. Assume that $L\left(\mathcal{A} / \tau_{\mathcal{A}}, p / \tau_{\mathcal{A}}\right)=L\left(\mathcal{A} / \tau_{\mathcal{A}}, q / \tau_{\mathcal{A}}\right)$ for some $p, q \in Q$. Then by Lemma 14 and Lemma $19, L(\mathcal{A}, p)=L\left(\mathcal{A} / \tau_{\mathcal{A}}, p / \tau_{\mathcal{A}}\right)=L\left(\mathcal{A} / \tau_{\mathcal{A}}, q / \tau_{\mathcal{A}}\right)=L(\mathcal{A}, q)$. Hence $p \tau_{\mathcal{A}} q$, i.e., $p / \tau_{\mathcal{A}}=q / \tau_{\mathcal{A}}$.

Theorem 2. Assume that $\mathcal{A}$ and $\mathcal{A}^{\prime}$ are connected and reduced. Then

$$
L(\mathcal{A})=L\left(\mathcal{A}^{\prime}\right) \text { if and only if } \mathcal{A} \cong \mathcal{A}^{\prime}
$$

Proof. We prove the implication from left to right, because the proof of the other direction is obvious. Assume that $L(\mathcal{A})=L\left(\mathcal{A}^{\prime}\right)$. Let us define the relation $\varphi \subseteq$ $Q \times Q^{\prime}$ as follows: $\varphi=\left\{\left(q, q^{\prime}\right) \mid L(\mathcal{A}, q)=L\left(\mathcal{A}^{\prime}, q^{\prime}\right)\right\}$. For convenience, we divide the proof in five steps.
(i) We show that for each $q \in Q$, there exists $q^{\prime} \in Q^{\prime}$ such that $\left(q, q^{\prime}\right) \in \varphi$, i.e., the domain of $\varphi$ is $Q$. As $\mathcal{A}$ is connected, we have

$$
f_{\mathrm{in}}(a) \rightarrow_{\mathcal{A}} q_{1} \rightarrow_{\mathcal{A}} \cdots \rightarrow_{\mathcal{A}} q_{n}=q
$$

for some $a \in \Sigma, n \geq 0$, and $q_{1}, \ldots, q_{n} \in Q$. If $n=0$, then $q=f_{\text {in }}(a)$. Since $L(\mathcal{A})=L\left(\mathcal{A}^{\prime}\right)$, we have $L\left(\mathcal{A}, f_{\text {in }}(a)\right)=L\left(\mathcal{A}^{\prime}, f_{\text {in }}^{\prime}(a)\right)$, hence $\left(q, f_{\text {in }}^{\prime}(a)\right) \in \varphi$. If $n \geq 1$, then by Lemma 18 there exists $q_{1}^{\prime}, \ldots, q_{n}^{\prime} \in Q^{\prime}$ such that

$$
f_{\text {in }}^{\prime}(a) \rightarrow_{\mathcal{A}^{\prime}} q_{1}^{\prime} \rightarrow_{\mathcal{A}^{\prime}} \cdots \rightarrow_{\mathcal{A}^{\prime}} q_{n}^{\prime}
$$

and $L\left(\mathcal{A}, q_{i}\right)=L\left(\mathcal{A}^{\prime}, q_{i}^{\prime}\right)$ for each $i=1, \ldots, n$. Thus $\left(q, q_{n}^{\prime}\right) \in \varphi$.
(ii) We show that $\varphi$ is a mapping. For any $q \in Q$ and $q_{1}^{\prime}, q_{2}^{\prime} \in Q^{\prime}$, if $\left(q, q_{1}^{\prime}\right) \in \varphi$ and $\left(q, q_{2}^{\prime}\right) \in \varphi$, then $L\left(\mathcal{A}^{\prime}, q_{1}^{\prime}\right)=L(\mathcal{A}, q)=L\left(\mathcal{A}^{\prime}, q_{2}^{\prime}\right)$, and hence $q_{1}^{\prime}=q_{2}^{\prime}$.
(iii) We show that $\varphi$ is injective. For any $q_{1}, q_{2} \in Q$ and $q^{\prime} \in Q^{\prime}$, if $\varphi\left(q_{1}\right)=q^{\prime}$ and $\varphi\left(q_{2}\right)=q^{\prime}$, then $L\left(\mathcal{A}, q_{1}\right)=L\left(\mathcal{A}, q^{\prime}\right)=L\left(\mathcal{A}, q_{2}\right)$, and hence $q_{1}=q_{2}$.
(iv) We show that $\varphi$ is surjective. Repeating the argument used in (i) with the roles of $\mathcal{A}$ and $\mathcal{A}^{\prime}$ reversed we see that for every $q^{\prime} \in Q^{\prime}$ there exists a $q \in Q$ such that $L(\mathcal{A}, q)=L\left(\mathcal{A}^{\prime}, q^{\prime}\right)$.
(v) We show that $\varphi$ is a homomorphism.

First we show that $f_{\text {in }}^{\prime}=f_{\text {in }} \circ \varphi$. As $L(\mathcal{A})=L\left(\mathcal{A}^{\prime}\right)$, we have $L\left(\mathcal{A}, f_{\text {in }}(a)\right)=$ $L\left(\mathcal{A}^{\prime}, f_{\text {in }}^{\prime}(a)\right)$ for each $a \in \Sigma$. Hence, by the definition of $\varphi, \varphi\left(f_{\text {in }}(a)\right)=f_{\text {in }}^{\prime}(a)$ for each $a \in \Sigma$. Thus we have $f_{\text {in }}^{\prime}=f_{\text {in }} \circ \varphi$.

Second, we show that $\left\|\mathcal{B}_{\varphi(q)}^{\prime}\right\|=\left\|\mathcal{B}_{q}\right\| \circ \varphi^{*}$ for every $q \in Q$. Let $q \in Q, q^{\prime} \in Q^{\prime}$ and $a_{1} \ldots a_{k} \in \Sigma^{*}, k \geq 1$, with $\left\|\mathcal{B}_{q}\right\|\left(a_{1} \ldots a_{k}\right)=q_{1} \ldots q_{k}$ and $\left\|\mathcal{B}_{q^{\prime}}\right\|\left(a_{1} \ldots a_{k}\right)=q_{1}^{\prime} \ldots q_{k}^{\prime}$. Then by Lemma 18, $\varphi\left(q_{i}\right)=q_{i}^{\prime}$ for each $i=1, \ldots, k$. Hence $\left\|\mathcal{B}_{\varphi(q)}^{\prime}\right\|=\left\|\mathcal{B}_{q}\right\| \circ \varphi^{*}$ for every $q \in Q$.

Third, we show that $q \in F \Longleftrightarrow \varphi(q) \in F^{\prime}$ for every $q \in Q$. We proceed by contradiction. Assume that $q \in F$ and $\varphi(q) \notin F$ for some $q \in Q$. Then for each $a \in \Sigma, a \in L(\mathcal{A}, q)$ and $a \notin L(\mathcal{A}, \varphi(q))$. This is a contradiction. The case $q \notin F$ and $\varphi(q) \in F$ is analogous to the previous case. Thus $\mathcal{A}$ and $\mathcal{A}^{\prime}$ are isomorphic.

By Theorem 2, we have the following result.
Corollary 1. Assume that $\mathcal{A}$ and $\mathcal{A}^{\prime}$ are connected. Then $L(\mathcal{A})=L\left(\mathcal{A}^{\prime}\right)$ if and only if $\mathcal{A} / \tau_{\mathcal{A}} \cong \mathcal{A}^{\prime} / \tau_{\mathcal{A}^{\prime}}$.
Proof. Assume that $L(\mathcal{A})=L\left(\mathcal{A}^{\prime}\right)$. Then by Lemmas 14 and 19, we have $L\left(\mathcal{A} / \tau_{\mathcal{A}}\right)=$ $L(\mathcal{A})=L\left(\mathcal{A}^{\prime}\right)=L\left(\mathcal{A}^{\prime} / \tau_{\mathcal{A}^{\prime}}\right)$. By Lemma $20, \mathcal{A} / \tau_{\mathcal{A}}$ and $\mathcal{A}^{\prime} / \tau_{\mathcal{A}^{\prime}}$ are connected and reduced. Hence, by Theorem 2 we obtain $\mathcal{A} / \tau_{\mathcal{A}} \cong \mathcal{A}^{\prime} / \tau_{\mathcal{A}^{\prime}}$.

Conversely, assume that $\mathcal{A} / \tau_{\mathcal{A}} \cong \mathcal{A}^{\prime} / \tau_{\mathcal{A}^{\prime}}$. Then by Lemmas 14 and 19 , we have $L(\mathcal{A})=L\left(\mathcal{A} / \tau_{\mathcal{A}}\right)=L\left(\mathcal{A}^{\prime} / \tau_{\mathcal{A}^{\prime}}\right)=L\left(\mathcal{A}^{\prime}\right)$.

Lemma 21. Let $\varphi: Q \rightarrow Q^{\prime}$ be a homomorphism from $\mathcal{A}$ to $\mathcal{A}^{\prime}$. Moreover, assume that $\mathcal{B}_{q}$ is connected for each $q \in Q$ and $\mathcal{B}_{q^{\prime}}^{\prime}$ is connected and reduced for each $q^{\prime} \in Q^{\prime}$. For every $q \in Q$ and $q^{\prime} \in Q^{\prime}$ with $\varphi(q)=q^{\prime}$, the bimachine $\mathcal{B}_{q^{\prime}}^{\prime}$ is a homomorphic image of $\mathcal{B}_{q}$.
Proof. Let $q \in Q$ and $q^{\prime} \in Q^{\prime}$ with $\varphi(q)=q^{\prime}$. First we show that $\mathcal{T}_{q^{\prime}}$ is a homomorphic image of $\mathcal{S}_{q}$. For this, let us define the relation $\psi_{q, q^{\prime}} \subseteq S_{q}^{\rightarrow} \times T_{q^{\prime}}$ by

$$
\psi_{q, q^{\prime}}^{\overrightarrow{2}}=\left\{\left(\overrightarrow{s_{q, 0}} x, t_{q^{\prime}, 0}^{\overrightarrow{0}} x\right) \mid x \in \Sigma^{*}\right\}
$$

We note that the domain of $\psi_{q, q^{\prime}}$ is $S_{q}^{\vec{~}}$ because $\mathcal{B}_{q}$ is connected. Next we show by contradiction that $\psi_{q, q^{\prime}}^{\vec{\prime}}$ is a mapping. For this, let us assume that there are $x, y \in \Sigma^{*}$ such that $s_{q, 0} x=\overrightarrow{q, 0} y$ and $t_{q^{\prime}, 0} x \neq t_{q^{\prime}, 0} y$. Since $\mathcal{B}_{q^{\prime}}^{\prime}$ is reduced, there are $u, z \in \Sigma^{*}$ such that $\left.\left.\left\|\mathcal{B}_{q^{\prime}}^{\prime}\right\|_{\left(\overrightarrow{q^{\prime}, 0}\right.} x, t_{q^{\prime}, 0}^{*} z\right)(u) \neq\left\|\mathcal{B}_{q^{\prime}}^{\prime}\right\|_{\left(t_{q^{\prime}, 0}\right.} y, t_{q^{\prime}, 0}^{*} z\right)(u)$, i.e.,

$$
\left.\left.\left\|\mathcal{B}_{q^{\prime}}^{\prime}\right\|_{\left(t_{q^{\prime}, 0}^{\prime}\right.} x, t_{q^{\prime}, 0}^{*}\right)\left(u z^{-1}\right) \neq\left\|\mathcal{B}_{q^{\prime}}^{\prime}\right\|_{t_{q^{\prime}, 0}^{\prime}, t_{q^{\prime}, 0}^{*}}\right)\left(u z^{-1}\right)
$$

On the other hand, by $\left\|\mathcal{B}_{q}\right\| \circ \varphi^{*}=\left\|\mathcal{B}_{q^{\prime}}^{\prime}\right\|$, we have

$$
\varphi^{*}\left(\left\|\mathcal{B}_{q}\right\|\left(x u z^{-1}\right)\right)=\left\|\mathcal{B}_{q^{\prime}}^{\prime}\right\|\left(x u z^{-1}\right) \text { and } \varphi^{*}\left(\left\|\mathcal{B}_{q}\right\|\left(y u z^{-1}\right)\right)=\left\|\mathcal{B}_{q^{\prime}}^{\prime}\right\|\left(y u z^{-1}\right)
$$

Thus

$$
\begin{aligned}
& \varphi^{*}\left(\left\|\mathcal{B}_{q}\right\|_{\left(s_{q, 0}, 0, s_{q, 0}^{*}\right)}\left(u z^{-1}\right)\right)=\left\|\mathcal{B}_{q^{\prime}}^{\prime}\right\|_{\left(t_{q^{\prime}, 0}^{\rightarrow} x, t_{q^{\prime}, 0}^{*}\right)}\left(u z^{-1}\right) \text { and } \\
& \varphi^{*}\left(\left\|\mathcal{B}_{q}\right\|_{\left(s_{q, 0} y, s_{q, 0}^{*}\right)}\left(u z^{-1}\right)\right)=\left\|\mathcal{B}_{q^{\prime}}^{\prime}\right\|_{\left(t_{q^{\prime}, 0}, 0, t_{q^{\prime}, 0}^{*}\right)}\left(u z^{-1}\right) .
\end{aligned}
$$

Hence $\quad \varphi^{*}\left(\left\|\mathcal{B}_{q}\right\|_{\left(s_{q, 0} x, s_{q, 0}^{\leftarrow}\right)}\left(u z^{-1}\right)\right) \quad \neq \quad \varphi^{*}\left(\left\|\mathcal{B}_{q}\right\|_{\left(s_{q, 0} y, s_{q, 0}^{\leftarrow}\right)}\left(u z^{-1}\right)\right) \quad$ and $\quad$ thus $\left\|\mathcal{B}_{q}\right\|_{\left(s_{q, 0} x, s_{q, 0}^{\leftarrow}\right)}\left(u z^{-1}\right) \neq\left\|\mathcal{B}_{q}\right\|_{\left(s_{q, 0} y, s_{q, 0}^{\leftarrow}\right)}\left(u z^{-1}\right)$. This is a contradiction by our assumption $s_{\vec{q}, 0}^{\stackrel{1}{0}} x=s_{q, 0}^{\vec{B}} y$.

Since $\mathcal{B}_{q^{\prime}}^{\prime}$ is connected, the mapping $\psi_{q, q^{\prime}}$ is surjective. Finally we show that $\psi_{q, q^{\prime}}^{\vec{\prime}}$ is a homomorphism. Obviously, $\left.\psi_{q, q^{\prime}}^{\overrightarrow{\beta_{q, 0}}} \overrightarrow{\overrightarrow{s_{0}}}\right)=t_{q^{\prime}, 0}$. Moreover, for every $x \in \Sigma^{*}$ and $a \in \Sigma$, we have

Analogously, we can define the relation $\psi_{q, q^{\prime}}^{\leftarrow} \subseteq S_{q}^{\leftarrow} \times T_{q^{\prime}}^{\leftarrow}$ and show that it is a homomorphism from $\mathcal{S}_{q}^{\leftarrow}$ onto $\mathcal{T}_{q^{\prime}}^{\leftarrow}$. Hence $\mathcal{B}_{q^{\prime}}^{\prime}$ is a homomorphic image of $\mathcal{B}_{q}$ via $\left(\psi_{q, q^{\prime}}^{\vec{\prime}}, \psi_{q, q^{\prime}}^{\leftarrow}\right)$.

Lemma 22. Assume that $\mathcal{A}^{\prime}$ is a homomorphic image of $\mathcal{A}$, that $\mathcal{B}_{q}$ is connected for each $q \in Q$, and that $\mathcal{B}_{q^{\prime}}^{\prime}$ is connected and reduced for each $q^{\prime} \in Q^{\prime}$. Then

$$
\left|Q^{\prime}\right| \leq|Q|, \sum_{q \in Q^{\prime}}\left|T_{q}^{\rightarrow}\right| \leq \sum_{q \in Q}\left|S_{q}^{\rightarrow}\right|, \text { and } \sum_{q \in Q^{\prime}}\left|T_{q}^{\leftarrow}\right| \leq \sum_{q \in Q}\left|S_{q}^{\leftarrow}\right| .
$$

Proof. Let $\varphi: Q \rightarrow Q^{\prime}$ be a surjective homomorphism from $\mathcal{A}$ to $\mathcal{A}^{\prime}$. By Lemma 21 , for every $q \in Q$, the bimachine $\mathcal{B}_{\varphi(q)}^{\prime}$ is a homomorphic image of $\mathcal{B}_{q}$. Thus, by Lemma $3,\left|T_{\varphi(q)}^{\overrightarrow{ }}\right| \leq\left|S_{q}^{\vec{~}}\right|$ and $\left|T_{\varphi(q)}^{\leftarrow}\right| \leq\left|S_{q}^{\leftarrow}\right|$ for every $q \in Q$. Consequently, as $\varphi$ is a surjective mapping, the statement of the lemma holds.

Lemma 23. Assume that $\mathcal{A}^{\prime}$ is a homomorphic image of $\mathcal{A}$ and that $\mathcal{B}_{q^{\prime}}^{\prime}$ is connected and reduced for each $q^{\prime} \in Q^{\prime}$. Then

$$
\left|Q^{\prime}\right| \leq|Q|, \sum_{q \in Q^{\prime}}\left|T_{q}^{\rightarrow}\right| \leq \sum_{q \in Q}\left|S_{q}^{\rightarrow}\right|, \text { and } \sum_{q \in Q^{\prime}}\left|T_{q}^{\leftarrow}\right| \leq \sum_{q \in Q}\left|S_{q}^{\leftarrow}\right| .
$$

Proof. Let $\mathcal{B}_{q}^{c}$ be the connected part of $\mathcal{B}_{q}$ for each $q \in Q$. As mentioned, the bimachine $\mathcal{B}_{q}^{c}$ is equivalent to $\mathcal{B}_{q}$ for each $q \in Q$. Hence the DTTA $\left(Q, \Sigma, f,\left(\mathcal{B}_{q}^{c} \mid\right.\right.$ $q \in Q), F)$ is equivalent to $\mathcal{A}$ and, obviously,

$$
\sum_{q \in Q}\left|S_{q}^{\rightarrow c}\right| \leq \sum_{q \in Q}\left|S_{q}^{\rightarrow}\right|, \text { and } \sum_{q \in Q}\left|S_{q}^{\leftarrow c}\right| \leq \sum_{q \in Q}\left|S_{q}^{\leftarrow}\right|
$$

Moreover, $\mathcal{A}^{\prime}$ is a homomorphic image of $\left(Q, \Sigma, f,\left(\mathcal{B}_{q}^{c} \mid q \in Q\right), F\right)$. Hence by Lemma 22,

$$
\left|Q^{\prime}\right| \leq|Q|, \sum_{q \in Q^{\prime}}\left|T_{q}^{\rightarrow}\right| \leq \sum_{q \in Q}\left|S_{q}^{\rightarrow c}\right|, \text { and } \sum_{q \in Q^{\prime}}\left|T_{q}^{\leftarrow}\right| \leq \sum_{q \in Q}\left|S_{q}^{\leftarrow c}\right|
$$

These and the above inequalities imply the lemma.
Lemma 24. Assume that $\mathcal{A}$ is connected and consider $\mathcal{A} / \tau_{\mathcal{A}}=\left(Q / \tau_{\mathcal{A}}, \Sigma, f_{\mathrm{in}, \tau_{\mathcal{A}}}\right.$, $\left.\left(\mathcal{B}_{q / \tau_{\mathcal{A}}} \mid q / \tau_{\mathcal{A}} \in Q / \tau_{\mathcal{A}}\right), F / \tau_{\mathcal{A}}\right)$. For each $q / \tau_{\mathcal{A}} \in Q / \tau_{\mathcal{A}}$, let $\mathcal{B}_{q / \tau_{\mathcal{A}}}^{c}$ be the connected part of $\mathcal{B}_{q / \tau_{\mathcal{A}}}$ and let

$$
\mathcal{M}=\left(Q / \tau_{\mathcal{A}}, \Sigma, f_{\mathrm{in}, \tau_{\mathcal{A}}},\left(\mathcal{B}_{q / \tau_{\mathcal{A}}}^{c} / \rho_{\mathcal{B}_{q / \tau_{\mathcal{A}}}^{c}} \mid q / \tau_{\mathcal{A}} \in Q / \tau_{\mathcal{A}}\right), F / \tau_{\mathcal{A}}\right)
$$

Then $\mathcal{M}$ is a minimal DTTA and equivalent to $\mathcal{A}$.
Proof. Let $L(\mathcal{A})=L\left(\mathcal{A}^{\prime}\right)$. By Propositions 4 and 5 , we may assume that $\mathcal{A}^{\prime}$ is connected. Then, by Corollary $1, \mathcal{A}^{\prime} / \tau_{\mathcal{A}^{\prime}} \cong \mathcal{A} / \tau_{\mathcal{A}}$. Hence, by Lemmas 4 and 19 , there is a surjective homomorphism $\varphi: Q^{\prime} \rightarrow Q / \tau_{\mathcal{A}}$ from $\mathcal{A}^{\prime}$ to $\mathcal{A} / \tau_{\mathcal{A}}$. Therefore, $\varphi$ is a surjective homomorphism from $\mathcal{A}^{\prime}$ to $\mathcal{M}$. Consequently, by Lemma 23,

- $\left|Q / \tau_{\mathcal{A}}\right| \leq\left|Q^{\prime}\right|$,
- $\sum_{q / \tau_{\mathcal{A}} \in Q / \tau_{\mathcal{A}}}\left|S_{q / \tau_{\mathcal{A}}}^{\rightarrow c} / \rho_{\mathcal{B}_{q / \tau_{\mathcal{A}}}^{c}}\right| \leq \sum_{q \in Q^{\prime}}\left|T_{q}^{\rightarrow}\right|$, and
- $\sum_{q / \tau_{\mathcal{A}} \in Q / \tau_{\mathcal{A}}}\left|S_{q / \tau_{\mathcal{A}}}^{\leftarrow-\mathcal{A}} / \rho_{\mathcal{B}_{q / \mathcal{A}_{\mathcal{A}}}^{c}}^{c / \mathcal{A}_{\mathcal{A}}}\right| \leq \sum_{q \in Q^{\prime}}\left|T_{q}^{\leftarrow}\right|$.

Therefore, $\mathcal{M}$ is a minimal DTTA. By Lemma $14, \mathcal{A} / \tau_{\mathcal{A}}$ is equivalent to $\mathcal{A}$. Hence, by Lemma $5, \mathcal{M}$ is equivalent to $\mathcal{A}$ as well.

In the rest of the paper we give an algorithm which computes the minimal DTTA which is equivalent to $\mathcal{A}$. For this we will need the concept of the direct product of bimachines. The direct product of the semi-automata $\mathcal{S}$ and $\mathcal{T}$ is the semi-automaton $\mathcal{S} \times \mathcal{T}=\left(S \times T, \Sigma,\left(s_{0}, t_{0}\right), \delta^{\prime \prime}\right)$, where $\delta^{\prime \prime}((s, t), a)=\left(\delta(s, a), \delta^{\prime}(t, a)\right)$ for every $(s, t) \in S \times T$ and $a \in \Sigma$. The direct product of the bimachines $\mathcal{B}$ and $\mathcal{B}^{\prime}$ is the bimachine

$$
\mathcal{B} \times \mathcal{B}^{\prime}=\left(\Sigma, \Gamma \times \Gamma, \mathcal{S}^{\rightarrow} \times \mathcal{T}^{\rightarrow}, \mathcal{S}^{\leftarrow} \times \mathcal{T}^{\leftarrow}, f^{\prime \prime}\right)
$$

where $f^{\prime \prime}\left(\left(s^{\rightarrow}, t^{\rightarrow}\right), a,\left(s^{\leftarrow}, t^{\leftarrow}\right)\right)=\left(f\left(s^{\rightarrow}, a, s^{\leftarrow}\right), f^{\prime}\left(t^{\rightarrow}, a, t^{\leftarrow}\right)\right)$ for all $\left(s^{\rightarrow}, t^{\rightarrow}\right) \in S^{\rightarrow} \times$ $T^{\rightarrow},\left(s^{\leftarrow}, t^{\leftarrow}\right) \in S^{\leftarrow} \times T^{\leftarrow}$, and $a \in \Sigma$.

To give an algorithm which computes the minimal automaton equivalent to $\mathcal{A}$, we define the relation $\tau_{n} \subseteq Q \times Q$ for every $n \geq 0$, by induction on $n$.

Base of induction: For each $p, q \in Q$, let $p \tau_{0} q$ if and only if $(p \in F \Longleftrightarrow q \in F)$.
Induction step: Let $n \geq 0$ and assume that we have defined $\tau_{n}$. For each $p, q \in Q$, let $p \tau_{n+1} q$ if and only if

- $p \tau_{n} q$ and
- for the bimachine $\mathcal{B}_{p} \times \mathcal{B}_{q}=\left(\Sigma, Q \times Q, \mathcal{S}_{p} \times \mathcal{S}_{q}^{\rightarrow}, \mathcal{S}_{p}^{\leftarrow} \times \mathcal{S}_{q}^{\leftarrow}, f_{(p, q)}\right)$ and for any reachable pair $\left(\left(s^{\rightarrow}, t^{\rightarrow}\right),\left(s^{\leftarrow}, t^{\leftarrow}\right)\right)$ in $\mathcal{B}_{p} \times \mathcal{B}_{q}$ and $a \in \Sigma$, if $f_{(p, q)}\left(\left(s^{\rightarrow}, t^{\rightarrow}\right), a,\left(s^{\leftarrow}, t^{\leftarrow}\right)\right)=\left(r_{1}, r_{2}\right)$, then we have $r_{1} \tau_{n} r_{2}$.

Lemma 25. For each $n \geq 0, \tau_{n}$ is an equivalence relation.
Proof. We proceed by induction on $n$.
Base of induction: $n=0$. By definition, $\tau_{0}$ is an equivalence relation.
Induction step: We assume that the lemma holds for $n \geq 0$, and show that it also holds for $n+1$. By definition and the induction hypothesis, $\tau_{n+1}$ is reflexive and symmetric. We will show that $\tau_{n+1}$ is transitive. To this end, let $p, q, r \in Q$, and assume that $p \tau_{n+1} q$ and $q \tau_{n+1} r$. Since $p \tau_{n+1} q$ and $q \tau_{n+1} r$, we have $p \tau_{n} q$ and $q \tau_{n} r$. By the induction hypothesis, $p \tau_{n} r$. All is left to show is that for the bimachine $\mathcal{B}_{p} \times \mathcal{B}_{r}=\left(\Sigma, Q \times Q, \mathcal{S}_{p} \times \mathcal{S}_{r}^{\overrightarrow{ }}, \mathcal{S}_{p}^{\leftarrow} \times \mathcal{S}_{r}^{\leftarrow}, f_{(p, r)}\right)$ and for any reachable pair $\left(\left(s^{\rightarrow}, t^{\rightarrow}\right),\left(s^{\leftarrow}, t^{\leftarrow}\right)\right)$ in $\mathcal{B}_{p} \times \mathcal{B}_{r}$ and $a \in \Sigma$, if $f_{(p, r)}\left(\left(s^{\rightarrow}, t^{\rightarrow}\right), a,\left(s^{\leftarrow}, t^{\leftarrow}\right)\right)=\left(p^{\prime}, r^{\prime}\right)$, then we have $p^{\prime} \tau_{n} r^{\prime}$. To this end, take a word $w=a_{1} \ldots a_{k} \in \Sigma^{*}, k \geq 1$, such that

- $\left(s_{0}, t_{0}\right)\left(s_{1}, t_{1}^{\overrightarrow{1}}\right) \ldots\left(s_{\vec{k}-1}, t_{\vec{k}-1}\right)\left(s_{\vec{k}}, t_{k}\right)$ is the run of $\mathcal{S}_{\vec{p}}^{\overrightarrow{0}} \times \mathcal{S}_{r}^{\vec{~}}$ on $a_{1} \ldots a_{k}$,
- $\left(s_{0}^{\leftarrow}, t_{0}^{\leftarrow}\right)\left(s_{1}^{\leftarrow}, t_{1}^{\leftarrow}\right) \ldots\left(s_{k-1}^{\leftarrow}, t_{k-1}^{\leftarrow}\right)\left(s_{k}^{\leftarrow}, t_{k}^{\leftarrow}\right)$ is the run of $\mathcal{S}_{p}^{\leftarrow} \times \mathcal{S}_{r}^{\leftarrow}$ on $a_{k} \ldots a_{1}$,
- $\left(\left(s^{\rightarrow}, t^{\rightarrow}\right), a,\left(s^{\leftarrow}, t^{\leftarrow}\right)\right)=\left(\left(s_{j-1}, t_{j-1}\right), a_{j},\left(s_{k-j}^{\leftarrow} t_{k-j}^{\leftarrow}\right)\right)$ for some $1 \leq j \leq k$ and
- $\left(p_{i}, r_{i}\right)=f_{(p, r)}\left(\left(s_{i-1}, t_{i-1}\right), a_{i},\left(s_{k-i}^{\leftarrow}, t_{k-i}^{\leftarrow}\right)\right)$ for $1 \leq i \leq k$.

Then $\left\|\mathcal{B}_{p} \times \mathcal{B}_{r}\right\|(w)=\left(p_{1}, r_{1}\right) \ldots\left(p_{k}, r_{k}\right)$ and $\left(p^{\prime}, r^{\prime}\right)=\left(p_{j}, r_{j}\right)$.
Let $y_{0}^{\overrightarrow{0}} y_{1}^{\overrightarrow{\mathcal{B}}} \ldots y_{\vec{k}-1} y_{\vec{k}}$ be the run of $\mathcal{S}_{q}^{\rightarrow}$ on $a_{1} \ldots a_{k}$, and $y_{0}^{\leftarrow} y_{1}^{\leftarrow} \ldots y_{k-1}^{\leftarrow} y_{k}^{\leftarrow}$ the run of $\mathcal{S}_{q}^{\leftarrow}$ on the reversed input $a_{k} \ldots a_{1}$, and let $q_{i}=f\left(y_{i-1}, a_{i}, y_{k-i}^{\leftarrow}\right)$ for $1 \leq i \leq k$. Then $\left\|\mathcal{B}_{q}\right\|(w)=q_{1} \ldots q_{k}$ and $\left\|\mathcal{B}_{p} \times \mathcal{B}_{q}\right\|(w)=\left(p_{1}, q_{1}\right) \ldots\left(p_{k}, q_{k}\right)$ and $\left\|\mathcal{B}_{q} \times \mathcal{B}_{r}\right\|(w)=$ $\left(q_{1}, r_{1}\right) \ldots\left(q_{k}, r_{k}\right)$. Since $p \tau_{n+1} q$ and $q \tau_{n+1} r$, we have $p_{j} \tau_{n} q_{j}$ and $q_{j} \tau_{n} r_{j}$. By the induction hypothesis, $\tau_{n}$ is an equivalence relation, hence $p_{j} \tau_{n} r_{j}$. Since $\left(p^{\prime}, r^{\prime}\right)=$ $\left(p_{j}, r_{j}\right)$, we have $p^{\prime} \tau_{n} r^{\prime}$. Therefore $p \tau_{n+1} r$, and hence $\tau_{n+1}$ is transitive.

Obviously, we have

$$
\tau_{0} \supseteq \tau_{1} \supseteq \tau_{2} \supseteq \cdots
$$

and thus there is an integer $n_{0} \geq 0$ such that $\tau_{n_{0}}=\tau_{n_{0}+1}$. Moreover, we can prove that $\tau_{n_{0}}=\tau_{n_{0}+1}$ implies $\tau_{n_{0}+1}=\tau_{n_{0}+2}=\cdots$ for every $n_{0} \geq 0$.

Lemma 26. For all $n, l \geq 0, p, q \in Q, \xi \in T_{\Sigma}$ with height $(\xi) \geq l, x \in \operatorname{dom}(\xi)$ with $|x|=l$, $p$-run $r_{p}$ of $\mathcal{A}$ on $\xi$ and $q$-run $r_{q}$ of $\mathcal{A}$ on $\xi$, if $p \tau_{n+l} q$, then $r_{p}(x) \tau_{n} r_{q}(x)$.

Proof. We proceed by induction on $l$. If $l=0$, then $p=r_{p}(x)$ and $q=r_{q}(x)$. By our assumption $p \tau_{n+0} q$, we have $r_{p}(x) \tau_{n} r_{q}(x)$.

Induction step: We assume that the lemma holds for $l \geq 0$, and show that it also holds for $l+1$. To this end, let $\xi \in T_{\Sigma}$ with $\xi=a\left(\xi_{1} \ldots \xi_{k}\right)$, $\operatorname{height}(\xi) \geq l+1$, and let $x=i y$, where $0 \leq i \leq k,|x|=l+1$ and hence $|y|=l$, and assume that $p \tau_{n+l+1} q$. Consider an arbitrary $p$-run $r_{p}$ of $\mathcal{A}$ on $\xi$ and an arbitrary $q$-run $r_{q}$ of $\mathcal{A}$ on $\xi$. If $r_{p}(i)=p^{\prime}$ and $r_{q}(i)=q^{\prime}$, then by the definition of $\tau_{n+l+1}, p^{\prime} \tau_{n+l} q^{\prime}$. Hence, by the induction hypothesis, for the $p^{\prime}$-run $r_{p^{\prime}}$ of $\mathcal{A}$ on $\xi_{i}$ and for the $q^{\prime}$-run $r_{q^{\prime}}$ of $\mathcal{A}$ on $\xi_{i}$, we have $r_{p^{\prime}}(y) \tau_{n} r_{q^{\prime}}(y)$. Observe that $r_{p^{\prime}}(y)=r_{p}(x)$ and $r_{q^{\prime}}(y)=r_{q}(x)$. Consequently, $r_{p}(x) \tau_{n} r_{q}(x)$.

Lemma 27. Let $n_{0}$ be the least integer with $\tau_{n_{0}}=\tau_{n_{0}+1}$. Then $\tau_{n_{0}}=\tau_{\mathcal{A}}$.
Proof. First we show that $\tau_{n_{0}} \subseteq \tau_{\mathcal{A}}$. Let $p \tau_{n_{0}} q$. Then $p \tau_{n_{0}+l} q$ for each $l \geq 0$, hence by Lemma 26 , for all $l \geq 0, \xi \in T_{\Sigma}$ with $\operatorname{height}(\xi) \geq l, x \in \operatorname{dom}(\xi)$ with $|x|=l$, $p$-run $r_{p}$ of $\mathcal{A}$ on $\xi$ and $q$-run $r_{q}$ of $\mathcal{A}$ on $\xi$, we have $r_{p}(x) \tau_{n} r_{q}(x)$. By the inclusion $\tau_{0} \supseteq \tau_{n_{0}}$, we have $r_{p}(x) \tau_{0} r_{q}(x)$. Hence, by the definition of $\rho_{0}$, we have $\left(r_{p}(x) \in F\right.$ if and only if $\left.r_{q}(x) \in F\right)$. Since $l \geq 0, \xi \in T_{\Sigma}$, and $x \in \operatorname{dom}(\xi)$ are arbitrary, $L(\mathcal{A}, p)=L(\mathcal{A}, q)$.

We now show that $\tau_{\mathcal{A}} \subseteq \tau_{n_{0}}$. To this end we show that for all $p, q \in Q, n \geq 0$, if $(p, q) \notin \tau_{n}$, then $(p, q) \notin \tau_{\mathcal{A}}$. We proceed by induction on $n$.

Base of induction: $n=0$. If $(p, q) \notin \tau_{0}$, then ( $p \in F$ if and only if $\left.q \notin F\right)$. Hence $L(\mathcal{A}, p) \neq L(\mathcal{A}, q)$ and thus $p \tau_{A} q$ does not hold.

Induction step. Assume that $p \tau_{n+1} q$ does not hold. Then $p \tau_{n} q$ does not hold or $p \tau_{n} q$ and there is a word $z \in \Sigma^{*}$ such that $\left\|\mathcal{B}_{p}\right\|(z)=p_{1} \ldots p_{k}$ and $\left\|\mathcal{B}_{q}\right\|(z)=q_{1} \ldots q_{k}$ and $\left(p_{i}, q_{i}\right) \notin \tau_{n}$ for some $1 \leq i \leq k$. In the first case, by the induction hypothesis, $(p, q) \notin \tau_{\mathcal{A}}$. In the second case, $L\left(\mathcal{A}, p_{i}\right) \backslash L\left(\mathcal{A}, q_{i}\right) \neq \emptyset$ or $L\left(\mathcal{A}, q_{i}\right) \backslash L\left(\mathcal{A}, p_{i}\right) \neq \emptyset$. If $L\left(\mathcal{A}, p_{i}\right) \backslash L\left(\mathcal{A}, q_{i}\right) \neq \emptyset$, then let $\xi_{i} \in\left(L\left(\mathcal{A}, p_{i}\right) \backslash L\left(\mathcal{A}, q_{i}\right)\right)$, otherwise let $\xi_{i} \in$ $L\left(\mathcal{A}, p_{i}\right)$. If $L\left(\mathcal{A}, q_{i}\right) \backslash L\left(\mathcal{A}, p_{i}\right) \neq \emptyset$, then let $\zeta_{i} \in\left(L\left(\mathcal{A}, q_{i}\right) \backslash L\left(\mathcal{A}, p_{i}\right)\right)$, otherwise let $\zeta_{i} \in L\left(\mathcal{A}, q_{i}\right)$. For each $1 \leq j \leq k$ with $j \neq i$, let $\xi_{j} \in L\left(\mathcal{A}, p_{j}\right)$ and $\zeta_{j} \in L\left(\mathcal{A}, q_{j}\right)$. Then let $\xi=a\left(\xi_{1} \ldots \xi_{k}\right)$ and $\zeta=a\left(\zeta_{1} \ldots \zeta_{k}\right)$. Consequently, $\xi \in(L(\mathcal{A}, p) \backslash L(\mathcal{A}, q))$ or $\zeta \in(L(\mathcal{A}, q) \backslash L(\mathcal{A}, p))$. Hence $L(\mathcal{A}, p) \neq L(\mathcal{A}, q)$ and thus $p \tau_{A} q$ does not hold.

Proposition 7. There is a polynomial time algorithm which constructs $\mathcal{A} / \tau_{\mathcal{A}}$ for a given $\mathcal{A}$.

Proof. We compute $\tau_{1}$ in $\mathcal{O}\left(|Q|^{2}\right)$ time. For every $1<n \leq n_{0}$, the relation $\tau_{n}$ can be computed in $\mathcal{O}\left(|Q|^{2}\left(N^{\rightarrow}\right)^{2}|\Sigma|\left(N^{\leftarrow}\right)^{2}\right)$ time, where $N^{\rightarrow}=\max \left\{\left|S_{p}^{\rightarrow}\right| \mid p \in Q\right\}$ and $N^{\leftarrow}=\max \left\{\left|S_{p}^{\leftarrow}\right| \mid p \in Q\right\}$. Since there are at most $|Q|$ steps, the relation $\tau_{n_{0}}$ can be computed in $\mathcal{O}\left(|Q|^{3}\left(N^{\rightarrow}\right)^{2}|\Sigma|\left(N^{\leftarrow}\right)^{2}\right)$ time.
Theorem 3. There is a polynomial time algorithm which constructs for $\mathcal{A}$ an equivalent minimal DTTA.

Proof. By Propositions 6, 7, 2, and 3, respectively, we compute the following sequence of DTTAs in polynomial time.

1) The connected part $\mathcal{A}^{c}=\left(Q^{c}, \Sigma, f_{\mathrm{in}}^{c},\left(\mathcal{B}_{q} \mid q \in Q^{c}\right), F^{c}\right)$ of $\mathcal{A}$.
2) The congruence $\tau_{\mathcal{A}^{c}}$ and the DTTA

$$
\mathcal{A}^{c} / \tau_{\mathcal{A}^{c}}=\left(Q^{c} / \tau_{\mathcal{A}^{c}}, \Sigma, f_{\mathrm{in}, \tau_{\mathcal{A}}^{c}}^{c},\left(\mathcal{B}_{q / \tau_{\mathcal{A}^{c}}} \mid q / \tau_{\mathcal{A}^{c}} \in Q^{c} / \tau_{\mathcal{A}^{c}}\right), F^{c} / \tau_{\mathcal{A}^{c}}\right)
$$

3) For each $q / \tau_{\mathcal{A}^{c}} \in Q^{c} / \tau_{\mathcal{A}^{c}}$, the connected part $\mathcal{B}_{q / \tau_{\mathcal{A}^{c}}^{c}}^{c}$ of $\mathcal{B}_{q / \tau_{\mathcal{A}^{c}}}$.
4) The DTTA

$$
\left(Q^{c} / \tau_{\mathcal{A}^{c}}, \Sigma, f_{\mathrm{in}, \tau_{\mathcal{A}^{c}}}^{c},\left(\mathcal{B}_{q / \tau_{\mathcal{A}^{c}}}^{c} / \rho_{\mathcal{B}_{q / \tau_{\mathcal{A}^{c}}^{c}}^{c}} \mid q / \tau_{\mathcal{A}^{c}} \in Q^{c} / \tau_{\mathcal{A}^{c}}\right), F^{c} / \tau_{\mathcal{A}^{c}}\right)
$$

By Lemma 24, the latter one is a minimal DTTA which is equivalent to $\mathcal{A}$.
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