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`1 Regularization of Word Embeddings for

Multi-Word Expression Identification

Gábor Berenda

Abstract

In this paper we compare the effects of applying various state-of-the-art
word representation strategies in the task of multi-word expression (MWE)
identification. In particular, we analyze the strengths and weaknesses of the
usage of `1-regularized sparse word embeddings for identifying MWEs. Our
earlier study demonstrated the effectiveness of regularized word embeddings
in other sequence labeling tasks, i.e. part-of-speech tagging and named entity
recognition, but it has not yet been rigorously evaluated for the identification
of MWEs yet.
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1 Introduction

Multi-word expressions (MWEs) are semantically coherent linguistic constructions
including whitespace characters like “paternal leave” and “shut off ” [11, 22]. The
identification and proper treatment of such expressions is an important and chal-
lenging task which can improve the performance of various natural language pro-
cessing (NLP) applications such as the extraction of opinionated expressions [2]
and machine translation [6].

Continuous word embeddings have become prevalent in a variety of NLP tools
due to their intriguing property of being able to capture both semantic and syn-
tactic properties of word forms [15]. Such dense word representations have been
successfully applied in many NLP analyzers such as syntactic parsers and part-of-
speech taggers [8, 19, 20].

Instead of the typical approach of regarding the dense vectorial representations
of words as the discriminative features, here we investigate the utilization of `1
regularized sparse word embeddings, which has been shown to provide substantial
gains in the tasks of part-of-speech (POS) tagging and named entity recognition
(NER) [3] over multiple languages. Besides utilizing regularized word embeddings
we do not rely on any other (linguistic) resources in order to keep the proposed
approach easily applicable to new languages.
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2 Previous work

In [29], the authors use a sequence labeling framework for the detection of a special
kind of MWE, namely light verb constructions. In [23], a wider range of MWEs are
studied by applying a standard chunking representation and proposing a feature-
rich discriminative sequence tagging algorithm for the proposed problem. The
feature-rich representation of typical approaches often assume the existence of ad-
ditional linguistic resources, such as gazetteers containing highly indicative words
for certain kinds of MWEs, part-of-speech taggers and even syntactic parsers [27].
While the use of such external resources is legitimate from a linguistic perspective,
it makes these approaches less robust for utilizing them in languages where such
resources do not exist.

Word embeddings, however, are capable of representing the syntactic and/or
semantic nature of word forms and can be trained in an unsupervised manner
[15]. For this reason, sequence labeling models which rely on word embeddings can
implicitly incorporate syntactic/semantic knowledge without an explicit reliance
of NLP parsers. Word embeddings have became commonly used in many MWE-
related tasks due to their intriguing properties. For instance, word embeddings are
user in order to improve the quality of the translation of phrasal verbs in [7].

The authors of [20] contrast the effects of utilizing differently trained dense
word embeddings and Brown clustering for the application of classical uni-and
bigram-based models in MWE identification besides part-of-speech tagging, syn-
tactic chunking and named entity recognition. They found that models which had
access to word embeddings had a consistent advantage over models which classified
tokens based on unigram features. At the same time they report that there was no
word embedding approach that would have a clear advantage over the others for all
the sequence labeling tasks and that one can perform competitively with models
that rely on continuous word embeddings for certain sequence labeling tasks by
relying on Brown cluster identifiers of word forms.

Our earlier work has demonstrated that substantial improvements can be gained
in the tasks of part-of-speech tagging and named entity recognition if the discrim-
inative features that are used by the sequence classifiers are derived from the `1
regularized variants of dense word representations instead of the dense vectorial rep-
resentation of word forms [3]. In this study, we investigate and rigorously compare
the applicability of this approach for the task of MWE identification.

Unsupervised word clusters (e.g. in the form of Brown clustering [5]) have also
been frequently employed for representing words in various sequence labeling tasks
for NER [21, 9], chunking [26], POS tagging [24] and MWE identification [23].

MWEs are in the focus of multiple other research efforts. The approach pre-
sented in [4] is among the alternatives for acquiring multiword lexicons in an un-
supervised manner using n-gram lattices.
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3 Experimental settings

The experimental setting in this study extends that of [3], where we showed that
sequence models relying on features derived from the `1 regularized versions of
dense word embeddings perform competitively or even better than classical models
for part-of-speech tagging and named entity recognition. We released the code base
used in our experiments at https://github.com/begab/tacl_sparse_coding.

3.1 Applying `1 regularized word embeddings

The approach described in [3] relies on continuous word embeddings, such as
word2vec [15] and Glove [18]. Word embeddings map the symbolic elements of
the vocabulary of some language to m-dimensional real-valued vectors (x ∈ Rm)
such that syntactically and/or semantically similar word forms get assigned vectors
which point in similar directions. For a vocabulary consisting of n distinct word
forms, these word embeddings can be stacked to form a X ∈ Rm×n matrix. Such
word embeddings can be constructed with a variety of open-source tools12 and re-
quire no resources other than raw, unannotated text corpora for which reason their
usage has become ubiquitous in many NLP applications.

The `1 regularization of word embeddings takes place using dictionary learning
[14], which decomposes the original embedding matrix X by solving the following
optimization problem

min
D∈C,α

‖X −Dα‖2F + λ‖α‖1, (1)

in which C is the convex set of matrices of column vectors having an `2 norm of
at most one, matrix D ∈ Rm×k acts as the shared dictionary across the word
embedding signals, and the columns of the sparse matrix α ∈ Rk×n contain the
coefficients for the linear combinations of each of the n observed signals.

Dictionary learning has two parameters, namely k, which is the number of
basis vectors to be included in the dictionary matrix D, and the regularization
coefficient λ, which implicitly controls the amount of non-zero coefficients in α;
that is, the amount of basis vectors utilized in the reconstruction of input word
embeddings. Assuming that the vectorial representation of some word form x
is located in the ith column of the embedding matrix X, sparse discriminative
features are derived from those positions of the ith column of α that contain non-
zero coefficients. In the remainder of the paper, we shall refer to sequence classifiers
which assign discriminative features to word forms this way as sparse models.

In contrast to sparse models, scalars comprising the original dense vectors as-
signed to word forms can act as discriminative features as well. This means that
each token is described by m scalars, whereas in the sparse scenario tokens are
described by a fraction of indicator variables depending on the regularization pa-
rameter chosen. We shall refer to sequence classifiers that treat word forms this
way as dense models.

1https://code.google.com/archive/p/word2vec/
2http://nlp.stanford.edu/projects/glove/
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3.2 The dataset

The dataset that we conducted our experiments on is the Wiki50 corpus [28].
Wiki50 is a collection of 50 Wikipedia articles in which all the occurrences of 4+6
different kinds of multi-word units have been annotated manually. Proper nouns
often consist of multiple tokens, which is why the dataset contains annotations
for the 4 standard named entity (NE) categories, i.e. Organization, Person, Loca-
tion and Miscellaneous. The dataset also distinguishes the following MWEs (with
examples in parenthesis): Noun Compounds (“public transportation”), Adjectival
Compounds (“monkey styled”), Verb-Particle Constructions (“went on”), Light-
Verb Constructions (“opens fire”), Idioms (“caught the eye of”) and Other (“alter
ego”). The dataset consists of 114,284 tokens and 4366 sentences originating from
50 Wikipedia articles.

When reporting detailed results for the individual MWE classes we focus on 8
different types of MWEs, as opposed to the 10 total classes distinguished in the
Wiki50 corpus. This is due to the fact that we do not report results for the MWE
categories Idiom and Other due to their highly infrequent nature. The above–
mentioned categories have 19 and 21 occurrences over the entire Wiki50 dataset,
respectively, meaning that more than half of the Wikipedia articles do not contain a
single instance of these categories. The overall classification metrics that we report,
however, do incorporate results on these two categories as well.

4 Experimental results

We use the CRFsuite [16] package to train first-order conditional random fields
(CRF) [12] models as sequence classifiers. Unless otherwise stated, words at a
certain position within a sequence are described by the (sparse or dense) features
representing the given word and also those of its immediate neighbors. Features
also incorporate relative token positions (whether a certain feature comes from the
previous, actual or the successive token) that were taken into consideration. This
means that for the dense model each token position is described by a vector in
R3m.

The performance of the models we experiment with is evaluated using 50-fold
cross-validation. Here we train 50 models, that is for making predictions for a
Wikipedia article taken from the Wiki50 corpus we train one model based on the
labeled token sequences of all the remaining 49 Wikipedia articles from the dataset.
This way when making predictions about the tokens of a particular Wikipedia
article, we can ensure that none of the sentences from the same Wikipedia article
is used during the parameter estimation of the model making predictions for the
given document.

For evaluation purposes, we used the same script that was released as part of
the 2002 CoNLL shared task on named entity recognition [25]. Even though the
script was released for a shared task on NER, it seamlessly adapts for any set of
class labels. It provides precision, recall and F-score metrics for the individual
MWE types and also for the entire sequence labeling task.



`1 Regularization of Word Embeddings 805

4.1 Comparing sparse and dense embedding-based models

In this section, we investigate the effects of deriving features from dense versus
sparse word embeddings for the sequence classification model. We experimented
with four popular continuous word embeddings, i.e. glove [18], polyglot [1], skip-
gram (sg) and continuous bag-of-words (cbow) [15]. As for the polyglot embeddings
we use the publicly available 3 64-dimensional pre-trained embeddings, which are
trained over an English Wikipedia dump also made accessible by the authors of [1].
In order to be able to objectively assess the quality of word embedding techniques
it is vital that the embeddings should be trained under as similar circumstances as
possible. For this reason we trained our own sg, cbow and glove embedding over
the same corpus that is used for training polyglot embeddings.

When deriving sparse word representations like that described in Section 3.1, we
set k, the number of basis vectors in the dictionary matrix D, to 1000 and choose
the value for λ from {0.1, 0.2, 0.3, 0.4, 0.5}. Depending on the value for λ, we found
0.5% to 5% of the coefficients in α to be non-zero, which means that the average
number of features per word forms is between 5 (for λ = 0.5) and 50 (for λ = 0.1).
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Figure 1: Overall results and a per-multi-word unit category breakdown of the
F-scores as a function of the regularization parameter λ and the pre-trained word
embedding algorithms.

Figure 1 contains results for the overall classification performance and its break-
down according to the different MWE classes (excluding Idioms and Other class,
as discussed in Section 3.2). This table tells us that the overall performance peaks
for polyglot word embeddings with a regularization coefficient of 0.3. This choice
of the regularization parameter provides not only the best overall F-scores, but it

3https://sites.google.com/site/rmyeid/projects/polyglot
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produces the best performance for multiple individual MWE types. The class of
compound adjectives behaves in the least predictable way when altering the regular-
ization coefficient λ. This is due to the fact that this MWE type is one of the least
frequent classes, for which reason the misclassification of a few instances can have
a dramatic effect overall. Increasing λ beyond a certain value (typically 0.3) has a
detrimental effect on the performance for nearly all of the MWE types. The loca-
tion NE category is a notable exception to this, as the identification performance for
this category does not seem to degrade even for the highest level of regularization
employed. Based on the entire contents of Figure 1, the regularization coefficient
was set to 0.3.
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Figure 2: Overall results of models that utilize dense and sparse word embeddings-
based features.

Figure 2 indicates that for most of the embedding types the features derived
from sparse embeddings have a substantially better overall performance. The only
exception is for polyglot embeddings where the sparse versions do not provide
better results compared to the sequence classifier deriving features based on dense
vectors. Figure 2 also indicates that polyglot embeddings obtained the best results
for the task of MWE identification, hence comparative results in the remainder of
the paper will be based on them.

4.2 Alternative models

In order to compare our word embedding-based results, we provide a variety of
alternative approaches that will be presented and assessed next.

Feature-rich representation As an alternative to word embedding-based mod-
els, we evaluate a sequence classification model using a standard inventory of surface
form features derived from the word identities themselves. The pool of feature tem-
plates is inspired by those made publicly available as part of CRFsuite [16]. We
will use all the feature templates4 included in the CRFSuite library, which derive
features from word forms themselves but we do not include those features which are
based on characters and character sequences comprising a word form. We omitted

4https://github.com/chokkan/crfsuite/blob/master/example/pos.py
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character-based features as our primarily intention here is to compare the effects of
word forms-derived features on sequence classification. The set of feature templates
is listed in Table 1. Due to the high number of features induced by the templates,
we shall refer to the models relying on them as feature rich (FR) models.

Feature template
wt+j −2 ≤ j ≤ 2
wt ⊕ wt+j 1 ≤ j ≤ 9
wt ⊕ wt−j 1 ≤ j ≤ 9

⊕t+j+1
i=t+jwi −2 ≤ j ≤ 1

⊕t+j+2
i=t+jwi −2 ≤ j ≤ 0

⊕t+j+2
i=t+j−1wi −1 ≤ j ≤ 0

⊕t+2
i=t−2wi

Table 1: Feature templates applied by our feature-rich baselines for some target
word wt at position t within a sequence. ⊕ is a binary operator forming a feature
from words and their relative positions within the sequence by concatenating them.

Brown clustering Brown clustering [5] is widely used to provide useful word
representation in many NLP sequence labeling tasks [17, 9, 21, 24]. For this reason
we also train a sequence classifier for identifying MWEs which represents word
forms based on their Brown cluster identifier.

In our experiments, we used the implementation of [13] to perform Brown clus-
tering5. The same Wikipedia articles which serve as input for learning word em-
beddings are employed for determining 1024 Brown clusters over the vocabulary.
The word features that we derive from the Brown cluster identifiers of word forms
are the {4, 6, 10, 20}-long prefixes of Brown cluster identifiers of the word forms.

Long-short term memory (LSTM) networks LSTMs [10] are an exten-
sion of recurrent neural networks (RNN), which provide a remedy for the van-
ishing/exploding gradient problem during backpropagation in RNNs via gating
mechanisms. LSTMs are regarded as the state-of-the-art models for many sequence
labeling tasks in NLP.

The authors of [19] released their bidirectional LSTM implementation for part-
of-speech tagging6. We adapted their implementation for training bi-LSTM se-
quence classifiers to identify MWEs. We made two modifications to their default
settings, i.e. we used word embedding features only (whereas [19] defines character-
level embeddings as well) and we trained the model for 15 epochs (instead of 30).
The reason why we did not employ character-level embeddings in our model was
that we wanted to compare the effects of various word representations alone and
not to conflate it with the joint usage of additional features. What is more, the

5https://github.com/percyliang/brown-cluster
6https://github.com/bplank/bilstm-aux
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use of character-level embeddings would make the training procedure substantially
slower (especially that we performed 50-fold cross–validation).

We initialize the word embeddings of the bi-LSTM model with polyglot embed-
dings; however, they were treated as the parameters of the model, meaning that
they were updated during training. The pre-initialization step of the word em-
bedding parameters of the model is essential for good performance as the Wiki50
corpus is too small to learn reliable word embeddings based on it alone from a
randomly initialized state. We observed that evaluation metrics of the bi-LSTM
model degrade substantially if pre-initialization is not applied.
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Figure 3: Overall results of the alternative models.

Figure 3 shows the overall results for the alternative models introduced previ-
ously. We observe that the feature–rich model performs the poorest mostly due
to its low recall score. Another observation is that even though bi-LSTMs are
considered as state-of-the-art approaches for sequence classification, it slightly un-
derperforms the Brown clustering-based model, i.e. the bi-LSTM has an overall
F-score of 64.22 as opposed to 64.90.

It should be mentioned that we managed to improve the scores of the bi-LSTM
model by incorporating not only word embeddings, but character-level embeddings
as well. Extending the model this way resulted in an overall F-score of 66.48 at the
expense of a much longer training time. Furthermore, when we investigated the
MWE-type specific changes in the scores, we realized that the overall improvement
was due to improvements just for the named entity categories, whereas its ability
to detect other types of non-NE MWEs either remained the same or even degraded
slightly.

4.3 Detailed comparative results of different models

In order to gain a better insight into the performance of various models using con-
ceptually different feature representations, we shall provide an MWE type-specific
breakdown of the overall results. Table 2 provides an overview of the different mod-
els we investigated in our experiments. Inspecting Table 2, we see that precision
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values tend to be higher than the recall scores with all the approaches and the
bi-LSTM model seems to be the most balanced with respect to the gap between
precision and recall scores.

method Precision Recall F-score
polyglot sparse (λ = 0.3) 67.65 60.03 63.61

bi-LSTM 64.81 63.64 64.22
Brown 68.79 60.90 64.60

polyglot dense 69.24 61.07 64.90

Table 2: Comparison of the overall performance of conceptually different models.

Figure 4 includes the MWE-type specific breakdown of the individual models,
which confirm that overall precision values tend to be higher compared to the recall
scores. The only notable exception is the performance of the bi-LSTM model on
the compound nouns, for which the precision scores are markedly lower compared
to recall. This is due to the fact that the bi-LSTM model has a better ability to
predict that category.
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Figure 4: A per-MWE type comparison of the best performing models.

Figure 4 also elucidates the balanced nature of the bi-LSTM model in terms of
the difference in precision and recall scores. The only exception to this balanced per-
formance is the person NE type, for which it produces the highest precision–recall
gap as the bi-LSTM model is less capable of predicting that particular category.

Looking at Figure 4 further, we can identify certain MWE categories for which
certain approaches perform much better than others. The bi-LSTM has the best
performance for named entity types apart from the person (NE PER) category, the
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Brown and dense models perform better than the other approaches for the com-
pound noun category, whereas the sparse model achieves the best scores for the iden-
tification of light verb constructions (LVC) and verb-particle constructions (VPC).

5 Conclusions

In this paper, we investigated the applicability of sparse coding derived word fea-
tures for the extraction of MWEs. Our experimental results demonstrate that
the integration of sparse word features into sequence classifiers gives a perfor-
mance competitive with state-of-the-art models, including bi-directional LSTMs.
We should mention that the models applied here did not rely on POS taggers, syn-
tactic parsers or gazetteers, implying that they can be conveniently adapted for the
identification of MWEs in multiple languages without the need for any additional
linguistic resources. Lastly, we found that sparse word representations seem to be
the most suitable for the identification of verb-particle constructions and light verb
constructions.
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Kavukcuoglu, Koray, and Kuksa, Pavel. Natural language processing (almost)
from scratch. The Journal of Machine Learning Research, 12:2493–2537, 2011.

[9] Derczynski, Leon, Chester, Sean, and Bøgh, Kenneth. Tune your brown clus-
tering, please. In Proceedings of the International Conference Recent Advances
in Natural Language Processing, pages 110–117. INCOMA Ltd. Shoumen, Bul-
garia, 2015.

[10] Hochreiter, Sepp and Schmidhuber, Jürgen. Long short-term memory. Neural
Comput., 9(8):1735–1780, November 1997.

[11] Kim, Su Nam. Statistical Modeling of Multiword Expressions. PhD thesis,
University of Melbourne, Melbourne, 2008.

[12] Lafferty, John D., McCallum, Andrew, and Pereira, Fernando C. N. Con-
ditional random fields: Probabilistic models for segmenting and labeling se-
quence data. In Proceedings of the Eighteenth International Conference on
Machine Learning, ICML ’01, pages 282–289. Morgan Kaufmann Publishers
Inc., 2001.

[13] Liang, Percy. Semi-supervised learning for natural language. Master’s thesis,
Massachusetts Institute of Technology, 2005.

[14] Mairal, Julien, Bach, Francis, Ponce, Jean, and Sapiro, Guillermo. Online dic-
tionary learning for sparse coding. In Proceedings of the 26th Annual Interna-
tional Conference on Machine Learning, ICML ’09, pages 689–696. Association
for Computing Machinery, 2009.

[15] Mikolov, Tomas, Chen, Kai, Corrado, Greg, and Dean, Jeffrey. Efficient esti-
mation of word representations in vector space. CoRR, abs/1301.3781, 2013.

[16] Okazaki, Naoaki. CRFsuite: a fast implementation of Conditional Random
Fields (CRFs), 2007.
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