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Kivonat: A gépi forditas elterjedésével a gépi forditok kimenetének automati-
kus kiértékelése is kozéppontba keriilt. A hagyomanyos kiértékelési modszerek
egyre kevésbé bizonyultak hatékonyaknak. A legfébb probléma a hagyomanyos
modszerekkel, hogy referenciaforditast igényelnek. A referenciaforditas eléalli-
tasa id6- és koltségigényes, ezért nem tudunk veliik valos idoben kiértékelni, és
a kiértékelés mindsége erdsen fligg a referenciaforditas mindségétol. A jelen ku-
tatas célja, hogy olyan mindségbecsld modszert mutasson be, ami nem igényel
referenciaforditast, tud valos idében kiértékelni és magasan korreldl az emberi
kiértékeléssel. Az 1) modszer a QuEst, ami két modulbdl all: tulajdonsagkinye-
rés ¢és modelltanitds. A tulajdonsidgok kinyerése soran a QuEst kiilonb6zo
szempontok alapjan mindségi mutatészamokat nyer ki a forras- és a célnyelvi
mondatokbdl. Majd a kinyert mutatok, illetve regresszios modell segitségével a
QuEst emberi kiértékeléssel tanitja be a mindségbecslé modellt. A rendszer a
betanitott min6ségbecslé modellel képes valos iddben kiértékelni, nem hasznal
referenciaforditast és nem utolsd sorban, mivel emberi kiértékeléssel tanitott,
magasan korrelal az emberi kiértékeléssel.

1 Bevezetés

Hogyan mérjiik a gépi forditds mindségét? A gépi forditas széles korben elterjedt a
hétkoznapokban. Azonban a legtobb gépi forditd mindsége megbizhatatlan. Ezért
egyre tobb helyen meriil fel igényként a gépi forditds mindségének becslése. Elsdsor-
ban vallalati és kutatasi kornyezetben van ra nagy sziikség. Cégek esetében igen nagy
segitséget tud nydjtani egy mindségi mutatd a gépi forditas utomunkajat végzo szak-
emberek szamara. Masik alkalmazasa a gépi forditd rendszerek kimenetének vegyité-
se. Egy helyes mindségbecsléssel tobb gépi forditast tudunk sszehasonlitani és a jobb
forditast kivalasztva javithatjuk a végsé forditds mindségét. Végiil, de nem utolsd
sorban, ismerve a forditas mindségét ki tudjuk szlirni a hasznalhatatlan forditasokat,
illetve figyelmeztetni tudjuk a végfelhasznaldt a megbizhatatlan szovegrészletekre.

A gépi forditas mindségének helyes becslése nem kénnyii feladat. A hagyomanyos
mddszerek legnagyobb problémaja, hogy referenciaforditast igényelnek, amelynek
létrehozasa igen draga és iddigényes. Ezek a moddszerek nem tudnak valos idoben
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kiértékelni és mivel ember altal forditott referenciaforditas alapjan értékelnek, a mind-
ség jelentds mértékben fiigg a forditds mindségétol.

A jelen kutatas ezekre a problémakra keres megoldast. A cikk egy olyan mddszert
mutat be, ami nem hasznal referenciaforditast, képes valds idében kiértékelni és ma-
gasan korrelal az emberi kiértékeléssel.

2 Gépi forditas kiértékel6 modszerek

2.1 Referenciaforditassal torténé kiértékelés

Kétféle modszert kiilonboztetiink meg a gépi forditds mindségének kiértékeléschez:
referenciaforditassal torténd és referenciaforditas nélkiili kiértékelés.

Referenciaforditassal torténd kiértékelésre tobb mddszer is rendelkezésiinkre all. A
kiértékeléshez sziikség van referenciamondatokra, melyeket emberek forditottak le a
forrasnyelvi korpusz alapjan, majd a rendszer dsszehasonlitja a referenciamondatokat
a gépi forditd altal leforditott mondatokkal. Fontosabb referenciaforditassal torténd
kiértékeld modszerek:

A BLEU (BiLingual Evaluation Understudy) [3] az egyik legnépszeriibb kiértékeld
modszer. A BLEU azt vizsgalja, hogy a gépi fordité altal leforditott mondatokban
szerepld szavak és kifejezések mennyire illeszkednek pontosan a referenciaforditas-
hoz. Az algoritmus az n-gramokbdl szamolt értékek sulyozott atlagat adja eredményiil.
A mddszer elénye, hogy olcsé és gyors. Hatranya, hogy nem érzékeny a szoérendi
atalakitasokra.

Az OrthoBleu algoritmus [2] a BLEU algoritmus elméletén alapszik. A kiilonbség,
hogy amig a BLEU szavakat kezel, addig az OrthoBleu karakterek szintjén keresi az
egyezést. Ez a modszer a ragozasos nyelveknél killonosen elényds, hiszen ha két szo-
nak csak a toldaléka kiilonbozik, a BLEU két kiilén szonak kezeli, és nem talal egye-
zést a két sz6 kozott, az OrthoBleu ezzel szemben a karakterek szintjén sokkal tobb
egyezést talal.

A NIST (NIST Metrics for Machine Translation - MetricsMATR) [10] szintén a
BLEU mddszeren alapul, de pontosabb kozelitést eredményez nala. Minden forditasi
szegmenshez megadott mddszerek alapjan két fiiggetlen biralatot rendelnek, majd
ebbdl a két értékbdl allitjak fel a végsd pontszamot, amit hozzarendelnek minden
forditasi szegmenshez. A NIST nem a referenciaforditast hasznalja, hanem ezeket a
biralatok altal kiszamolt pontszamokat. A NIST a szegmensekre szamolt pontokbol
atlagot és stilyozott atlagot szamol, majd ezek kombinalasaval kiad egy dokumentum
szint{i pontszamot, ezutan pedig a dokumentum szintli pontszamokkal végez rendszer-
szinti kiértékelést. A NIST mérték a korrelacio értéke lesz az igy kapott pontszamok
és a biralatok altal szamolt értékek kozott.

A TER (Translation Edit Rate / Translation Error Rate) [8] forditasi hibaaranyt
szamol a gépi forditas és az emberi referenciaforditas kozott, az alapjan, hogy mennyi
javitast (sz6 beszurasa, torlése, eltolasa, helyettesitése) kell végezni, majd a javitasok
szamat elosztja a referenciaforditas atlagos hosszaval. A TER nem kezeli a szemanti-
kai problémakat, mert a gépi forditas csak azt szamolja ki, hogy mennyi az eltérés a
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referenciaforditas és a gépi forditas kozott. De kozben lehet, hogy kevesebb javitassal
létrehozhato olyan mondat, ami jelentésben megegyezik a referenciaforditassal. Erre a
problémara dolgoztak ki a HTER (Human-targeted Translation Edit Rate / Human-
targeted Translation Error Rate) modszert. A HTER modszer soran célnyelvi anya-
nyelvii embereket kértek fel, hogy minimalis 1épéssel javitsak ki a gépi fordito altal
generalt mondatokat Gigy, hogy megegyezzen a jelentése a referenciamondattal. Majd
az igy keletkezett 0j referenciamondatra szamoljak ki a TER értéket.

2.2 Referenciaforditas nélkiil torténé Kiértékelés

Az eddigi mddszerek mind referenciaforditast igényelnek. Hatranyuk, hogy oridsi
emberi eréforrast igényelnek, tovabba nincsen lehetdség futasi idoben kiértékelni a
forditast. A referenciaforditas nélkiili kiértékeld modszereket mas néven mindségbecs-
lésnek hivjdk. A mindségbecslés egy feligyelet nélkiili automatikus kiértékelé mod-
szer. Alapvetden statisztikai mddszerekkel kozelitik a problémat. A NAACL 2012
Seventh Workshop On Statistical Machine Translation keretében kiadott osztott fel-
adatra [7] mutattak be egy teljesen ujszer(i, referenciaforditas nélkiil torténd kiértékeld
mddszert. Az uj mddszer amellett, hogy nem igényel referenciaforditast, képes futasi
idében kiértékelni a forditds mindségét, tovabba a mddszer segitségével mindségi
mutatét adhatunk az olvaso és az utdjavitast végzé ember szamara. A modszert a Lu-
cia Specia altal vezetett QUEST [5] és a QTLaunchPad [12] projekt keretében dol-
goztak ki. A két projekt k6zos terméke a QuEst keretrendszer [4]. A QuEst keretrend-
szer megvalositja a referenciaforditds nélkiili kiértékelést.

3 QukEst

A referenciaforditas nélkiili kiértékeléséhez a QuEst (Quality Estimation) [6] keret-
rendszert kutattuk illetve hasznaltuk fel, aminek segitségével készitettiink egy miiko-
do, referenciaforditas nélkiili angol-magyar mindségbecsld és kiértékeld rendszert.

A QuEst mind a forrasnyelvi, mind a célnyelvi szovegbdl szamtalan tulajdonsagot
tud kiértékelni, a nyelvfiiggetlen tulajdonsagoktol a nyelvspecifikus tulajdonsagokig
széles korben, igy nem csak a forditas pontossagara, hanem a mondat helyességére és
egyéb problémakra is tud megoldast nyudjtani, amelyekre mas kiértékeld, mint a BLEU
vagy NIST nem képesek. A QuEst keretrendszerben 1év6, nyelvtdl fiiggetlen tulajdon-
sagok kiértékeléséhez késziilt funkciok felhasznalhatoak a magyar forditas kiértékelé-
sére. A nyelvspecifikus tulajdonsagok kiértékeléséhez viszont magyar nyelvre jellem-
z0 kiegészitd eszkozokkel kell boviteni a rendszert. A QuEst keretrendszer JAVA
illetve Python nyelven irtak, sziikséges hozza a JAVA kornyezet és Python osztaly-
konyvtarak. Két fomodulbdl all: tulajdonsdgkinyerd modul és modelltanito modul.
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3.1 A tulajdonsagok kinyerése

A tulajdonsagok kinyeréséhez (Feature Extraction / Feature Sets) a QuEst-nek a for-
rasmondatokra illetve a gépi fordito altal leforditott mondatokra van sziiksége. Mivel
a QuEst mondatokkal dolgozik, itt a szegmens egy mondatot jel6l. A QuEst nyelvtol
fiiggd és nyelvtol fliggetlen tulajdonsagokat is ki tud értékelni. A nyelvtdl fiiggetlen
tulajdonsagok barmilyen nyelvre hasznalhatoak, viszont a nyelvtol fiiggd tulajdonsa-
gok eldallitasahoz nyelvspecifikus eszkozokre is sziikség van, mint példaul szofaji
egyértelmiisito.

Az 1. abran azt lathatjuk, hogy a QuEst tobbféle tipusu tulajdonsagokat is ki tud érté-
kelni: megfelelés (adequacy), komplexitds (complexity), megbizhatésag (confidence)
és helyesség (fluency).

A QuEst a kinyert tulajdonsagokbol mindségi mutatdészamokat szamol minden
szegmensre, igy kapunk egy tablazatot, amiben a sorok az egyes szegmensek, az osz-
lopok a tulajdonsagok.

A tulajdonsagok kiértékelésére szamtalan lehetdség nyilik, de nem biztos, hogy
mindegyik tulajdonsag relevans a mindségbecslés szempontjabol. Lucia Specia kuta-
tasa [1] alapjan, az angol-spanyol nyelvparra egy 17 alaptulajdonsagbdl (baseline)
allo készletet allitottak 6ssze. Ezek a tulajdonsagok a leginkabb relevansak a mindség
szempontjabdl. Tovabbi tulajdonsagok hozzaadasaval nem javult jelentésen a mind-
ség. Ebbdl az kovetkezik, hogy nem az a cél, hogy minél tobb tulajdonsagot kiértékel-
junk, hanem ,,a kevesebb néha tobb” elv alapjan, a feladat: mindség szempontjabol
relevans tulajdonsagokat kell keresni.

Megfeleléssel
kapesolatos
mindségi mutatd
A
- L -
FORRAS > SMT o FORDITAS
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L' k"4
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kapcsolatos kapesolatos kapcsolatos
mindségi mutatd mindségi mutatd mindségi mutatd

1. abra. QuEst altal kezelhet6 tulajdonsagok tipusai.
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3.2 A modell felépitése

A QuEst masik fomodulja a modell felépitése, ami két részbdl all: tanulas és becslés.
A tanulashoz sziikségiink van egy tanitohalmazra. A tanitohalmaz tartalmazza a for-

rasszoveget, a gépi fordito altal leforditott szoveget és emberi értékeléseket. Az embe-

ri értékelés ugy késziil, hogy a gépi fordito altal leforditott mondatokat emberi szakér-

tok pontozzak két szempont alapjan:

o megfelelés (adequacy): a leforditott célnyelvi szoveget értékeli 1-5 pontos
skalan, az alapjan, hogy mennyire pontos a forditas a forrasnyelvi mondathoz

képest.

o Jelyesség (fluency): a leforditott célnyelvi szoveget értékeli 1-5 pontos ska-

lan, az alapjan, hogy mennyire helyes a célnyelvi mondat.

A QuEst a tulajdonsagkinyeré modell mutatészamai és az emberi értékek alapjan
regresszié modellel betanitja a mindségbecsld modellt. A 2. dbran lathatoé a tanulas

folyamata.

X: Forrdsnyelvi és |..... T'-lla_l'dﬂll-‘fi'lgok
Forditott Kinyerése

v

mondatok

Emberi
értékelések
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Mindségi
mutaték

v

Modell
felépitése

QE modell

- Stlyozott mindségi mutatok egyiittesének
Osszefliggése az emberi értékekkel

2. abra. Mingségbecslé modell tanitasanak folyamata.

A QuEst a gépi fordité altal generalt kimenetére — a tulajdonsag kiértékeldvel —
mutatészamokat szamol. Ezutan a mutatdészamokkal €s az emberi értékelésekkel fel-
épiti a kiértékeléshez sziikséges modellt. Majd a tanulas soran betanitott modell segit-
ségével tudja az 1j bemeneti mondatok mindségét megbecsiilni. A mindség becslésé-
nek folyamataban mar nincsen sziikség emberi értékelésre. A 3. abran lathato a becslés

folyamata.
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3. dbra. Mindségbecsldé modell becslésének folyamata.

A"

4 Modszerek bemutatasa

A kiértékeléshez leforditott mondatokat vettiink. A forrasnyelv angol, a célnyelv ma-
gyar. A mondatokat négy kiilonbozd gépi forditoval (Google, Bing, MetaMorpho,
MOSES) lettek leforditva, illetve a tanitdanyagban szerepel még ember altal lefordi-
tott mondat is. Majd betanitottuk és kiértékeltiik a QuEst keretrendszerrel. A QuEst
kiértékelés mindségének mérésére a MAE (1) (Mean Absolute Error — Atlagos abszo-
lut eltérés), RMSE (2) (Root Mean Squared Error — Atlagos négyzetes eltérés gyoke)
[13] és Pearson-féle korrelacié értékeket hasznaltunk.

MAE = (1/N) * " | H(si) - V (si) | 1)

RMSE = V((I/N) * ¥ ( H(si) - V (si) )2) )

4.1 Az emberi értékelés létrehozasa

A QuEst emberek altal értékelt pontszamokat hasznal a tanitashoz, ezért a QuEst mii-
kodéséhez sziikség van emberek altal értékelt tanitdhalmazra. Az emberi értékelés
pontszamainak létrehozasahoz készitettink egy weboldalon elérheté kérddivet!. A
kiértékeléshez onkénteseket kértiink fel, akik kozép- illetve felsdéfoku angoltudassal

! http://nlpg.itk.ppke.hu/node/65
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rendelkeznek. A mostani eredmények 500 kiértékelt mondattal jottek Iétre, de a tani-
tohalmaz folyamatosan boviil.

Kettd értékelési szempontot vettiink figyelembe: megfelelés és helyesség. A megfe-
leléssel azt mértiik, hogy a leforditott mondat tartalmilag mennyire adja vissza a for-
rasnyelvi mondat mondanivalojat. A helyességgel azt mértiik, hogy a leforditott mon-
dat szerkezetileg és nyelvtanilag mennyire helyes, mennyire kozelit egy anyanyelvi
mondathoz. A mindséget 1-5-ig terjedd skalan osztalyoztuk [11] (lasd 1. tablazat).

1. tablazat. Ertékelési szempontok.

Megfelelés Helyesség
0 — Nem tudom értelmezni az
eredeti (angol) mondatot

1 — egyaltalan nem jé 1 — érthetetlen a mondat

2 — jelentésben egy kicsit pontos 2 — nem helyes a mondat

3 — kozepesen j6 a pontossag 3 — tobb hibat tartalmaz a mondat
4 — jelentésben nagyrészt pontos 4 — majdnem jé a mondat

5 — jelentésben tokéletesen pontos 5 — hibatlan a mondat

4.2 A tulajdonsagok kinyerése

A tulajdonsagok kinyeréséhez a QuEst keretrendszert hasznaltunk. A Lucia Specia
2013-as cikkében [1], a QuEst kutatas soran kiértékeltek tobb mint 160 tulajdonsagot,
de ami igazan relevans, az csak 17 tulajdonsag volt az angol-spanyol nyelvparra. A
feladat megtalalni az angol-magyar gépi forditd mindségének kiértékelése szempont-
jabdl relevans tulajdonsagokat. Elsoként az angol-spanyol alaptulajdonsagokkal érté-
keltem ki az angol-magyar mondatparokra.

Masodik 1épésként, kiprobaltunk tovabbi 57 tulajdonsagot, majd ezekbdl a tulaj-
donsagokbdl kivettiik a nem relevans tulajdonsagokat. A kivalasztas folyamata: vélet-
lenszertien megkevertiik a 74 tulajdonsagot, majd vettiik az elsdt és kiértékeltiik. Ez-
utan betanitottuk a mindségbecsld modellt a kiértékelés alapjan és kiszamoltuk a MAE
értéket a teszthalmazra. Ezek utan hozzavettiik a masodik tulajdonsagot és ujra elvé-
geztilk a kiértékelés folyamatat. Majd igy tovabb egy ciklussal mindig eggyel tobb
tulajdonsagot hozzavettiink és kiértékeltiik (lasd 4. abra). Ha a kiértékelés soran az
ujonnan hozzaadott tulajdonsag novelte az MAE értéket, eltaroltuk, ha nem, akkor
elvetettiik. Amikor a ciklus a végére ért, elolrol kezdtiik a folyamatot. A ciklust elvé-
geztik 15-szor és a végén megvizsgaltuk, hogy melyek azok a tulajdonsagok, amelyek
legalabb 3 alkalommal javitottdk az eredményt. Ezeket a tulajdonsagokat osszegyiij-
tottiik, és az egész kivalasztas folyamatot elolrdl kezdtikk a kivalasztott tulajdonsag-
halmazon. gy a végére maradt 20 tulajdonsag, amelyekbél nem tudott az algoritmus
tébbet kizarni és ezzel a 20 tulajdonsaggal sikeriilt elérni a legjobb MAE értéket (lasd
5. abra).
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4. dbra. Kivalasztas folyamata: 74 tulajdonsaggal szamolo ciklus MAE értékei.
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5. ébra. Kivalasztas folyamata: 20 tulajdonsaggal szamolo ciklus MAE értékei.
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4.3 A tanulas és a tesztelés

A gépi fordité mindségének becsléséhez a kinyert tulajdonsagokkal és az emberi érté-
kekkel a QuEst betanitja a mindségbecsld modellt. A modell teszteléséhez az
500 mondatos tanitéhalmazt bontottuk 80%-20% aranyban tanito-, illetve teszthalmaz-
ra. Az igy létrehozott tanitdhalmazzal betanitottuk SVR (Szupport Vektor Regresszio)
[9] modszerével a kiértékeld modellt, majd a betanitott modellel megbecsiiltiik a mi-
ndségi mutatokat a teszthalmaz minden sorara. Végil a teszthalmazra kiszamolt mind-
ségi mutatok €s a teszthalmazra szamolt emberi értékek alapjan szamoltunk MAE,
RMSE ¢és Pearson-féle korrelacio értékeket.

5 Eredmények

Az optimalizalé algoritmussal egy 20 tulajdonsagbdl allo alapkészletet allitottunk
Ossze angol-magyar nyelvparra. A 20 tulajdonsagra angol-magyar nyelvparra optima-
lizalt QuEst rendszert 400 mondattal tanitottuk be és 100 mondattal teszteltiik. Az
alabbi tablazatban lathatéak az altalunk optimalizalt és javasolt 20 alaptulajdonsag
eredményei, Osszehasonlitva az angol-spanyol alaptulajdonsag-készlettel kiértékelt
eredményeivel, valamint a 74 tulajdonsag altal kapott eredményekkel.

A 2. tablazat alapjan lathatjuk, hogy az angol-magyar nyelvparra optimalizalt
20 alaptulajdonsag valdban jobb eredményt adott mind a 17 angol—spanyol nyelvparra
optimalizalt alaptulajdonsag-készlethez képest, mind a 74 alaptulajdonsaghoz képest.
Az eredmény alapjan a QuEst a 20 alaptulajdonsag készlettel koriilbeliil 18%-os atlag
hibamértékkel tudja megkozeliteni az emberi értékeket és a korrelacio is elég magas
(~71%). Az angol-magyar nyelvparra optimalizalt 20 alaptulajdonsag-készlet a 3.
tablazatban lathato.

2. tablazat. Eredmények 6sszehasonlitasa.

20 alaptulajdonsag 17 alaptulajdonsag 74 tulajdonsag
(angol-magyar) (angol-spanyol)  (angol-magyar)

MAE 0,7340 0,9079 0,8746

RMSE 0,9341 1,1148 1,0573

Pearson-féle

., 0,7131 0,5369 0,6154
korreléacid

3. tablazat. A 20 alaptulajdonsag angol-magyar nyelvparra.

Tokenek szama a forrasmondatban.
Tokenek szama a célmondatban.

Atlagos tokenhossz a forrasmondatban.

Forrasmondat perplexitasa.
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Célmondat perplexitasa.

Atlagos szama minden forrasszo forditdsanak a mondatban
(giza kiiszob: valdsziniliség > 0,5).

Atlagos szama minden forrasszo forditisanak a mondatban
(giza kiiszob: valoszinliség > 0,2)

Forditasok atlaga minden forrdsszéra a mondatban, sulyozva a forrasnyelvi
korpuszban 1évé minden sz6 inverz gyakorisagaval.

Atlagos unigram gyakorisag a masodik kvartilisben 1év6 gyakorisaga (kis gyako-
risagu szavak) a forrasnyelvi korpuszban.

Atlagos trigram gyakorisag a masodik kvartilisben 1évé gyakorisaga (kis gyako-
risdgu szavak) a forrasnyelvi korpuszban.

Forrasnyelvi korpuszban 1év6 negyedik kvartilisben 1év6 forrasszo trigramjanak
gyakorisaga szazalékban.

A korpuszban eléfordulo kiilonb6z06 trigramok szazaléka.

A forrasmondatban ¢és a célmondatban 1év6 kettéspontok szamanak kiilonbsége
abszolut értékben.

A forrasmondatban és a célmondatban 1év6 pontosvesszok szamanak kiilonbsége
abszolut értékben.

A forrasmondatban és a célmondatban 1év6 pontosvesszok szamanak kiilonbsége
abszolut értékben, célmondat hosszaval normalizalva.

Irasjegyek szama a célmondatban.

Tokenek szama a forrasmondatban, amelyek nem csak a-z betiit tartalmaznak.

Forrasmondatban 1év6 a—z tokenek szazalékanak és a célmondatban 1év6 a—z
tokenek szazalékanak aranya.

Igék szazaléka a célmondatban.

Igék szazalékanak aranya a forras €s a célmondatban.

6 Osszefoglalas

A kutatds soran felépitettiink egy QuEst keretrendszert, €s optimalizaltuk angol—
magyar nyelvparra. A kiértékeléshez sziikség volt emberi értékelésekre, amihez készi-
tettiink egy forditaskiértékelé weboldalt.

Az optimalizalas soran kiprobaltunk 74 tulajdonsagot, amibdl felallitottuk az opti-
malizalt 20 tulajdonsagbol allé alapkészletet angol-magyar nyelvparra.

A rendszer tovabbi tulajdonsagok kiprobalasaval tovabb optimalizalhato. Az alta-
lunk felépitett QuEst keretrendszer megfeleld alapul szolgal a referenciaforditas nélkiil
torténd angol-magyar gépi forditas kiértékeléséhez és ezen a teriileten valo tovabbi
kutatasokhoz.
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