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A Cellular Neural Network is a non-linear dynamic processor array. Its extended version the
CNN Universal Machine (CNN-UM) was invented in 1993. [1] The main application area of
this architecture is 2D signal or image processing. The most effective implementation of the
CNN-UM architecture seems to be analog VLSI. The latest analogue CNN chip has a 128 x 128
pixel resolution and its equivalent computing power is 4 tera operation/second but its compu-
tational precision is about 7 or 8 bits. [2] In many applications these parameters are not high
enough. If the resolution is higher we don’t need to slice the images. If the precision is higher,
less robust or more sophisticated analogical algorithms can be used.

A multi-layer CNN array can be used to solve the state equation of complex dynamical
system. Currently the only method to solve the state equation of multi-layer CNN array is soft-
ware simulation. If every layer has different time constant very small simulation stepsize must
be chosen, thus software simulation is very slow. To achieve affordable runtimes the simula-
tions have to be accelerated. This motivation came from the analysis of a retina model, where
the retina is modelled with 3-layer CNN array and every layer has different time constant. [3]

The Falcon emulated digital CNN-UM chip was designed to reach these goals. [4] Espe-
cially flexible emulated digital CNN-UM was developed where the accuracy, template size,
cell array size and the number of layers can be configured. Simulation runtimes can be hun-
dred times shorter using the Falcon processor array compared to the software simulation. This
paper describes the synthesis, implementation and optimization methods used to implement
the Falcon processor array on FPGA. The Distributed Arithmetic technique is used to optimize
the architecture on FPGAs. [5,6] Using this technique, smaller and faster arithmetic units can
be designed than the conventional approach, where multiplier cores and adder trees are used
to compute the state equation of the CNN array.

The Falcon architecture was implemented on our prototyping board, using a Virtex-300
FPGA from Xilinx Inc. The performance of the architecture was encouraging, even in a sin-
gle processor configuration 20 fold speedup can be achieved compared to 1GHz Pentium IIT
Xeon processor. The processor runs only on 80MHz clock frequency because of the limita-
tions of the prototyping board. Using faster memories, higher speed grade FPGA or using the
more advanced Virtex-E and Virtex-II FPGAs twenty times higher performance can be easily
achieved. The easy scalability of the Falcon architecture makes possible to connect the proces-
sor cores in a square grid and achieve even more performance. Using re-configurable devices
to implement the Falcon architecture provide us more flexibility compared to the conventional
emulated digital architectures e.g. different configurations can be used on the same hardware
and extra design effort is not required to implement it.
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