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Automatic speech recognition (ASR) is a pattern classification problem [1, 2] in which a con-
tinuously varying signal has to be mapped to a string of symbols (the phonetic transcription).
Besides the identification of speech segments to grammatical phonemes [3], efficient searching
in the induced hypothesis space [4, 5] is of great importance as well. This work is connected
to both areas: first we give a hierarchical scheme of the Hungarian phonemes (see Fig.1.), then
we try to exploit this structure in the search process.

For this hierarchical classification we used traditional grammatical features (voicedness,
roundness, etc.) to characterize phonemes, which came from the physical articulation of speech
sounds/phonemes.

Since the hypothesis space in ASR is generally a search tree, standard tree search meth-
ods can be applied. In addition to these algorithms, the characteristics of the speech recog-
nition problem has led to the development of search techniques especially suitable for ASR
hypothesis spaces [6]. Here we propose a multi-pass search method [7] (which belongs to the
speech-related family) using the above-mentioned hierarchical partition. In general, multi-pass
methods work in two (sometimes more) steps: in the first pass the less likely hypotheses are dis-
carded by using some condition requiring low computational time. Then, in the second pass,
only the remaining hypotheses are examined by more complex, reliable evaluations, which will
approximate the probabilities of the hypotheses more closely. (In the common search methods
– such as Viterbi beam search method [8] – the first pass is omitted, so more hypotheses are
scanned in the second pass, making the process more time-consuming.) Our method employs
conditions using grammatical features for the first pass, because they are strongly associated
with the phonemes, so they alleviate the solution of the decision-making task.

Finally, after examining the results, we found that with the proposed hierarchical evaluation
methodology we were able to significantly decrease the run time of our speech recognition
system [9].
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Figure 1: A relatively detailed hierarchical scheme of the Hungarian phonemes
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