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Eigenvalue Placement by Quantifier Elimination –

the Static Output Feedback Problem

Klaus Röbenacka and Rick Voßwinkelb

Abstract

This contribution addresses the static output feedback problem of linear
time-invariant systems. This is still an area of active research, in contrast
to the observer-based state feedback problem, which has been solved decades
ago. We consider the formulation and solution of static output feedback
design problems using quantifier elimination techniques. Stabilization, as
well as more specified eigenvalue placement scenarios, are the focus of the
paper.

Keywords: stabilization, linear time-invariant systems, eigenvalue placement,
quantifier elimination.

1 Introduction

This paper deals with linear time-invariant state-space systems. The essential
conditions of controller design using state feedback in combination with an ob-
server have been solved more than half a century ago [20, 27, 32]. The con-
cepts of controllability and observability have been replaced by the weaker for-
mulations of stabilizability and detectability in [21]. From a theoretical point of
view, the design of a static output feedback controller is significantly more compli-
cated [43]. The calculation of an appropriate gain matrix is still an area of active
research [15,16,22,36,45,55].

Formally, the existence of a static output feedback controller achieving pre-
scribed design goals is a decision problem. The associated design requirements can
be formulated as equations and inequalities over the real numbers. This type of
decision problems can be solved using quantifier elimination. The theoretical foun-
dations of this technique go back to Tarski’s famous theorem published in 1948 [46].
Algorithmically, his approach was not applicable in practice. Starting around 1975,
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several promising algorithms and software tools for quantifier elimination have been
developed [6–9,13,51,53].

The application of quantifier elimination in control theory goes back to 1975 [3].
During the last decades, a few further applications have been discussed in the lit-
erature [2, 14, 26]. Due to the computational effort involved, quantifier elimination
did not become a standard technique in controller design. However, modern algo-
rithms and tools suggest that quantifier elimination may become more important
for controller design in the near future. The authors will consider some scenarios
of static output feedback design. This paper is an extended version of the results
presented at [39]. Some results were also presented in German language in [40].

The paper is structured as follows. In Section 2, we recall well-known facts
concerning state feedback design. The difficulties of static output feedback design
are addressed in Section 3. The following Section 4 presents some background on
quantifier elimination. The described methods are applied to the static output
feedback design problem in Section 5. Finally, we will draw some conclusions in
Section 6.

2 State Feedback Design

In this section, we would like to recall some details concerning state feedback design.
Consider a linear time-invariant state-space system

ẋ = Ax+Bu, y = Cx (1)

with matrices A ∈ Rn×n, B ∈ Rn×m and C ∈ Rr×n. The design of a controller is
usually carried out via static state feedback

u = −Fx, F ∈ Rm×n (2)

with a gain matrix F . This approach yields the closed-loop system

ẋ = (A−BF )x. (3)

The eigenvalues of the closed-loop system (3) can be placed arbitrarily if and only
if the system is controllable, i.e.,

∀s ∈ C : rank (sI −A,B) = n.

During the last decades, several design procedures such as Ackermann’s formula
have been developed and improved [1, 34,35].

If the system is not controllable, it may still be possible to achieve the most
important goal of control, namely stabilization. The system (1) is called stabilizable
if

∃F : A−BF is Hurwitz. (4)

The system is stabilizable if and only if

∀s ∈ C, <(s) ≥ 0 : rank (sI −A,B) = n, (5)
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see [21]. Roughly speaking, condition (5) can be interpreted as the controllability
of all unstable eigenvalues.

To compute a stabilizing feedback law (2), we consider the Lyapunov candidate
function V (x) = xTPx with a symmetric positive definite matrix P � 0. The time
derivative of V along the dynamics of system (1) with the state feedback (2) reads

V̇ (x) = ẋTPx+ xTPẋ
= xT (A−BF )TPx+ xTP (A−BF )x
!
= −xTQx with Q � 0.

(6)

The last line demands negative definiteness of V̇ corresponding to global exponen-
tial stability. The stability conditions resulting from (6) are fulfilled if and only if
the Lyapunov equation

ATP + PA− FTBTP − PBF = −Q (7)

has a positive definite solution P for an arbitrary positive definite matrix Q. With-
out loss of generality, we could use the identity matrix Q := I [37]. Alternatively,
we could formulate the stability condition in terms of a Lyapunov inequality

ATP + PA− FTBTP − PBF ≺ 0. (8)

For both (7) and (8) we seek a solution w.r.t. (P, F ). Due to the product terms
FTBTP and PBF , (7) and (8) are bilinear. Therefore, linear solvers are not yet
applicable.

The bilinearity in (7) and (8) cannot directly be removed because the matrix B
in the middle of the product is usually singular. Multiplying both sides of (8) with
W := P−1 yields

WAT +AW −WFTBT −BFW ≺ 0, (9)

where this inequality has to be solved w.r.t. (W,F ). The substitution G = FW
yields the linear matrix inequality (LMI)

WAT +AW −GTBT −BG ≺ 0, (10)

which can numerically be solved w.r.t. (W,G). From the re-substitution F =
GW−1, we obtain the stabilizing gain matrix F .

In practice, the state feedback (2) is usually not directly implemented because
not all components of the state are measured. In this case, the state is reconstructed
using an observer

˙̂x = Ax̂+Bu+ L(y − Cx̂) (11)

with the gain matrix L ∈ Rn×r. Then, the estimated state x̂ is feeded back with

u = −Fx̂ (12)

instead of (2). Existence and computation of the observer gain matrix L are well-
understood. However, the combination of (11) and (12) can be interpreted as a
dynamic output feedback.
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3 Static Output Feedback Design

Now, we consider system (1) with the static output feedback

u = −Ky, K ∈ Rm×r. (13)

From an implementation point of view, the static output feedback (13) is much
simpler than the dynamic output feedback resulting from (11) and (12). The closed-
loop system

ẋ = (A−BKC)x (14)

has the characteristic polynomial

CP(s) = det(sI − (A−BKC)) = a0 + a1s+ · · ·+ an−1s
n−1 + sn. (15)

We want to assign new dynamics to the closed-loop system (14) described by the
characteristic polynomial

CP∗(s) = a∗0 + a∗1s+ · · ·+ a∗n−1s
n−1 + sn. (16)

Unfortunately, the conditions for arbitrary eigenvalue placement via static out-
put feedback are much more complicated compared to the static state feedback
case. The necessary condition

mr ≥ n (17)

is straightforward. Sufficient conditions for generic systems have been discussed
in [12, 23, 28, 50]. After decades of research, the static output feedback eigenvalue
placement was stated as an open problem in [43] and has been solved recently
in [15].

Why is the eigenvalue assignment problem so difficult? The determinant used
to define the characteristic polynomial (15) is a multilinear functional. There-
fore, the coefficients a0, . . . , an−1 may depend multilinearly on the entries of the
closed-system matrix A − BKC as well as the entries of the gain matrix K. As a
consequence, the eigenvalue assignment problem

∃K ∀s : CP(s)
!
= CP∗(s) (18)

yields a multilinear system of equations, which may only have complex solutions.
For a generic system, the number of solutions is given by the Schubert number [5,

50]:

d(m, r) =
1! 2! · · · (r − 1)! 1! 2! · · · (m− 1)! (mr)!

1! 2! · · · (m+ r − 1)!
=

1! 2! · · · (r − 1)! (mr)!

m! · · · (m+ r − 1)!
.

An odd number of complex solutions would imply the existence of a real solution,
which is required for the actual control implementation. The results on eigenvalue
assignability for generic systems can be summarized as follows [50]: If d(m, r) is
odd, the eigenvalues of a generic system can be assigned arbitrarily by static output
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feedback (13) if and only if condition (17) holds. If d(m, r) is even, the generic
system has the arbitrary eigenvalue assignability if mr > n. For procedures to solve
the assignment problem with static output feedback numerically see [15,16,22,30,55]
and references cited therein.

Instead of eigenvalue placement, we consider the stabilization problem now.
The system is called stabilizable by static output feedback if

∃K : A−BKC is Hurwitz. (19)

To derive conditions for stabilizability we consider the Lyapunov candidate function
V (x) = xTPx with P � 0. Carrying out the procedure similarly to Section 2 yields

P (A−BKC) + (A−BKC)TP ≺ 0. (20)

The alternative formulation with W := P−1 reads

(A−BKC)W +W (A−BKC)T ≺ 0. (21)

For fixed P or W , the inequalities (20) and (21) are LMIs. In our application,
we need to solve (20) or (21) simultaneously w.r.t. (P,K) or (W,K), respectively,
which is difficult due to bilinearity. A simple substitution (as the transition form (9)
to (10)) does not result in an equivalent formulation as the associated product terms
PBKC and BKCW have an usually singular matrix between the factors P,K or
W,K, respectively. Approaches to resolve this bilinearity result in a non-convex
optimization problem of coupled LMIs, see [25,45]. However, we have the possibility
for solving this LMI iteratively, similar to the approaches summarized in [38] for a
cooperativity-enforcing observer synthesis.

4 Quantifier Elimination

The conditions and properties introduced above can all be expressed using so-called
prenex formulas. These prenex formulas can be described by

G(Y,Z) := (Q1y1) · · · (Qlyl)F (Y,Z) (22)

with Qi ∈ { ∃, ∀ } and the quantifier-free formula F (Y,Z). A quantifier-free
formula F (Z) is given by a boolean combination of atomic formulas f(z1, · · · , zk) ◦
0 with ◦ ∈ {=, <,>,≤,≥, 6=} and a polynomial f(z1, . . . , zk), using the operators
∨,∧,¬, =⇒ and ⇐⇒ . From the control-theoretic point of view, we are in a first
step interested in the solvability of the problems (4), (18) or (19) and in a second
step we are looking for a specific solution. In other words, is there a possible
control parameter configuration which solves the problem and how do we have to
choose these parameters? Thus we are interested in a quantifier-free equivalent
to the quantified conditions (4), (18) and (19). If such an equivalent exists or
not is stated by the following theorem [4], which is a direct consequence of the
Tarski-Seidenberg Theorem [44, 46]:
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Theorem 1 (Quantifier Elimination Over The Real Closed Field). For every real
prenex formula G(Y,Z) there exists an equivalent quantifier-free formula H(Z),
i.e., for every Y ∈ Rl and Z ∈ Rk there holds

G(Y, Z) is true ⇐⇒ H(Z) is true.

To illustrate the idea of quantifier elimination let us consider the quadratic
polynomial f(x) = x2 + px + q. First, we might be interested in the parameter
combinations for which at least one real root exists. This can be formulated with
∃x : f(x) = 0, hence Y = {x} and Z = {p, q}. An equivalent condition without
quantifiers in the quantifier-free variables is p2 − 4q ≥ 0 (∃x : f(x) = 0 ⇐⇒
p2 − 4q ≥ 0). Secondly, let us consider the existence of two different real roots.
A corresponding prenex formula is ∃x, y : f(x) = 0 ∧ f(y) = 0 ∧ x 6= y. The
formulation p2 − 4q > 0 comes up as a quantifier-free equivalent. Following this
concept, f(x) is positive definite if p2−4q < 0 holds and the question, if there exists
a configuration (p, q) that f(x) becomes negative definite (∃p, q ∀x : f(x) < 0) leads
to false. In the last case, all variables are quantified (Y = {x, p, q}; Z = {∅}).
Thus, a decision problem has been derived and just true or false can result.

So the question arises if there exists a systematic approach to generate such
quantifier-free equivalent formulations. There are several methods to achieve a
quantifier elimination (QE). Historically the first algorithm was introduced by
Tarski himself, but the computational complexity of this procedure cannot be
bounded by any stack of exponentials. Nowadays, the three most common strate-
gies are cylindrical algebraic decomposition (CAD), virtual substitution (VS) and
real root classification techniques (RRC).

A quantifier-free formula given by a boolean combination of atomic formulas
defines a semialgebraic set in Rn. A crucial result of real algebraic geometry is,
that the projection of a semialgebraic set from Rn to Rn−1 is a semialgebraic set
as well [4]. This idea is used by the first practically relevant algorithm, CAD [8].
Basically, this algorithm consists of three phases. In a first step, the semialgebraic
set is successively projected to R1. The prenex formulas are afterward evaluated
at the resulting semialgebraic sets in R1. In the end, the obtained results are
lifted back to Rn. Contrary to the other illustrated strategies, there exists no
limitation w.r.t. the investigated polynomials. However, the computational load
might increase double exponentially in the number of variables [11].

Better computational properties result with the virtual substitution [31, 51, 52]
and real root classification algorithms [17, 24, 54]. The method of virtual substi-
tution is based on a formula equivalent to variable substitution using so-called
elimination sets. This approach is only applicable to linear [51], quadratic [31] and
cubic [52] polynomials, w.r.t. the quantified variables. Nevertheless, the computa-
tional complexity still grows exponentially in the number of quantified variables.

The term real root classification covers all approaches based on the number of
real roots in a given interval. Utilizing Sturm-Habicht sequences, very effective
algorithms could be achieved, especially for the sign definite conditions (SDC)
∀x(x > 0 =⇒ f(x) = 0). The computational effort of such a sign definite problem
grows just exponential in the degree of the polynomials.
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Table 1: Quantifier elimination software and employed strategies

Program QE methods Notes References
QEPCAD CAD Quantifier Elimination by [9]

Partial Cylindrical Algebraic
Decomposition

QEPCAD B CAD Improved version of QEPCAD [6]
Redlog CAD, VS Reduce package [13]
SyNRAC CAD, VS, SDC Maple toolbox [24,53]
RegularChains CAD Maple toolbox [7]

During the last two decades, some powerful software tools to handle QE prob-
lems have been developed. A basic overview of these tools and the employed QE
strategies is given in Table 1.

5 Stabilizability and Stabilization

5.1 Stabilization based on Routh, Hurwitz etc.

To the authors’ knowledge, stabilizability and stabilization by static output feed-
back was the first application of QE in control theory [3]. Consider system (1) with
the static output feedback (13). The stabilizability problem (19) can be stated as
follows:

Proposition 1 (Stabilizability). System (1) is stabilizable by a static output feed-
back (13) if and only if

∃k11 · · · ∃kmr : CP(·) is a Hurwitz polynomial. (23)

This is essentially a reformulation of (19) in more direct terms of a prenex
formula. The Hurwitz property of the characteristic polynomial (15) (i.e., all roots
have negative real parts) can be verified using the Routh, Hurwitz, or Liénard-
Chipart test:

n = 2 : a0 > 0 ∧ a1 > 0,
n = 3 : a0 > 0 ∧ a1 > 0 ∧ a1a2 − a0 > 0,
n = 4 : a0 > 0 ∧ a1 > 0 ∧ a2 > 0 ∧ a1a2a3 − a21 − a0a23 > 0.

...

(24)

Based on the formulas (23) and (24), the stabilizability of the system can formally
be verified using QE. In [3], the approach was illustrated on a system with n = 3,
m = 1 and r = 2, where QE was carried out by hand. The same example was
considered in [45] using QEPCAD [9] and in [42] using REDLOG [13].
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Example 1. We consider the system

A =


−1 0 0 0
0 −2 0 0
0 0 1 0
0 0 0 2

 , B =


1 0
1 0
1 1
1 0

 ,

C =

(
1 1 1 1
0 0 0 1

)
, K =

(
k11 k12
k21 k22

)
.

(25)

derived from from [55, Example 4.1] having n = 4 and m = r = 2. The coefficients
of the characteristic polynomial (15) are

a0 = −2k11k22 + 2k12k21 − 4k21 − 2k12 + 4,
a1 = 3k11k22 − 3k12k21 + 4k21 + k12 + 10k11,
a2 = −k11k22 + k12k21 + k21 + 2k12 − 5,
a3 = −k21 − k12 − 4k11.

(26)

To verify the stabilizability based on (23) with (24) we used the computer alge-
bra system REDUCE with the package REDLOG [13]. For the computations we
employed a PC with Intel R© CoreTM i5-6500 CPU at 3.2 GHz and 64 GiB RAM
under the Linux system Fedora 30 (64 bit). For QE we used the virtual substitu-
tion method from [29] (i.e., the function rlqe with the switch on ofsfvs). For
system (25), eliminating the existence quantifiers from (23) with (24) took approx-
imately 430 ms resulting in the quantifier-free formula true. Hence, the system
is stabilizable by static output feedback. Note that if we replace the system ma-
trix A by −A, the resulting system is not stabilizable by static output feedback.
These results are in accordance with [55]. We made the source files available on
Github [56].

Remark 1. Applying QE to (23), we can formally verify the solvability of the
stabilization problem (19). If the stabilization problem is solvable, we have a jus-
tification to apply numerical methods to compute the gain K. Moreover, we could
also employ QE directly to compute a stabilizing gain K = (kij) step-by-step:

1. Omit the existence quantifier for one variable kij ,

2. Compute the feasible set,

3. Specify the variable and proceed with the next variable.

An entry kij not associated with a quantifier becomes a free variable. QE applied
to (23) yields a quantifier-free formula in this (single) variable kij (assuming no
further parameters are involved).

Example 2. Now, we want to compute a stabilizing gain matrix K for system (25)
from Example 1. Omitting the existence quantifier for k11 yields true, i.e., we can
select any real value. Here k11 := 0 is chosen. Afterward, we omit the quantifier
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of k12 and QE yields k12 > 2. We set k12 := 3 and proceed with k21 resulting in
k21 > 1. With k21 := 2, the characteristic polynomial does not depend anymore on
k22. With the choice k22 := 0 the gain matrix has the form

K =

(
0 3
2 0

)
(27)

and yields the eigenvalues s1 = s2 = s3 = −1 and s4 = −2 of the closed-loop
system (14). Alternatively, we could set k11 := 1 in the first step. In the second
step regarding k12 we obtain true and set k12 := 0. QE in the third step also yields
true, where we would set k21 := 0. This results in the conditions that k22 must
be smaller than the smallest real root of the polynomial φ(k22) = k222 + 24k22 + 12.
The quadratic polynomial has the roots k22 = −12 ± 2

√
33 ≈ {−0.511,−23.489}.

The conditions above are fulfilled for k22 = −24. With the gain matrix

K =

(
1 0
0 −24

)
, (28)

the closed-loop system has the eigenvalues s1,2 ≈ −0.011± 3.95j, s3 ≈ −1.205 and
s4 ≈ −2.773. Both computed eigenvalue constellations stabilize the system.

Example 3. The example system

A =


0 0 0 0
0 0 0 0
2 0 1 2
0 2 2 1

 , B =


1 0
0 1
0 0
0 0

 , C =

(
4 −3 3 0
−2 2 −1 2

)
(29)

was introduced in [18]. In [10], the authors considered different static output feed-
back structures

K =

(
k11 k12
k21 k22

)
, K =

(
k11 0
k21 k22

)
, K =

(
k11 0
0 k22

)
(30)

for system (29). The verification of stabilizability by these gain matrices using
Proposition 1 required approximately 5 min 50 s, 0.95 s or 0.36 s computation time,
respectively. Now, let us consider the diagonal matrix in Eqs. (30) (right). With
k11 as a free variable and k22 as a quantified variable, QE yields the condition
k11 > 7/3 = 2.3. Conversely, if we select k22 as a free and k11 as a quantified
variable, QE returns the result that k22 must be greater than the largest real root
of the polynomial φ(k22) = 9k222 − 46k22 + 9. The quadratic polynomial has the
roots k22 = (23 ± 8

√
7)/9 ≈ {0.204, 4.907}, i.e., k22 ' 4.907. If we select one of

these variables according to the specified bounds, then there is a value for the other
variable stabilizing the system.

Remark 2 (Robust stabilization). Let s0 < 0 be a stability margin, i.e., a distance
to the imaginary axis. Applying the substitution s 7→ s − s0 to the characteristic
polynomial (15), the corresponding conditions (24) ensure that any root si ∈ C
of (14) fulfills <(si) < s0. In a similar manner we can define two bounds s0, s̄0 with
s0 < s̄0 < 0 such that all eigenvalues fulfill s0 ≤ <(si) < s̄0.
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5.2 Stabilization based on Lyapunov formulations

As an alternative to the approach based on the characteristic polynomial presented
above, we may directly use the Lyapunov condition (20) or (21) [47,49]. This leads
to the prenex formulation

∃P,K : P � 0 ∧ P (A−BKC) + (A−BKC)TP ≺ 0. (31)

From a computational point of view the equivalent equality condition

∃P,K : P � 0 ∧ P (A−BKC) + (A−BKC)TP + I︸ ︷︷ ︸
M :=

= 0 (32)

is advantageous. The prenex formulation (32) leads to n(n+1)/2 equality conditions
and based on Sylvester’s the leading principal criterion [33] it turns into n inequality
conditions for the definiteness of P :

P � 0 ⇐⇒ p11 > 0 ∧ det

(
p11 p12
p21 p22

)
> 0 ∧ . . . ∧ det(P ) > 0.

The resulting equality constraints of the Lyapunov equation in (32) are bilinear in
the parameters p11, . . . , pnn, k11, . . . , kmr. In contrast to (32), the formulation (31)
leads to n additional inequality conditions instead of n(n + 1)/2 equality condi-
tions due to the leading principal criterion, i.e., condition (31) results over all in
2n inequality constraints. However, these conditions may result in higher order
monoms in the parameters p11, . . . , pnn, k11, . . . , kmr with increasing dimensions of
the principal minors. These high order polynomial conditions result in demanding
computational effort. This especially holds true for increasing systems dimension.
These considerations are summed up by the following proposition.

Proposition 2 (Stabilizability with the Lyapunov equation). System (1) is stabi-
lizable by a static output feedback (13) if and only if

∃p11, . . . , pnn, k11, . . . , kmr : m11 = 0∧· · ·∧mnn = 0∧|P1| > 0∧· · ·∧|Pn| > 0 (33)

with mij being the element of the i-th row and the j-th column of the matrix M
defined in (32) and |Pi| denoting the i-th leading principal minor of P .

Remark 3 (Robust stabilization with the Lyapunov equation). Equivalently to
Remark 2, a robust stabilization can be achieved by replacing the matrix M defined
in (32) with

M := P (A− s0I −BKC) + (A− s0I −BKC)TP + I.

This substitution shifts the stability condition to a line parallel to the imaginary
axis through the point s0 < 0 on the real axis.



Eigenvalue Placement by Quantifier Elimination 419

5.3 Eigenvalue Placement, Real and Interval Stabilization

Consider the question of arbitrary eigenvalue placement (real or complex conju-
gate pairs) via static output feedback. This problem is equivalent to the question,
whether any polynomial (16) with real coefficients a∗0, . . . , a

∗
n−1 ∈ R can be im-

posed to the closed-loop system by output feedback (13). This leads directly to the
following formulation [3, 41]:

Proposition 3 (Arbitrary Eigenvalue Placement). Any characteristic polyno-
mial (16) can be assigned to the characteristic polynomial (15) of the closed-loop
system (14) if and only if

∀a∗0 · · · ∀a∗n−1 ∃k11 · · · ∃kmr : a0 = a∗0 ∧ . . . ∧ an−1 = a∗n−1. (34)

The comparison between (15) and (16) as in (18) is carried out by coefficient
matching.

Example 4. We continue with system (25) from Example 1. Carrying out QE for
the associated condition (34) yields false, i.e., the eigenvalues cannot be assigned
arbitrarily. The REDUCE script required approximately 120 ms computation time,
from which QE took about 20 ms.

An arbitrary eigenvalue placement is not absolutely necessary in practice. Nor-
mally, one has a specific idea of the eigenvalues to be imposed.

Proposition 4 (Specific Eigenvalue Placement). Consider a given prescribed char-
acteristic polynomial (16). This polynomial can be imposed to the system’s charac-
teristic polynomial (15) by static output feedback (13) if and only if

∃k11 · · · ∃kmr : a0 = a∗0 ∧ . . . ∧ an−1 = a∗n−1. (35)

Example 5. Consider system (25) from Example 1. First, we try to place all
eigenvalues at s1,...,4 = −1, i.e., CP∗(s) = (s + 1)4. QE applied to (35) results in
false, i.e., this specific eigenvalue assignment is not possible. Second, we want to
place the eigenvalues at −1,−2,−3,−4, i.e., CP∗(s) = (s+ 1)(s+ 2)(s+ 3)(s+ 4).
The elimination of the quantifier occurring in (35) yields true. The calculation of
the entries of the gain matrix as described in Remark 1 results in

K =

(
0 5
5 ∗

)
with an arbitrary entry for k22.

With the described approach we can place eigenvalues at prescribed positions,
or obtain the information, that the desired placement is not possible. For stabi-
lization, these eigenvalues must be placed in the open complex left half plane. The
procedure described in Sections 5.1 and 5.2 may yield non-real eigenvalues occur-
ring as complex conjugate pairs. Such an eigenvalue constellation corresponds to
attenuated oscillations in the time domain, that may not be desired. If we want to
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avoid these oscillations, we could aim for a real stabilization. This can be seen as
an eigenvalue placement problem, where the desired characteristic polynomial has
the form

CP∗(s) = (s− s1) · · · (s− sn) with s1, . . . , sn < 0. (36)

Proposition 5 (Real Stabilizability I). System (1) is stabilizable by static output
feedback (13) such that the closed-loop system (14) has only real eigenvalues if and
only if

∃k11 · · · ∃kmr∃s1 · · · ∃sn : s1 < 0 ∧ . . . sn < 0 ∧ a0 = a∗0 ∧ . . . ∧ an−1 = a∗n−1 (37)

with a polynomial (16) of the form (36).

Compared to (35), the prenex formula (37) contains n more quantified variables.
However, the formulation (36) could be used to describe other design goals, which
are summarized below:

1. Real stabilization: s1 < 0, . . . , sn < 0,

2. Robust real stabilization: s1 ≤ s0, . . . , sn ≤ s0 with s0 < 0,

3. Interval assignment: s1 ∈ I1, . . . , sn ∈ In, where I1, . . . , In ⊆ (−∞, 0) can
be open, half-open or closed intervals.

Furthermore, any combination thereof is possible as well. In particular, the indi-
vidual interval assignment offers a possibility to relax a desired but not achievable
design goal in eigenvalue placement.

Example 6. For system (25) from Example 1 we want to achieve a real stabilization
with s1 < 0, . . . , s4 < 0. The solvability of the assignment problem with a full 2×2
matrix K could easily be verified using QE. Unfortunately, we were not able to carry
out the stepwise computation of the entries as described in Remark 1. Clearly, the
significant computational effort is due to the numbers of variables and quantifiers.
As shown in (27) and (28), stabilization by static output feedback can be achieved
with gain matrices of the structures

K =

(
0 k12
k21 0

)
or K =

(
k11 0
0 k22

)
. (38)

The solvability of the above mentioned design goal could be verified for the struc-
tures (38) with QE in about 1.2 s and 3.4 s, respectively. The matrix (27) with
the first structure already achieved our design goal. Using k12 and k21 as free
variables, quantifier elimination results in the condition k12 ≥ −3 ∧ k21 ≥ 2 for
the aforementioned robust real eigenvalue placement goal. However, the diagonal
matrix (28) stabilized the system, but violated the goals stated now (complex con-
jugate pair instead of purely real eigenvalues). With k11 or k22 as a free variable,
the computation with REDLOG exceeds the RAM available.
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The approach for an arbitrary interval placement allows a very specific eigen-
value placement, but increases the computational effort significantly due to the
additional quantified variables s1, . . . , sn. In purely formal terms, the algorithms
will deliver a result in finite time, but the specific duration may not be acceptable.
Alternatively, the number of real roots in an interval can be computed using Sturm
or Sturm-Habicht sequences [19,40]. In particular, real stabilization can be seen as
an eigenvalue placement into the interval (−∞, 0).

Proposition 6 (Real Stabilizability II). System (1) is stabilizable by static output
feedback (13) such that the closed-loop system (14) has only real eigenvalues if and
only if

∃k11 · · · ∃kmr :
n = 2 : a0 > 0 ∧ a1 > 0 ∧ a21 − 4a0 > 0,
n = 3 : a0 > 0 ∧ a1 > 0 ∧ 9a0 − a1a2 < 0 ∧

27a20 − 18a0a1a2 + 4a0a
3
2 + 4a31 − a21a22 < 0.

(39)

For higher order systems, the appropriate conditions become more complicated,
but can be generated automatically. The formulation is similar to that in Proposi-
tion 1.

Example 7. We continue with the system from Example 6 with the diagonal
matrix shown in (38). Using k11 as free variable and the formulation as in Proposi-
tion 6, QE results in the condition that k11 must be larger than the largest real root
of the polynomial φ1(k11) = 673280k611 − 3606912k511 + 1743888k411 − 2483712k311 +
1259880k211 − 338616k11 − 42875, i.e., k11 ' 4.97. We set k11 := 5. For k22 we
obtain the condition that this entry should be smaller than the smallest real root
of the polynomial φ2(k22) = 42875k622+5229396k522+76959408k422−622283328k322+
14829211248k222 + 18901165248k22 + 10690284160, i.e., k22 / −28.93 Therefore, we
obtain the gain matrix

K =

(
5 0
0 −29

)
resulting in the closed loop eigenvalues s1 ≈ −1.209, s2 ≈ −5.791, s3 = −6 and
s4 = −7, i.e., our design goal is fulfilled.

Example 8. We want to achieve the real stabilization of system (29) from Ex-
ample 3 with the gain matrix (30) in diagonal form. QE results in the con-
dition that k11 must be larger than the largest real root of φ1(k11) = 25k411 −
774k311 − 203k211 − 5292k11 + 1372, i.e., k11 ' 30.258. Without fixing k11, we use
k22 as a free variable. The entry k22 must be larger than the largest real root of
φ2(k22) = 25k422 − 1452k322 − 12426k222 − 13228k22 + 5913, i.e., k22 ' 65.760. As in
Example 3 these limitations in the parameter space are obtained if we consider the
variables k11 and k22 independently. The values of (k11, k22), for which stability
and real stability are achieved, are plotted numerically in Fig. 1. The bound-
aries between the different areas correspond to the values computed in Example 3
and 8. Alternatively, these sets can be calculated using parameter space methods,
see [22,48] and references cited there.
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real stable

unstable

stable

Figure 1: Stability properties of system (29) of Examples 3 and 8 plotted in the
parameter space

6 Conclusions

We showed that static output feedback design with several constraints can be car-
ried out using quantifier elimination. Due to modern algorithms such as virtual
substitution, it is to be expected that this approach will gain in importance in the
near future. Furthermore, parameter uncertainties and other design parameters
can directly be addressed. Nevertheless, the inherent computational complexity
currently prevents the applicability to high order systems. However, a further in-
crease in processing power and algorithmic development will help to overcome these
limitations. In particular, the extent to which the QE methods can be improved
by massive parallelisation should be investigated on an algorithmic level.
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