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Abstract: Parkinson's disease is an incurable neurodegenerative disease to the 

present clinical knowledge. It is diagnosed mostly by exclusion tests. Numerous 

studies have confirmed that speech can be promising to suspect the presence of 

the disease. On the other hand, just a few researches discuss the appropriate 

length of the speech sample or the contribution of parts of the full-length 

recordings in the classification. Hence, we partitioned each original recording 

into four shorter samples. We trained linear and radial basis function (rbf) kernel 

Support Vector Machine (SVM) models separately for original recordings, each 

partitioned group and all partitioned samples together. We found no significant 

difference between the results of the rbf kernel models. However, we obtained 

significantly better results with a portion of the entire speech using linear kernel 

models. In conclusion, even a shorter piece of a longer speech may be adequate 

for classification. 

1   Introduction 

Parkinson’s disease (PD) is one of the most common neurodegenerative diseases 

described first by James Parkinson (Parkinson, 1817). The prevalence of PD is about 

1-2 cases per 1000 worldwide. Nonetheless, cases in the 60+ population can exceed 

100 per 1000 (Tysnes & Storstein, 2017). The aetiology of the disease is unknown 

however predisposing environmental and genetic factors may play a role in its 

development (Lindgren et al., 2005).  

Pathologically, the emergence of PD is caused by the death of dopamine-producing 

neurons in the Substantia Nigra brain region. In addition, abnormal aggregation of 

alpha-synuclein protein (Lewy-bodies) is also observed (Simon et al., 2020). Dopamine 

is a neurotransmitter that serves as a messenger substance among nerve cells in the 

brain. It plays an important role in many everyday behaviours, including how we move, 

feel, or eat. It regulates movement and also supports the reward system (Wise, 2004). 

The importance of PD connected researches is given by the fact that it is incurable 

according to current clinical knowledge. With therapy, medication, or deep brain 

stimulation, symptoms can be relieved and progression can be slowed. Therefore, it 

means a life-long procedure for the patient (Armstrong & Okun, 2020). As a result, it 

has significant cost implications for both the patient and the treating institution 

(Denisova et al., 2020). 
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In Parkinson's disease, both motor and non-motor symptoms may occur. Motor 

symptoms may include bradykinesia, muscle rigidity, resting tremor, and postural 

instability. The first three of these are considered to be the primary indicator of the 

disease. In addition, non-motor symptoms such as olfactory impairment, sleep 

dysfunction, and cognitive impairment may occur (Armstrong & Okun, 2020). 

Because of these symptoms and the reasons listed above, it is crucial to recognize 

the disease as soon as possible. The appropriate therapy and medication could maintain 

the patient's quality of life and limits the progression of his disease. This is exacerbated 

by the fact that many other diseases exist with similar symptoms. Furthermore, many 

times it is not easy for a patient to get to a neurological examination. Because no clear 

diagnostic procedure is available to detect the disease, in most cases, the patient’s 

history, laboratory tests, and other examinations can help rule out other diseases 

(Reichmann, 2010; Tolosa et al., 2006). 

Several kinds of research focus on non-invasive modalities for the recognition of 

Parkinson's disease, such as imaging procedures, movement, drawing/handwriting, and 

speech analysis. From these, our present research focuses on text read aloud (bounded 

speech). Furthermore, there is a lot of research on recognizing Parkinson’s disease from 

different types of speech types (e.g., persistent vowels, sentences, or spontaneous 

speech). However, there is less analysis on parts of longer speech recordings (detailed 

in Section 2). Within this scope, the effect of different parts of the read text on PD 

recognition is examined in this article. These results are also compared to the full-length 

recordings. 

The structure of the article is the following: in Section 2 the literature related to the 

research is described, in Section 3 the methodology applied to the research is presented, 

in Section 4 the results are given, and in Section 5 conclusions are drawn from the 

results. 

2   Related Work 

Due to the reduced amount of dopamine, nerve conduction has a limited ability to 

function. Based on this, PD also affects the process of speech production (dysphonia) 

(Rusz et al., 2011). The voice of people with Parkinson's disease is typically low-

volumed, with a tremor-like character, sudden stops, and starts may be present (Schulz 

& Grant, 2000). 

There has been and there still is ongoing research into the use of these phenomena 

in speech. These are done with four types of speech databases: 1) persistent vowel, 2) 

pronunciation of words, syllables, 3) reading of bound texts, 4) spontaneous speech. 

The significance of the sustained vowel was given by the fact that the formation of 

a vowel requires the active work of the muscles of the vocal cords. In Parkinson's 

disease, there is uncertainty/stuttering in muscle movement. One of the most commonly 

used vowels are /a/ (Tsanas et al., 2012), (Hemmerling & Sztahó, 2019), /e/ and /i/ 

(Vaiciukynas et al., 2017). 

The use of syllables and words is widespread in the study of imprecise consonant 

formation (for example, the pronunciation of /pa-ta-ka/). This can be used to examine 

the sudden stops/starts of speech (Novotný et al., 2014). 
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One disadvantage of the former modalities is that they do not provide information 

about the continuous movement and functioning of the articulation. This is why the use 

of reading text and spontaneous speech has become widespread (Frid et al., 2014), (Kiss 

et al., 2018). 

Based on these, it can be seen that many speech modalities and speech lengths are 

used in the recognition of Parkinson’s disease. In the following research, several 

sustained vowels, words, and sentences were recorded and examined with the same 

model setting (Vadovsky & Paralic, 2017). With a Random Forest approach, 52.5%, 

57.5% and 45% accuracy were achieved with sustained vowel /a/, /o/ and /u/, 

respectively. 67.2% of accuracy was obtained with words and 65% with sentences. The 

examinations were performed on 20 Parkinson's disease patients and 20 healthy 

subjects using 26 speech-based features. 

In the next study, sustained /a/ vowel, syllable repetition, words, short sentences, 

longer read text, and short spontaneous speech were examined separately (Sztahó et al., 

2019). The research was performed using several speech descriptors involving 55 

people with Parkinson’s disease and 33 healthy individuals. Many classification 

algorithms have been tested. Of these, the linear kernel support vector machine (SVM) 

results are: 72.4% (sustained /a/), 77.0% (syllable triplets), 77.7% (words), 81.0% 

(sentences), 73.4% (read longer text) and 83.3% (short spontaneous speech) accuracy. 

Using radial basis function (rbf) kernel with the same SVM, the accuracy values are the 

following: 77.0% (sustained /a/), 78.2% (syllable triplets), 78.8% (words), 72.6% 

(sentences), 83.5% (read longer text) and 89.3% (short spontaneous speech). 

From these results, prominent accuracy can be achieved with longer speech samples. 

As a form of long text is usually given as a phonetically rich tale, such as The North 

Wind and Sun or Rainbow Passage. However, there is no evident research in the 

literature that would examine the effect of different parts of these read texts for 

recognizing PD. Namely, if a part of the read text would provide similar recognition 

performance as the full-text version then only that part is sufficient to record. This 

would speed up the real examination procedure and would not be burdensome for the 

patient. 

For the present study, the following hypotheses can be made according to the recent 

studies: Any part of the read text can achieve similar performance as the whole text. 
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3   Methodology 

Fig. 1 illustrates the stepwise approach of the examination. First, speech recordings are 

selected from the speech database. In this case, Hungarian Parkinson Speech Database 

(HPSD) is used. Secondly, the full-length recordings were partitioned into four parts 

using segmentation files. Then, speech acoustic features were extracted from the full 

text and partitioned recordings. Finally, these features were the input for the classifier 

which conduct the label prediction after training. 

Fig. 1. Flowchart of the examination tasks: speech database, pre-processing (partitioning the full-

length recordings), classification and prediction with the trained classifier. 

3.1   Hungarian Parkinson Speech Database (HPSD) 

79 recordings of patients with PD were selected from the HPSD. Speech acquisition 

was done in two health institutes in Budapest: Semmelweis University and Virányos 

Clinic. For the severity estimation, Hoehn & Yahr (H&Y) scale was used (Bhidayasiri 

& Tarsy, 2012). It defines non linearly progressive categories of motor functionality. 

Score 1 means unilateral involvement with minimal or no functional disability while 5 

means the most severe case (bed or wheelchair bounded). Using such an estimator, 38 

females (average age and standard deviation: 65±9.4) had an average of 2.8 (±1.1) and 

41 males (average age and standard deviation: 64±9.3) had an average of 2.7 (±1.1) 

H&Y scores. 

Speech of healthy population (HC) was also recorded using the same text and 

environmental properties. 41 females (average age and standard deviation: 53±15.9) 

and 38 males (average age and standard deviation: 52±16.4) were selected to balance 

the PD class sample size. Healthy subjects reported that they did not have any speech-

related illnesses. 

The text read was a tale called The North Wind and the Sun. External USB sound 

card (Terratec 6fire USB) with A/D converter was used to acquire recordings. A clip-

on condenser microphone (Audio-Technika ATR3350) in a quiet office (or in a medical 

office) environment was applied. The recordings were stored in Pulse-code modulation 

(PCM) audio coding with a sampling frequency of 44.1 kHz and quantization of 16 bit. 

Subjects all consented to the use of their speech recordings for research purposes. 
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3.2   Speech Signal Pre-processing and Partitioning 

The text of the entire tale contained 8 sentences, including also the title of the tale. This 

was chunked into 4 parts using Praat (Boersma & van Heuven, 2001) and annotation 

files available. This was done by examining the phonemes of the last word of the 

sentence before the place of cut. Since it was a bound text, these phonemes are in order 

and can be found and cuts can be performed. Using this method, four recordings were 

available for each person: 1) title and first sentence, 2) second and third sentences, 3) 

fourth longer sentence, and 4) fifth-seventh shorter sentences. Table 1 summarizes the 

average length and its standard deviation of recordings in seconds. 

It should also be noted that no automatic chunking was made in the recording if the 

text was not read correctly (the phoneme set and order of the last words differed from 

the bound text ones). In that case, manual correction (manual chunk) was required. 

After chunking the recordings, full and partitioned samples were resampled in 16 

kHz sampling frequency and were normalized to the peak value in the signal. After that, 

the first 12 Mel Frequency Cepstral (MFC) coefficients were extracted from each 

sample using the Surfboard python library (Lenain et al., 2020). MFCCs were chosen 

according to the wide usage in the literature (Dasgupta et al., 2017; Godino-Llorente et 

al., 2017; Pompili et al., 2017). The mean, standard deviation, mean of the first derivate 

and standard deviation of the first derivate were calculated for the 12 MFCCs resulted 

in 48 features overall. Finally, the features were scaled between -1 and 1. 

Table 1: The average length [sec.] and standard deviation of recordings separately for 

HC and PD classes. 

 Full Part1 Part2 Part3 Part4 

HC 44.8±5.9 9.1±2.7 9.7±1.5 10.2±2.6 12.8±1.8 

PD 59.1±23.4 13.3±4.0 10.6±3.6 15.6±4.9 14.1±4.5 

3.3   Classification and model evaluation 

The SVM classifier was chosen for this examination based on its widespread usage in 

speech-based researches (Pah et al., 2021; Sonawane & Sharma, 2021). SVM models 

were deployed in python (version 3.6) using sklearn machine learning module. 

Parameters were chosen as commonly used default values: C=1.0, gamma=1/(nfeatures ∙ 
varX) where nfeatures is the number of features and varX is the variance of the training 

data. For the experimentation, linear and rbf kernels were performed. 

Six model training and testing scenarios were performed: (1) on full-length 

recordings, (2)-(5) on partitioned samples separately, (6) on partitioned samples 

together.  

Speaker-wise leave-one-out cross-validation (LOOCV) was applied for model 

evaluation. With this method, samples of one speaker were grouped for testing and 

samples of the remaining speakers were grouped for training. This was repeated until 

each speaker in the dataset became test item. The performances were measured on the 

test items after the LOOCV. Speaker-wise separation was important for model (6), 

because multiple samples were available for each speaker. In this case, the majority 
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decision was resolved by having at least two positive samples (from four) to get a 

positive label for the test subject. To measure the performance of the models, 

sensitivity, specificity, accuracy, f1-score, and Matthews correlation were computed. 

Furthermore, Mann–Whitney U non-parametric statistical test was performed to 

check the significance between the results of the models. With this test, we examined 

whether the performance of the model trained on the partitioned samples differ 

significantly from the performance of the model trained on the full recordings. 

Originally, the null hypothesis state that “the two independent groups are homogeneous 

and have the same distribution” (Nachar, 2008). So significant difference may be 

observed if the p-value of the statistics is lower than the significance level. So the 

alternative hypothesis can be stated as the two independent groups are not 

homogeneous and have different distributions. The significance level was set to 0.05, 

which is the most commonly used threshold in statistical studies. 

4   Results 

4.1   Result of Full-Length Recordings  

For this experiment, SVM models with linear and rbf kernels were trained and tested 

with full-length recordings. The performance metrics can be seen in Table 2. The 

columns show the following metrics for both linear and rbf kernel classification: 

sensitivity (‘sens’), specificity (‘spec’), accuracy (‘acc’), f1-score (‘f1’), and Matthews 

correlation (‘mc’). 

Table 2: Results of full-length recordings with linear and rbf kernels SVM models. 

kernel sens spec acc f1 mc 

linear 78.5% 79.7% 79.1% 79.0% 0.58 

rbf 83.5% 84.8% 84.2% 84.1% 0.68 

Based on Table 2, rbf kernel SVM achieved higher performance on all evaluation 

metrics. The average deviation on the metrics is 5.1%, while on the mc values it is 0.1. 

With an SVM with an rbf kernel, the algorithm recognized 8 speakers more correctly 

(true positive or true negative together) than using a linear kernel model. 

4.2   Result of Partitioned Samples on Separate Models 

For this examination, linear and rbf kernels SVM models were trained and tested with 

partitioned recordings separately. The performance metrics can be seen in Table 3. The 

columns represent the same metrics as in Table 2. PartX corresponds to the chunked 

segments (described in Section 3.2). 

Based on Table 3, linear kernel models trained on part1 and part3 samples achieved 

the highest metric values (acc.: 86.1% and 88.0%, f1: 86.6% and 88.2%). Linear kernel 

SVM trained on part2 samples resulted in the lowest results (acc: 77.6%, f1: 77.7%). 

Using part4 samples with linear kernel SVM model, an intermediate result can be 

obtained (acc.: 81.6%, f1: 82.0%). 
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Table 3: Results of partitioned samples on separate SVM models with linear and rbf 

kernels. 

kernel samples sens spec acc f1 mc 

linear 

part1 89.9% 82.3% 86.1% 86.6% 0.72 

part2 78.1% 77.2% 77.6% 77.7% 0.55 

part3 89.9% 86.1% 88.0% 88.2% 0.76 

part4 83.5% 79.7% 81.6% 82.0% 0.63 

rbf 

part1 88.6% 83.5% 86.1% 86.4% 0.72 

part2 81.0% 83.5% 82.3% 82.1% 0.65 

part3 87.3% 84.8% 86.1% 86.2% 0.72 

part4 83.5% 83.5% 83.5% 83.5% 0.67 

Compared to the whole recordings’ results, linear models trained on the parts 

classified 11 (part1), 14 (part3) and 4 (part4) more samples correctly. In the case of 

part2, the model predicted 2 samples less correctly than the full-length linear model. 

A similar tendency was earned with rbf kernel SVM with a narrower fluctuation in 

the results. Using part1 and part2 the highest performances were achieved (acc.: 86.1% 

and 86.1%, f1: 86.4% and 86.2%). With part2 samples, the lowest metrics were 

obtained (acc: 82.3%, f1: 82.1%) close to the result earned with part4 samples (acc.: 

83.5%, f1: 83.5%). Compared to the whole recordings’ results, the rbf models trained 

on parts classified 3 (part1 and part3) more samples correctly. In the case of part2 and 

part4, the models classified 3 (part2) and 1 (part4) fewer samples correctly than the 

full-length rbf model. 

4.3   Result of Partitioned Samples Together in a Single Model 

In this examination, all partitioned samples for each speaker were involved in the 

training and testing process. Overall, 628 samples’ features of 157 subjects were used 

to train SVM models and one subject with four samples was used to test the 

performance in each cross-validation cycle. The results can be seen in Table 4. The 

metrics correspond to Table 3 and Table 2. MV (majority voting) means the aggregation 

of predictions per individuals and no MV means the results without speaker-wise 

aggregation. 

Table 4: Results of partitioned samples together using linear and rbf kernel SVMs. 

kernel MV sens spec acc f1 mc 

linear 
MV 82.1% 81.3% 81.6% 81.5% 0.63 

no MV 82.6% 81.3% 82.0% 82.1% 0.64 

rbf 
MV 85.0% 85.9% 85.4% 85.5% 0.71 

no MV 83.5% 84.2% 83.9% 83.8% 0.68 

Based on Table 4, the results of linear and rbf kernel SVM models are similar in 

accuracy, f1-score and Matthews correlation. The linear kernel SVM model achieved 

higher performance using multiple samples and majority voting than the original full-
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length recordings model (Table 2). However, majority voting did not improve the 

results compared to the experiment without majority voting. With rbf kernel SVM, 

similar results were obtained with multiple samples and majority voting as in Table 2. 

In this case, a slight improvement can be realized with MV (from 83.9% to 85.4% (acc), 

from 83.8% to 85.5% (f1)). 

The difference between the two results (no MV and with MV) is one speaker for the 

linear model and two speakers for rbf model. Furthermore, the samples clearly defined 

the category (HC or PD) for the individuals. This means that three or four of four-part 

samples were decided with the same class label. There was no indefinite decision (2 

samples HC and 2 samples PD) neither for linear and nor rbf models. It also means that 

if the model categorized an individual to the wrong category, it did so for the most part 

and not because of an indecisive situation. 

4.3   Significance Analysis Between Different Samples Trained Models 

For each model, the output labels are given for the test elements as binary variables:  

0 (sample is categorized to HC) and 1 (sample is categorized to PD). For all the test 

elements per model, a list of binary variables has resulted. That two lists can be 

compared to each other with an appropriate independent two-sample test. According to 

this, Mann–Whitney U non-parametric test was chosen to measure whether the models 

perform significantly to each other.  

The p-values of corresponding models can be seen in Table 5 for linear kernel 

models and Table 6 for rbf kernel models. Notations part1, part2, part3 and part4 

correspond to the partitioned samples’ models, MV represents the majority version of 

all partitioned samples trained model, and full means the model trained on full-length 

recordings. An arbitrary row and column designate the p-value resulting from a 

comparison of the two models. Based on this property, the main diagonal would include 

the p-value of the same models, which is cleared out. Furthermore, the table is 

symmetric to the main diagonal. The p-values smaller from the significance level are 

highlighted. 

Table 5: p-values of linear kernel models’ performances. 

 part1 part2 part3 part4 MV full 

part1 - 0.026 0.308 0.143 0.143 0.052 

part2 0.026 - 0.008 0.189 0.201 0.376 

part3 0.308 0.008 - 0.059 0.059 0.017 

part4 0.143 0.189 0.059 - 0.500 0.286 

MV 0.143 0.201 0.059 0.500 - 0.286 

full 0.052 0.376 0.017 0.286 0.286 - 

If the model trained and tested with full-length recordings is considered as a baseline 

(last row or last column). The model trained and tested with the third partitioned 

samples is different from this baseline significantly. This deviation is positive as the 

model on part3 achieved higher performance (acc.: 88.0%, f1: 88.2%) than the model 

on full-length recordings (acc.: 79.0%, f1: 79.1%). In contrast, a model trained on part2 
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obtained lower result (acc.: 77.6%, f1: 77.6%) significantly compared to the part1 (acc.: 

86.1%, f1: 86.6%) and part3 (acc.: 88.0%, f1: 88.2%) partitioned samples based 

models. 

According to Table 6, no significant difference can be observed between the models’ 

performances. This implies that an arbitrary model can be deployed to recognize PD 

because it will result in the same performance metrics statistically as the others. 

Table 6: p-values of rbf models’ performances. 

 part1 part2 part3 part4 MV full 

part1 - 0.178 0.500 0.266 0.437 0.318 

part2 0.178 - 0.178 0.383 0.223 0.326 

part3 0.500 0.178 - 0.266 0.437 0.318 

part4 0.266 0.383 0.266 - 0.321 0.440 

MV 0.437 0.223 0.437 0.321 - 0.378 

full 0.318 0.326 0.318 0.440 0.378 - 

5   Discussion and conclusion 

Based on the literature, many speech modalities can be used for the recognition of 

Parkinson's disease. Each modality has its advantages and disadvantages. Much of the 

research uses the longer timespan read text. However, less research is focused on the 

optimal or efficient length of recording. Furthermore, it may also be questionable which 

part of a given read text is most significant in recognizing the disease.  

Therefore, we aimed the following hypotheses with the present research: Can a 

similar classification performance be achieved with partitioned samples based models 

than with full-length recordings based models. 

Based on these, we partitioned the nearly one-minute original recordings into four 

shorter samples using annotation files. Then we created independent SVM models for 

the original and fragmented recordings. 12 MFCCs were extracted as features for the 

models. Argument in using only 12 MFCC features is that it is a desirable approach to 

make our model feasible for real-time implementation. The less features decrease the 

processing time. However, it is worth exploring results with additional speech-related 

features (Sztahó et al, 2017), (Sztahó & Valálik, 2019), (López et al, 2019). For 

evaluation, leave-one-speaker-out cross-validation (LOOCV) was performed. We 

conducted the following experiments: 1) using full-length recordings to train and test 

SVM models (baselines), 2) using partitioned samples separately to train and test SVM 

models, 3) using partitioned samples together to train and test SVM models. In future 

experiments, it would be also beneficial to explore other technologies (for example 

deep learning) (Faiyaz et al., 2020), (Johri & Tripathi, 2019). Finally, Mann-Whitney 

U non-parametric test was applied to test whether there are significant differences 

between the models’ performances. 

Using full-length recordings, the rbf kernel SVM achieved better performance (acc.: 

84.2%, f1: 84.1%) to classify PD samples than the linear kernel SVM (acc: 79.1%, f1: 

79.0%). The results differences were about 5% for all descriptor metrics, and 0.1 for 

XVIII. Magyar Számítógépes Nyelvészeti Konferencia Szeged, 2022. január 27–28.

145



the Matthews correlation. That implies these features may have some nonlinear 

behaviour which can improve the classification performance. 

Applying partitioned samples separately, similar results were achieved with both 

linear and rbf kernel SVM models. The models with rbf kernel produced results in a 

narrower deviation along with different parts, while the deviation of models with linear 

kernel had a wider range. For both linear and rbf kernel models, part1 and part3 samples 

were able to obtain even higher metric values than the baselines had. Furthermore, the 

models with the lowest results (part2 for both rbf and linear kernel models) are almost 

as high as the full-length versions. The explanation may be that if there is a part of the 

full-length recording that would produce a worse result, it can also degrade the results 

of the full recording. Conversely, it can also be said that we have seen parts that perform 

better and also parts that perform worse with this fragmentation technique. Some sort 

of weighted average may be the result of the entire recordings. With this in mind, a 

procedure can be developed in which just the right amount of text and the right content 

needs to be read aloud, and the results remain appropriate as the full text would be read 

aloud. 

It can be mentioned that the linear SVM outperformed the rbf SVM in the part3 case. 

This may be explained by the lack of parameter optimization. So the linear SVM had a 

better default setting for this problem than the rbf SVM. Alternatively, it is conceivable 

that some features showed a more linear character for that part of the given recording, 

which the linear SVM could take advantage of. In any case, this phenomenon requires 

further investigation. 

If all the partitioned recordings were used together, the result of the linear kernel 

model (acc: 82.0%, f1: 82.1%) is improved compared to the full-length model (acc: 

79.1%, f1:79.0%). With rbf kernel model, the same results were obtained with all 

samples (acc: 83.9%, f1:83.8%) than using full-length recordings (acc: 84.2%, f1: 

84.1%). The metric values experienced with the use of majority voting resulted in 

almost the same results as without majority voting. 

From the statistical examination, it can be concluded that using a linear kernel, a 

significant improvement can be achieved with the part3 samples compared to the full-

length study (using the Mann-Whitney U test, with a significance level of 0.05). The 

study also points out that the results obtained on the partitioned samples even show 

significant differences between them (part 2 case). Moreover, non-significant p values 

indicate that homogeneous results can be obtained with various speech lengths. This 

thus confirms that even shorter recordings may be sufficient to detect PD. Statistical 

analysis of rbf kernel SVM models showed no significant results. This confirms the 

statement stated formerly. 

In summary, the results indicated that a suitable piece of longer speech recording 

may be sufficient to obtain the same classification performance as with full-length 

recordings (with a significance score of 0.05). Moreover, even a piece can be found at 

certain model settings that can achieve significantly better results than the full-length 

recordings. According to this, a shorter piece would be enough to record from the 

patient to examine. This is also more convenient and less burdensome for the patient. 

In the future, for a more detailed analysis on result differences obtained with 

different parts of the speech samples, a complete investigation is advisable on exactly 

how these parts differ from each other (by linguistic-acoustic content). 
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