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Abstract: In forensic comparison, document classification techniques are used 

mainly for authorship classification and author profiling. In the present study, we 

aim to introduce paragraph vector modelling (by Doc2Vec) into the likelihood-

ratio framework paradigm of forensic evidence comparison. Transcriptions of 

spontaneous speech recording are used as input to paragraph vector extraction 

model training. Logistic regression models are trained based on cosine distances 

of paragraph vector pairs to predict the same and different author origin proba-

bility. Results are evaluated according to different speaking styles (transcriptions 

of speech tasks available in the dataset). Cllr and equal error rate values (lowest 

ones are 0.47 and 0.11, respectively) show that the method can be useful as a 

feature for forensic authorship comparison and may extend the voice comparison 

methods for speaker verification. 

1   Introduction 

In forensic comparison practice, a widely spreading automatic evaluation method is 

getting more and more accepted. The method is called likelihood ratio (LR) framework 

(Morrison, 2011; Saks and Koehler, 2005). It emerges in numerous topics, most widely 

known in DNA identification. The key point of the paradigm is to resolve the question: 

how characteristics are given measures to an individual or to a population. In the course 

of actual application, it considers two hypotheses: “What is the probability that the 

sample in question comes from the suspect?” And the so-called counter-hypothesis: 

“What is the probability that the sample in question comes from another person ran-

domly selected from a given population?”. Based on these, the probability of the evi-

dence can be written: 

𝐿𝑅 =
𝑝(𝐸|𝐻𝑠𝑜)

𝑝(𝐸|𝐻𝑑𝑜)
 

(1) 

where LR is the likelihood-ratio, E is the evidence, Hso is the hypothesis of same-

origin subjects, Hdo is the hypothesis of different-origin subjects. 
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In forensics, natural language processing (NLP) methods target mainly authorship 

classification (Khonji et al., 2021) and author profiling in which features of a person 

such as gender, age, and cultural characteristics are classified. The basic method for 

both methods is to extract single features (such as vocabulary size, word frequency) 

from a document and apply a machine learning method (such as support vector ma-

chines) for classification (Adame-Arcia et al., 2017; Estival et al., 2007; Hsieh et al., 

2018). As deep learning methods emerged in NLP, two main document classification 

methods became more widespread: Doc2Vec and BERT language modelling. Doc2Vec 

(Le and Mikolov, 2014) is an extension of Word2Vec (Mikolov et al., 2013) and is used 

basically for document classification and document similarity scoring. It was also ap-

plied for author profiling (Markov et al., 2016) detection certain speaker characteristics 

(age, gender) but not the speaker ids directly. This method replaced hand-crafted fea-

ture extraction by automatic modelling trained on a large corpus. In this method the 

Word2Vec method is extended by a vector called document vector (Fig. 1) that is 

trained along with the vector representation of words (Word2Vec, (Mikolov et al., 

2013)). This document vector will contain an accumulated information about the para-

graphs for a single document. 

 

Fig. 1. Deep learning architecture for Doc2Vec (Le and Mikolov, 2014) 

The present work aims to insert document classification (by Doc2Vec) into the LR 

framework of forensic authorship verification (as a text-based speaker recognition) 

based on transcriptions of spontaneous speech. To our knowledge, this type of LR au-

thorship verification based on paragraph vectors has not been done before. The tran-

scriptions are created based on samples of the ForVOICE project (Beke et al., 2021) 

containing free dialogues and monologues. Logistic regression models were created for 

same and different speaker probabilities (Eq. 1). The results are evaluated by C llr end 

equal error rate scores and plotted on tippet plots common in forensic evidence com-

parison. The method can be used to combine text-based features and voice-based fea-

tures in order to improve overall speaker verification results. 
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2   Methods 

2.1   Transcriptions 

The trained models were evaluated using the ForVOICE dataset (Beke et al., 2021). It 

contains spontaneous speech of three different speaking styles: (1) free dialogue (~10 

minutes), (2) guided dialogue (~8 minutes) and (3) monologues (~3 minutes). 80 speak-

ers were recorded twice (with 2 weeks interval apart) and transcriptions of all speech 

samples were created manually. 60 speakers were randomly selected for model training 

and the remaining 20 speakers were used for evaluation. 

Beside the 60 speakers of the ForVOICE dataset, transcriptions of spontaneous 

speech were used from the BEA (Gósy et al., 2012) and the HuComTech (Szekrényes, 

2014) datasets. The total number of words and paragraphs used is shown in Table 1. 

Training data were created in two ways from transcriptions: (1) splitting every sam-

ple transcription to word lengths of 200 and using 100 words overlap (multiple fixed 

length paragraphs for a speech sample) and (2) using every sample transcription as a 

single training paragraph (a single variable length paragraph for each speech sample). 

In the former case, multiple paragraphs are available for a given recording. For exam-

ple, the original transcription of the first monologue recording of a speaker is split into 

multiple overlapping parts with 200 word lengths and is used in the experiments. In the 

latter case, the original total transcription is used. Same splitting is done for the BEA 

and the HuComTech transcriptions. 

Table 1: Number or words and paragraphs in corpora used 

Dataset #speakers 
#words 

(text lengths) 

#paragraphs 

with splitting 

#paragraphs 

 without splitting 

Train: ForVOICE 60 163874 1813 360 

Train: ForVOICE + 

BEA + HuComTech 
182 352238 3865 773 

Test: ForVOICE 20 127208 1407 120 

2.2   Doc2Vec modelling 

Doc2Vec (Le and Mikolov, 2014) approach is implemented by the Gensim Python 

package (version 4.1.2). In this method the Word2Vec method is extended by a vector 

called document vector that is trained along with the vector representation of words 

(Word2Vec, (Mikolov et al., 2013)). This document vector will contain an accumulated 

information about the paragraphs for a single document. Vocabulary for the Doc2Vec 

method is built from the training dataset. Due to the limited training corpus size avail-

able from spontaneous speech, this results that 37% and 27% of the test vocabulary 
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entries were not covered by train vocabulary entries in case of ForVOICE and 

ForVOICE + BEA + HuComTech cases, respectively. 

Doc2Vec models were built using different paragraph vector length (20, 100, 200) 

and training epoch number (40, 100, 200) using speaker ids. The maximum distance 

between the current and predicted word within a sentence was set to 12 based on (Mar-

kov et al., 2016). After the model is created, paragraph vectors extracted on the evalu-

ation speaker set were used for same speaker and different speaker origin modelling by 

logistic regression (LR, implemented by Python sklearn package). LR models are built 

using cosine distances of extracted paragraph vectors as input using the target variable 

if a vector pair is of same or different speaker origin. The output of the LR model is the 

probability of the same speaker decision. This enables the calculation of Eq. 1. Fig. 2 

shows a sample of a trained LR model. Distribution of same and different origin vector 

pairs are shown in yellow and blue, respectively. 

 

Fig. 2. A trained LR model sample. Yellow and blue lines show the distributions of paragraph 

vector pairs of same and different author origin. 

2.3   Evaluation 

Models (Doc2Vec and LR) were created on the training dataset (training speaker set of 

ForVOICE with and without augmentation by BEA and HuComTech) and evaluated 

using the test speaker set of ForVOICE. Evaluation metrics are equal error rate (EER) 

of author verification (EER is the level where false acceptance rate and false rejection 

rate are equal, commonly used in biometric security systems) and log-likelihood-ratio 

cost (Cllr,, Eq. 2) (Van Leeuwen and Brümmer, 2007), defined as 

𝐶𝑙𝑙𝑟 =
1

2
(
1

𝑁𝑠𝑜

∑log2 (1 +
1

𝐿𝑅𝑠𝑜𝑖
)

𝑁𝑠𝑜

𝑖=1

+
1

𝑁𝑑𝑜

∑log2 (1 + 𝐿𝑅𝑑𝑜𝑗)

𝑁𝑑𝑜

𝑗=1

) 

where Nso and Ndo are the number of same-origin and different-origin comparisons 

and LRso and LRdo are the likelihood ratios derived from same-origin and different-origin 

comparisons. Cllr is a function measuring the balance of LR scores of same-origin and 
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different-origin comparisons measured using all possible same-origin and differenc-

origin vector pair combinations. Ideal same-origin and different-origin comparisons 

have logLR>0 and logLR<0, respectively. Incorrect (not as ideal as the mentioned ine-

qualities) produce a higher Cllr. The better the performance of a forensic comparison 

system, the more correct LR values are produced, the lower Cllr is achieved, supplying 

the evidence magnitude. 

3   Results 

Doc2Vec and LR models were created for various speech task types to evaluate if dif-

ferent speaking styles (domains) affect authorship verification performance. Four cases 

were considered: using texts from all speech tasks altogether and from each single tasks 

individually. Doc2Vec models were trained in two variations: texts of the total 

ForVOICE corpus (of speakers selected for training) with and without augmentation by 

BEA and HuComTech corpora. Logistic regression models were always trained on 

texts of the given speech styles, while Doc2Vec models were created without speech 

task filters. Tables 2 and 3 contain Cllr and EER values (without and with splitting par-

agraphs into word lengths of 200, respectively) calculated on the test speaker set of the 

ForVOICE corpus for all cases, paragraph vector lengths and training epoch numbers. 

Best cases for each speech tasks and training corpora based on the Cllr and EER values 

are highlighted. EER and Cllr values should not necessarily be perfectly correlated, so 

there are occuencies where a case with higher Cllr achieves lower EER and vice versa. 

A higher Cllr means a shift in the threshold of same-different origin speaker decision 

from the optimal 0 value. It may indicate a worse generalization level. 

It is clear from the tables that LR models trained on single speaking styles achieve 

better performance than using all tasks at once. There seems to be no significant differ-

ence between splitted and non-splitted paragraphs and also training corpora augmenta-

tion shows no real difference. The best Cllr values (and EERs) for speaking styles are: 

‘all’ - 0.87 (0.35); 1 - 0.64 (0.2); 2 - 0.47 (0.11); 3 - 0.65 (0.15). Tippet plots, showing 

the proportion of correctly identified same and different author origin (commonly used 

plots in forensic comparison) of the aforementioned results are shown in Fig. 3. Blue 

and yellow lines show the proportion of correctly identified same and different author 

origin vector pairs as function of logLR score thresholds. While the blue line measures 

the proportion of vector pairs belonging to different origin below the given logLR 

threshold, the yellow line depicts the proportion of the vector pairs belonging to same 

origin above the given logLR threshold. EER is measured at the crossing of the two 

lines. 
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Table 2: Result without splitting paragraphs 

training corpus task vector 

epoch 

40 100 200 

eer Cllr eer Cllr eer Cllr 

F
o

rV
O

IC
E
 

all 
20 0,4 0,94 0,44 0,97 0,44 0,97 

100 0,35 0,87 0,36 0,94 0,41 1,03 
200 0,35 0,87 0,34 0,93 0,39 1,09 

1 
20 0,3 1,1 0,25 0,93 0,31 1,01 

100 0,3 0,87 0,25 0,86 0,3 0,94 
200 0,2 0,79 0,2 0,64 0,25 1,04 

2 
20 0,25 0,79 0,2 0,71 0,17 0,59 

100 0,19 0,72 0,11 0,6 0,15 0,62 
200 0,2 0,8 0,1 0,6 0,14 0,86 

3 
20 0,25 0,84 0,31 0,99 0,3 0,94 

100 0,2 0,77 0,2 0,78 0,26 0,89 
200 0,15 0,69 0,2 0,74 0,25 1,23 

F
o

rV
O

IC
E

 +
 B

E
A

 +
 H

u
C

o
m

T
ec

h
 all 

20 0,41 0,95 0,44 0,98 0,45 0,98 

100 0,34 0,89 0,39 0,94 0,39 0,96 
200 0,33 0,88 0,37 0,95 0,41 1,05 

1 
20 0,25 0,78 0,3 0,89 0,3 0,87 

100 0,2 0,78 0,25 0,83 0,25 0,77 
200 0,25 0,69 0,2 0.95 0,25 1,16 

2 
20 0,23 0,69 0,3 0,77 0,31 0,76 

100 0,2 0,71 0,15 0,63 0,2 0,76 
200 0,25 0,7 0,15 0,7 0,15 0,93 

3 
20 0,25 0,76 0,22 0,83 0,25 0,9 

100 0,2 0,72 0,2 0,81 0,25 0,74 
200 0,15 0,66 0,17 1,03 0,23 1,28 
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Table 3: Results with splitting paragraphs 

training corpus task vector 

epoch 

40 100 200 

eer Cllr eer Cllr eer Cllr 
F

o
rV

O
IC

E
 

all 

20 0,42 0,96 0,45 0,98 0,44 0,98 

100 0,35 0,9 0,41 0,96 0,41 0,99 

200 0,33 0,89 0,38 0,97 0,41 1,03 

1 

20 0,3 0,77 0,25 0,82 0,32 0,77 

100 0,29 0,87 0,3 0,75 0,31 0,86 
200 0,25 0,75 0,2 0,68 0,26 0,88 

2 

20 0,31 0,93 0,25 0,66 0,25 0,71 

100 0,15 0,67 0,11 0,47 0,1 0,55 
200 0,12 0,58 0,15 0,55 0,15 0,62 

3 
20 0,26 0,92 0,31 0,92 0,35 1,01 

100 0,24 0,71 0,2 0,68 0,25 0,77 
200 0,15 0,65 0,15 0,73 0,23 0,89 

F
o

rV
O

IC
E

 +
 B

E
A

 +
 H

u
C

o
m

T
ec

h
 

all 

20 0,44 0,98 0,46 0,99 0,45 0,99 

100 0,36 0,91 0,4 0,95 0,41 0,97 
200 0,34 0,9 0,38 0,95 0,41 0,99 

1 

20 0,3 0,85 0,25 0,72 0,3 0,84 

100 0,25 0,82 0,25 0,81 0,27 0,7 
200 0.21 0.79 0.25 0,83 0,29 0,87 

2 

20 0,3 0,76 0,3 0,84 0,37 0,85 

100 0,15 0,65 0,2 0,72 0,15 0,57 
200 0,14 0,59 0,2 0,62 0,15 0,57 

3 

20 0,3 0,93 0,3 1,03 0,29 1,02 

100 0,2 0,71 0,2 0,7 0,25 0,81 

200 0,15 0,66 0,2 0,76 0,2 0,82 

4   Discussion and Conclusion 

Based on the results, it can be stated that the paragraph vector modelling can be used 

in a forensic authorship verification framework. However, it is not clear right now as 

to what vector length to choose. It seems that longer vector lengths perform better. 

Increasing the number of epochs also increases the Cllr indicating an overfitting effect. 

This can be overcome by using a technique such as early stopping in which a develop-

ment dataset is used to measure performance during training. Thus, a desired generali-

zation ability can be set. 
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Fig. 3. Tippet plots of best models for speech tasks. From top left to bottom right: ‘all’, 1, 2 and 

3. Blue and yellow lines show the proportion of same and different author origin vector pairs as 

function of logLR score thresholds, respectively. 

It is also clear that domain specific logistic regression models achieve lower Cllr and 

equal error rate values. It may be due to a speaking style mismatch of the speech tasks 

investigated in the present work. 

Comparing current results to related words is hard due to the corpora and target mis-

match. In (Kaur et al., 2020), social network posts are identified if they originate from 

the same user or not. In their work, carefully crafted textual features are used. The cur-

rent method presented here may serve as an additional feature extending current feature 

sets, not only in text-based authorship classification/verification but also in forensic 

voice comparison. 

Creating ForVOICE is currently in its final step. Current results and the method will 

be extended using the final dataset which includes samples of 120 speakers. The final 

goal is to combine text-based (traditional hand-crafted and deep learning based) fea-

tures and voice-based features, such as x-vectors, into a final method and evaluate it on 

a dataset matching forensic needs. Beside Doc2Vec, BERT modelling would also be 

useful to investigate as a document classification method. 
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