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A 1atés teriiletétdl kezdve a természetes nyelv feldolgozasdn &t tobb teriileten is rendel-
kezésre dllnak mar atfogdé alapmodellek, amelyek kib&vitették a tobb-feladatos tanulas
hat6korét tetszbleges targyteriiletbeli feladatra. A tobb-feladatos gépi tanulds kvantitativ
kiértékelései azonban tovébbra is jelzik negativ transzferhatasok jelenlétét, azaz bizonyos
feladatok tanuldsdnak maés feladatokra gyakorolt kdros hatdsainak a komplex mintazatat.
Ez nem meglepd, mivel a tobb-feladatos transzferhatds hatterében (1) kozos adatok, (2)
kozos latens reprezentaciok és (3) kozos optimalizaci6 is dllhat; amelyek rdadédsul kontex-
tusfiiggbek, azaz fiiggnek a mintamérettdl, a feladat hasonl6sagétol, a rejtett reprezentaciok
elégségességétol és az optimalizélds lefutdsatol. A tobb-feladatos tanulds egy alternativ pa-
radigmadja azt javasolja, hogy minden egyes célfeladathoz valasszuk ki az adott kontextus-
ban segit segédfeladat-alcsoportokat; azonban egy jelolt segédfeladat halmaz kiértékelése
szamitdsigényes lehet és a jeloltek nagy szama miatt a tobbszoros hipotézisvizsgélat telje-
sitményveszteséghez vezet. Az el6adédsban félkart rabl6 alapti megoldasokat mutatunk be
a transzferhatdsok kihasznéldsara, amelyek teljesitményét nagy 1éptékii hatéanyag-célpont
predikcids feladatokban illusztraljuk.



