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Kivonat: Természetes nyelvi szovegekben a pragmatikai jellemzdk annotalasa
soran nagy kontextust kell figyelembe venni. Tanulmanyunkban azt vizsgaljuk,
hogy egy pragmatikai jellemz6 automatikus annotaldsa soran milyen hatassal
van a rendelkezésre all6 kontextus nagysaganak a valtozasa. A vizsgalat egy
olyan korpuszon tortént, melyen rendelkezésre allt egy manudlisan rogzitett
pragmatikai annotaci6 a felszolitd alakok funkcidinak kategorizalasara. A kor-
pusz segitségével a huBert base nagy nyelvi modellt finomhangoltuk az annota-
cios feladat elvégzésére, és megvizsgaltuk, hogy a modell az annotalas soran
milyen mértékben tamaszkodik a rendelkezésre allo kontextusra. A kontextualis
hatast kétféleképpen vizsgaltuk: a tanitoszekvencidk hosszanak valtoztatasaval
hogyan befolyasolja a modell Gsszesitett pontossagat; illetve az annotalando
elemek szekvencian beliili elhelyezkedése milyen hatassal van az annotacio
pontossagara.

1 Bevezetés

Természetes nyelvi szovegekben az elemek nyelvi jellemzdinek meghatarozéasa soran
a jellemz6tol fliggd mértékben kell kiilonb6zd nagysagu kontextust figyelembe venni.
Morfologiai jegyek vagy a POS-tagek meghatarozasanal elegendé néhany szavas
kontextus ismerete, szintaktikai jellemzOknél a mondatnyi kontextus ismeret lehet
sziikséges, szemantikai jegyeknél viszont mar egy-két mondatnyi kontextusra és
szlikség lehet. Pragmatikai jellemzok esetében viszont sokszor a teljes szoveget figye-
lembe kell venni a nyelvi elemek helyes annotdlasahoz. Tanulmanyunkban azt vizs-
galjuk, hogy egy pragmatikai jellemz6 automatikus annotaldsa soran milyen hatassal
van a rendelkezésre allo kontextus nagysaganak a valtozasa.

Vizsgalatunkat a MedCollect Egészégiigyi alhirkorpuszon (Németh T., 2023; Szé-
csényi és mtsai, 2024) végeztik, melyen rendelkezésre allt egy korabban kézi annota-
cioval rogzitett pragmatikai annotacio, a felszolité alakok funkcidinak azonositisa
(Szécsényi és mtsai, 2024). A korpusz segitségével a huBert base nagy nyelvi modellt
(Nemeskey, 2020; 2021) finomhangoltuk az annotécios feladat elvégzésére. A tanitas
els6dleges célja az volt, hogy a manudlis annotalast megkozelitd pontossagu automa-
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tikus annotdld eszkdzt hozzunk létre, kozvetett, de jelen tanulmany szempontjabol
fontosabb célja pedig az, hogy megvizsgaljuk, hogy a modell az annotalas soran mi-
lyen mértékben tamaszkodik a rendelkezésre allé6 kontextusra. Az a kiinduld hipotézi-
stink, hogy a megfeleld megbizhatdsdggal miikddd gépi annotélds soran is jobb ered-
mény érhetd el, ha az elemz0 eszkdz szamara nagyobb kontextus hozzaférhetd.

A kontextualis hatast kétféleképpen vizsgaltuk. Egyrészt azt néztilk meg, hogy a
tanitas és a teszt soran hasznalt szekvenciak hossza befolyasolja-e az annotalas pon-
tossagat: elvarasunk szerint a hosszabb tanitd ¢s teszt szekvenciak esetében nagyobb
az annotalas pontossaga. Masrészt azt vizsgaltuk, hogy az annotalandé kifejezéseknek
pontossagat. Elvarasunk szerint a szekvenciak elején és végén kisebb a pontossag a
szekvencia kdzepéhez viszonyitva, tovabba a szekvencia belsejében a szekvencia
elejétdl mért tavolsaggal novekszik a pontossag, vagyis a baloldali kontextus nagyobb
hatassal van a felsz6lito alakok funkcidinak a meghatarozasanal.

A kovetkez6 szakaszban bemutatjuk a korpusz annotacids sémajat, a manualis an-
notalas jellemzo6it, valamint a manudlis annotalas pontossagat befolyasold tényezdket.
A 3. szakaszban a huBert base finomhangolasanak részleteit targyaljuk. A 4. szakasz

crer

crer

kovet.

2 A felszolito alakok funkcioinak kézi annotalasa a MedCollect
korpuszban

A felszolitas (direktiva) a nyelvi manipuléacio eszkdze, amellyel a beszédpartnert vagy
a szoveg olvasgjat probaljuk meg ravenni egy olyan tevékenység jovobeni elvégzésé-
re, amelyet egyébként nem feltétleniil tenne meg. A felszolitas legkdzvetlenebbiil
felszolitd alakl igét tartalmazd megnyilatkozdsokkal torténhet, de megvalosulhat
indirekt médon is, példaul kérd6é mondattal: Ide tudndd adni a sot?

A felszolité alakoknak azonban nem csak a felszolitas kifejezése lehet a funkcid-
juk. A MedCollect korpusz annotacidja soran a felszolitd alakok kiilonb6z6 funkcid-
ban vald hasznalatanak azonositasa volt a cél, az annotalas soran a felszolité alakok-
hoz egy-egy funkcio lett rendelve értékként. Vegyiik sorra ezeket az értékeket a kor-
puszban val6 eléfordulasuk gyakorisaga szerint!

Nodirectiva — olyan felszolitéo alakok, amelyek nem hajtanak végre felszoli-
tast, és a tobbi nem felszo6litdé funkcidt sem kapjak meg. Ezek leggyakrabban koto-
modban all6 igék, pl. Belefaradtam, hogy dllandéan maszkot viseljek.

Sajat hangu — olyan felszdlitas, amelyben a szoveg alkotoja szoélitja fel a szo-
veg olvasdjat valamire, pl. Mindenki viseljen maszkot!

Kozvetitett — olyan felszolitds, amely a szoveg olvasdjara iranyul, de a felszo-
litas forrasa nem kozvetleniil a szovegalkotd, hanem valaki mas, a szovegalkotd csak
kozvetiti azt, de egyet is ért vele. Pl. A szakérték szerint is viseljiink maszkot. A sajat
hangt és a kozvetitett felszolitasok valodi felszolitasok.
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Meta — olyan felszodlitas, amit valaki intézett valaki felé, de az nem a szoveg olva-
soja (Az USA elnéke felszolitotta a New York-iakat, hogy viseljenek maszkot.), vagy
ha igen, akkor a szovegalkotd nem ért vele egyet (4z oltasellenesek azt akarjak, hogy
ne viseljiink maszkot.). Ezekben az esetekben a szdveg szerzdje csak beszamol egy
felszolitasrol.

Szévegszervezd — lehet ugyan valamilyen felszolito erejiik, elsédleges funkci-
ojuk azonban a figyelemiranyitas, a szoveg koherenciajanak megteremtése, pl. Ldsd a
kovetkezd példat!

Interakciéds — olyan felszolito alak, amelyek a beszélonek vagy a hallgatonak
a szoveg megértését segitd tevékenységgel, vagy a beszélo és a hallgatd kozotti vi-
szonnyal kapcsolatos, pl. Gondoljunk csak bele! Hogy észinte legyek...

Ambiguous — olyan felsz6lit6 alak, amely a fentebb megadottak koziil tobb funk-
cioval is rendelkezhet.

A korpusz maga 707 darab online elérhetd nyilvanos weboldalrél szarmazé hirsze-
ri egészségiigyi témaju szoveget tartalmazott, a korpusz dsszterjedelme kb. 370 000
token. A kézi annotalas soran 2664 felszolitd alak keriilt cimkézésre. Az annotalasban
22 annotator €s 2 kurator vett részt, az annotatorok dsszmunkaideje kb. 400 o6ra volt.
A kézi annotalas soran a felszolitd alakok funkcidinak megallapitasan kiviil még két
masik jegy is jelolve lett (source: a felszolitas forrasa; target: a felszolitas cél-
zottja), de ezek a gépi tanulasi kisérletek soran nem lettek figyelembe véve.

A felszolit6 alakok funkcidinak meghatarozasa soran az annotatoroknak olyan don-
tést kellett végrehajtaniuk, ami nem kizarolag az annotalando elemek és kozvetlen
szovegkornyezetiik formai jellemzdire tamaszkodik, hanem sokszor a tagabb kontex-
tust és az olvasoi hattértudast (vilagtudas) is felhasznald kovetkeztetéseket is figye-
lembe kellett venni (1. pl. Archer és mtsai, 2009; Mila-Garcia, 2018). A tagabb kon-
textus hatdsa példaul akkor jelentkezik, amikor egy hosszabb szdvegben a felsz6litd
alak megjelenési helyénél akar bekezdésekkel korabban jelzi a szoveg, hogy valaki-
nek a véleményét idézi (példaul egy interjuban), és ezért a felszolitd alakot meta
vagy kozvetitett cimkével kell ellatni. Annak eldontéséhez pedig, hogy a két
cimke koziil melyik a helyes, az olvaso6 (annotator) hattértudasara alapuld kovetkezte-
tés sziikséges, ti. hogy a szoveg alkotoja vajon egyetért-e a felszolitassal (kozveti-
tett), vagy sem (meta). A felszolitd alakok funkcidinak meghatarozdsa soran to-
vabbi tényezoként jelenik még meg az annotatorok egyéni kiilonbségei is: a felszolitas
erdsségének, vagy akar a felszolitds meglétének a megitélése is eltéré lehet
annotatoronként.

A kontextus hatdsa, a hattértudds felhasznalasdnak sziikségessége és az
annotatorok egyéni kiilonbségei miatt a pragmatikai jegyek annotalédsa soran sokkal
kisebb az annotatorok kozotti egyetértés mértéke, mint példaul a morfoldgiai vagy
szintaktikai jellemzdk megéllapitasa soran. Azonban az annotatoroknak a kurator altal
elfogadottol eltérd annoticidja nem tekinthetd feltétleniil annotalasi hibanak: az elté-
rések egy része tényleges hiba (pl. figyelmetlenség), mas része viszont a lehetséges
eltéré megitélésbol fakad.

A felszolito alakok funkcidinak annotaldsa soran az annotatorok atlagosan 0,824
pontossaggal és 0,846 fedéssel dolgoztak, az F1 értékek atlaga pedig 0,830 volt. A
megbizhatosagi értékek szamitasanal a kurator altal elfogadott annotaciokat tekintet-
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tik helyesnek. Az 1. Tablazat azt mutatja, hogy az annotatorok atlagosan milyen
pontossaggal, fedéssel és F1 értékkel tudtak az egyes jegyeket azonositani.

1. Tablazat: A manualis felszolitasannotalas megbizhatdsagi értékei jegyenként és

Osszesitve
Pontossag Fedés F1
nodirectiva 0,83 0,88 0,85
sajat_hangu 0,91 0,90 0,90
kozvetitett 0,63 0,60 0,60
meta 0,61 0,58 0,58
SZOVegSZervezo 0,75 0,82 0,76
interakcios 0,53 0,58 0,55
ambiguous 0,32 0,24 0,27
osszesitve 0,82 0,85 0,83

A rendelkezésre allé kézzel annotalt korpusz segitségével megprobaltunk egy nagy
nyelvi modellt finomhangolni az annotacios feladat elvégzésére. Célkitiizéslink az
volt, hogy egy olyan eszk6zt hozzunk 1étre, amely a manualis annotatorokhoz kdzelitd
megbizhatosaggal miikodik. Mivel a manualis annotacié megbizhatosagat befolyasold
egyik tényez6 a kontextus figyelembevétele volt, ezért az eszkdzon megvizsgaltuk a
kontextus hatéasat is, ezt mutatjuk be a 4. és az 5. részben.

3 A huBert base finomhangolasa

Az automatikus annotacié megoldasanak fontossaga kettds: egyrészt a tanitokorpusz-
ként hasznalt annotalt korpusz bdvitése soran alkalmazhaté eldannotilasra, vagy az
annotatorok kivaltasara (a kuratori dontést meghagyva), masrészt pedig kozvetleniil
hasznalhatjuk a felszolitas funkcioit azonositani képes modellt olyan alkalmazasok-
ban, amelyekben sziikség van ilyen informaciora. Ha az erre a feladatra finomhangolt
nagy nyelvi modellt be akarjuk vetni éles terepen, szamot kell adni azokrdl a potenci-
alis problémakrol, amelyekkel a human annotatorok is szembesiiltek, konkrétan a
kontextualis hatasrol és a hattértudasrol az automatikus annotacié soran.

A kett6 koziil a hattértudas szerepének értelmezése egyértelmiibb. Egy nagy nyelvi
modell nem rendelkezik azzal a vilagrdl alkotott mogottes tuddssal, amivel a human
elemzd. Ennek a hidnya azonban nem feltétleniil jelentds, hiszen az emberi befogado
szamara se feltétleniil sziikséges a vilagrol alkotott kép bevondsa a felszolitdsok ér-
telmezésében, minddssze timpont lehet a helyes kategorizalashoz. Sokkal fontosabb a
kontextudlis tényezok felmérésére vald képesség, ahogy azt kordbban is emlitettiik.
A felszolitasok funkcidinak azonositdsa sordn a human befogaddk tdmaszkodnak a
szovegkdrnyezetre is, ezért felmeriil a kérdés a nagy nyelvi modellek alkalmazasa
esetében, hogy ,,figyelembe veszik”-e megfelelé modon a rendelkezésre allo kontex-
tust, ahhoz, hogy ez segitsen az annotalasi feladatban. Ha a valasz igen, akkor pedig
mennyire komoly szerepe van a kontextus nagysaganak a modell megbizhatosaganak
mértékében?
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A feladat elvégzéséhez a huBert base modellt (Nemeskey, 2020; 2021) hasznaltuk,
amely egy, a Common Crawl adatbazis magyar részkorpuszan és a Wikipédia magyar
nyelvii szovegein tanitott Bert modell. Ennek a finomhangolasahoz hasznaltuk fel a
MedCollect korpusz szdvegeit. Ahhoz, hogy a kontextus méretébdl adodo kiilonbsé-
geket tesztelni lehessen, eltérd tokenhosszisagu (64, 128, 256 és 512) szekvenciakra
szeletelve kapta meg a modell az egyes verziok tanitdsa soran. Mivel a pragmatikai
annotalasnal relevans kontextualis informacidkat talalhatunk a teljes szdvegben is,
ezért a modellt nem mondatokra szegmentalt tanité adatokkal lattuk el, hanem a kor-
puszban talalhato teljes szovegek adott tokenhosszusagu részeivel. Annak érdekében,
hogy tesztelhessiik a szekvencian beliili pozicio jelentoségét is, meg kellett oldanunk,
hogy minden annotaland6 szonak legyen kellé nagysagt bal- és jobboldali kontextu-
sa, ezért a szegmentumokat atfedéssel, eltolassal allitottuk el6. Ennek sematikus abra-
zolésa lathat az 1. abran.

JeIDUaAyazs

& N
¢ 14

Korpuszbeli sz6veg

1. dbra. A korpusz szovegeinek szekvenciakra osztasa 50%-os atfedéssel.

Az egymast kovetd szekvencidk kozotti atfedés S0 szazalékos volt, tehat példaul,
ha 128 tokenes szegmentumokkal dolgoztunk, akkor az elsé szekvencia masodik 64
eleme megegyezett a kovetkezd szekvencia elsé 64 elemével. Ezaltal, ha egy annota-
lando6 elem a szekvencidjanak a legvégén helyezkedett el, €s nem volt mellette kelld
nagysagu jobboldali kontextus, a kovetkezd szekvenciaban kozéptajon jelent meg, igy
megfeleld méretli kontextus esetén is latta a tanulas soran a modell. Annak érdekében
hogy minden sz6 ugyanannyiszor (kétszer) szerepeljen a tanitdé szekvencidkban, az
elsé szekvencia elsé felét, és az utolsé masodik felét kiilon szekvenciaként is szere-
peltettiik.

A tokenhosszusagot leszamitva az egyes verziok minden masban megegyeztek
egymassal, hogy a kontextusméretet azonos koriilmények kozott tudjuk vizsgalni. A
modellt 32-es batch-mérettel 4 epochban tanitottuk Se-5 tanulasi rataval. Emellett
tizszeres keresztvalidalast alkalmaztunk.

A modellt megbizhatdsdgat a human annotatorokéhoz hasonloan értékeltiik: a ku-
ratori verzidt tekintjiik a szovegek helyes annotilasanak, és ahhoz viszonyitottuk,
hogy mennyire tudja megbizhatéan megjoésolni az annotdlandé szavak cimkéjét a
seqeval (Nakayama, 2018) Python modul hasznalataval. A kiértékelésnél az egyes
jegyekre vonatkozo pontossag, fedés és F1 érték megallapitasan feliil a modell teljes
megbizhatosaganak jellemzésére az Osszes jegyre vonatkozo stlyozott atlagat hasz-
naltuk. A kovetkezd szakaszban az egyes verziokra vonatkozé adatokat ismertetjiik,
illetve az ezekbdl levonhato kovetkeztetéseket részletezziik.
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4 A Kkiilonbozé szekvenciahosszusagu adatokkal tanitott huBert
pontossagi adatainak osszevetése

A szekvenciahosszUsag, azaz az egyes annotacids dontések meghozasahoz rendelke-
zésre allo kontextus nagysdganak hatdsadnak vizsgalatara négy verziot készitettliink a
finomhangolt huBert base modellbdl. A verzidkra vonatkozé megbizhatosagi értékek
koziil az egyes kategoridkra vonatkozo F1 értékeket, valamint ezek sulyozott atlagat
az 2. Tablazatban lathatjuk.

2. Tablazat: A kiilonb6z6 tokenhosszusagu szekvenciakkal tanitott modellek F1 érté-
kei kategorianként és Osszesitve
szekvenciahossz 64 128 256 512 support

nodirectiva 0,87 0,88 091 0,90 2828
sajat_hangu 0,86 0,86 0,85 0,89 2036
kozvetitett 046 045 044 047 402
meta 0,37 042 045 0,38 334
Szovegszervezo 0,74 0,78 0,76 0,78 189
interakcios 047 0,55 0,56 0,56 114
ambiguous 0,00 0,00 0,00 0,00 24

silyozott dtlag 0,80 0,81 0,82 0,83 5927

A verziok sulyozott atlagat tekintve lathatjuk, hogy az elérhet6 kontextus novelé-
sével javult az automatikus annotacié megbizhatosaga. A javulds azonban kis mérté-
ka, 0,80-rol 0,83-ra emelkedett csak az F1 értékek stlyozott atlaga a 64-es maximalis
tokenhosszusagl verziotol az 512-es verzidig. A modell megbizhatdsagardl azonban
elmondhaté minden verzid esetében, hogy Osszehasonlithato a human annotatorok
altal elért megbizhatoésagaval (F1 = 0,830), tehat a munka elsddleges céljat elértnek
tekinthetjiik.

A két leggyakoribb cimke a tanitokorpuszban a nodirectiva és a sajat
hangt voltak. Ennek koszonheté lehet, hogy a modell minden tokenhossziisagnal
ezeknek az annotalasat tudta a leginkabb elsajatitani, és atlagon feliili, 0,9 koriili F-
értéket elérni. A tobbi funkcidobdl egy nagysagrenddel kevesebb tanité adat allt ren-
delkezésre, igy nem meglepd, hogy ezeket nem volt képes olyan jol elsajatitani. In-
kabb meglepd ilyen szempontbol, hogy a szdvegszervezd funkcidt milyen magas
megbizhatosaggal sajatitotta el, tekintve, hogy ez volt az egyik legkisebb el6fordulas-
sal allo kategoria. Ennek az lehet az oka, hogy ez egy kdnnyen sémaba rendezhetd,
véges szOkészletet hasznald funkcid, amelynek a mintazatat néhany példa alapjan is
be lehet azonositani. Az egyes funkciok nem mutatjak a stilyozott atlagon megfigyel-
hetd6 monoton novekedést, de alapjaiban véve elmondhatd, hogy a nagyobb
szekvenciahosszisag pontosabb annotaciohoz vezetett dsszesitésben és jegyenként is.
A modell egyszer sem jeldlt az ambiguous cimkével, minden alkalommal, amikor a
tanito adatok kozott azt latta, valasztott neki egy olyan funkciot, amit felismert.

Annak ismeretében, hogy a rendelkezésre allo kontextusméret azonos koriilmények
kozott ugyan javitja a modell megbizhatosagat, azonban ez a javulas kis mértéki,
felmeriilhet a kérdés, hogy sziikséges-e a nagyobb tokenhosszusagu verziok hasznala-
ta, vagy megelégedhetiink példaul a 128-as szekvenciahosszlsaggal finomhangolt
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modellel is. A kisérlet tovabbi paramétereinek egyenldségénél azt mondhatjuk, hogy
igen, azonban a tanitds soran megfigyeltik, hogy a kisebb maximalis
tokenhosszusagu verzidk a tanulas végére az egyes 1épésekben kevéssel javultak mar
(64-es tokenhosszusagnal a cumulative loss a harmadik epoch végén 0,0103, a negye-
dik epoch végén 0,0082), mig a nagyobb tokenhosszusaguak még lépésenként na-
gyobb javulast produkaltak (512-es tokenhosszusagnal a cumulative loss a harmadik
epoch végén 0,0235, a negyedik epoch végén 0,0174). Emiatt felmeriilhet a kérdés,
hogy mas tanitasi feltételek mellett egy nagyobb modell megbizhatobb eredményeket
mutatott volna-e. Gondolhatunk itt az epochok szamanak ndvelésére, amellyel egy
sokkal id6igényesebb tanulasi folyamat allna eld, de tobb 1épés allna a modell rendel-
kezésére a nagyobb megbizhatosag elérésére, vagy eltérd atfedés alkalmazasara, hogy
tobb tanulhaté adatpont szerepeljen a tanitokorpuszban. A legkézenfekvobb megoldas
ezzel kapcsolatban pedig természetesen a tanitdéadatok szamanak novelése lenne, ez
azonban a jelenlegi helyzetben nem lett volna megoldhat6.

Osszességében elmondhaté, hogy az elsé szami célunkat, az annotatorok eredmé-
nyeihez hasonld megbizhatdsagi értékeket produkalni képes automatikus annotald
eszkozt el tudtuk érni. A kontextus méretének vizsgélatdban pedig arra jutottunk,
hogy mutat ugyan javulast a modell az elérheté kontextus ndvelésével, ez a javulas
nem nagy mértékii, igy azonos feltételek mellett azt mondhatjuk, hogy a kontextus
méretének hatasa az automatikus annotalas megbizhatésagara nem nagy.

5 A szekvencian beliili pozicié hatasa

A pragmatikai annotdcié sordn a kontextusnak az annoticié6 megbizhatosdgara
gyakorolt hatdsat mas mddon is vizsgalhatjuk. Megnézhetjiik azt is, hogy az annotacio
tozik a szekvencian beliil elfoglalt helyétél. A vizsgélat soran megallapithatjuk, hogy
a szekvenciak elején, kdzepén vagy a végén talalhato elemek cimkézése tortént-e
megbizhatobb modon, illetve hogy ez a megbizhatésagvaltozas szimmetrikus-e, azaz
ugyanolyan hatdsa van-e a bal és a jobb oldali kontextusnak. Varakozasunk szerint a
szekvenciak kozepén nagyobb megbizhatosaggal osztalyoz az eszkdz, mint a szélein,
illetve a maximalis megbizhatosag a szekvencia kdzepétdl jobbra lesz megfigyelhetd,
vagyis nagyobb bal oldali kontextus sziikséges a helyes osztalyozashoz, mint jobb
oldali. A varhat6 aszimmetria oka az, hogy a természetes nyelv hasznalata soran line-
arisan, balrdl jobbra produkaljuk és dolgozzuk fel a szovegeket, és a feldolgozhato-
sag, azaz a megértés szempontjabol elénydsebb, ha a bal oldali kontextus hordozza
azokat az informdcidkat, amelyek a megértéshez sziikségesek. Példaul a felsz6litd
alakok megértése szempontjabol azt, hogy egy felszolitoé alak nodirectiva, azaz
koétémodu-e, legtobbszor a felszolitd alakot tartalmazoé tagmondatot megeldzd tag-
mondat igéje hatarozza meg, pl. Belefaradtam, hogy dllandéan maszkot viseljek.
Ugyanakkor a jobb oldali kontextus is fontos lehet bizonyos esetekben, példaul idézé-
sek esetében gyakran az idézett szovegrész utan jelenik meg az idézést kifejezd szo-
vegrészlet: Mindenki viseljen maszkot — mondta az dallamtitkar. A kérdés az, hogy a
nyelvben megfigyelhetd aszimmetria jelentkezik-e az automatikus annotald eszkdz
miitkodése soran is.
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Az 1. abran lathato volt, hogy a modell tanitasa soran hogyan lettek kialakitva egy
szoveg szavaibol 50 szazalékos atfedéssel az egyes, tanitisra és tesztelésre hasznalt
szekvencidk. A szekvencian beliili pozici6 hatdsanak vizsgalatdhoz pozicionként
Osszehasonlitottuk az egyes szekvencidknak a tanitdshoz hasznalt valtozatin megfi-
gyelhetd cimkéit ugyanezen szekvencianak a tesztelés soran megjosolt cimkékkel,
azaz gyakorlatilag a szekvenciakat a 2. abran lathat6 médon egymas alé toltuk, és az
elsé pozicioban megfigyelt és megjosolt cimkék alapjan szamoltuk az elsé pozicid
pontossagat, fedését és F-értékét, és igy tovabb: minden pozicidhoz meghataroztuk
ezeket a megbizhatosagi értékeket.
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2. abra. A nyelvi elemek cimkézésének megbizhatosagmérése pozicionként.

A felszo6lito alakok funkcidinak meghatarozasa soran szavakhoz lett cimke rendel-
ve, a szekvencidk viszont tokenekbdl allnak, ezért a vizsgalt cimkék a szd elsd

A megbizhatosagi értekek funkcionként kiilon-kiilon és dsszesitve is meg lettek ha-
tarozva. A funkcionkénti szamolasnal true pozitiv lett, ha a megfigyelt és a megjosolt
cimke is az adott funkciocimke volt; false pozitiv esetén a megjdsolt cimke az adott
cimke volt, de a tényleges cimke ettdl eltérd (vagy 0 cimkéjii); false negativ esetében
pedig e megfigyelt cimke egyezett meg a vizsgalt cimkével, a josolt pedig nem. Az
Osszesitett megbizhatosag esetében TP-nek az azonos (de nem nulla) cimkézés, FP-
nek a kiilonb6z6 (de nem 0 josolt) cimkézés, FN-nek pedig a kiilonb6z6 (de nem 0
tanitott) cimkézés szamitott, azaz az osztalyozas mikroatlagot szamitottuk. A megbiz-
hatosagi értékeket 64, 128, 256 és 512 szekvenciahosszra is meghataroztuk, ezek
grafikonos abrazolasa a https://github.com/szecsenyi/MSZNY2025 githubon talalha-
to.

A pozicionkénti megbizhatosagi értékeknek igen nagy a szorasa. Ennek leginkabb
az az oka, hogy az egyes pozicioknal aranylag kevés felszolito alak talalhato. Az 1.
tablazatban is lathato, hogy 6sszesen mintegy 6000 felszolito alakot kell felcimkézni,
ez 64 tokenhosszusagu szekvencidk esetében atlagosan 100 cimkét jelent, 512
szekvenciahossznal azonban csak 10-et. Még kevesebb atlagos cimkézés jut egy-egy
poziciéra, ha csak az egyes értékek megbizhatésagat vizsgaljuk: nodirectiva és sajat
hangt cimkékbdl 2000-3000 talalhato, de a tobbibol mar csak 500 alatti mennyiségi.
Ez utdbbi esetekben 64, illetve 512 szekvenciahosszndl atlagosan mar csak 10, ill. 1
alatti mennyiség jut az egyes poziciokra, ezek az eredmények igy mar valdjaban érté-
kelhetetlenek.

A megbizhatosagi értékek nagy szorasa miatt a pozicio és a megbizhatosag kozotti
Osszefiiggést a ponthalmazra illesztett gorbékkel lehet jobban szemléltetni. Masodfo-
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ka polinom illesztése esetén a kapott gorbe a maximalis értékhez viszonyitva szim-
metrikus, ezért a bal és jobboldali kontextus hatasanak a kiilonbségét nem mutatja.
Harmadfoka polinomnal mar lathato ez a kiilonbség is, ezért a grafikonoknal ezt al-
kalmaztuk. Otddfokt polinom esetében elég nagy pozicionkénti cimkeszamnal még
jobban megfigyelheté az Osszefiiggés, ezért ilyen kozelitéseket is abrazoltunk. A
polinomok illesztését a numpy python library polyfit fiiggvényével végeztik. A
polinomillesztés metrikajaként a polinom atlagos négyzetes eltérését (MSE) szamitot-
tuk, ami az abrak felirataban is megjelenik.

Lien 120 sh Precison pi_omder MSE 0.0030 . seqlen 128 a1 Recall polorderd MSE 0.0027 . 5800 120 a0 FI polorder3 MSE 0.0025

3. abra. 128 tokenhosszusagl szekvenciaknal az egyes poziciokban mért P, R és F1 értékek az
Osszes cimkét figyelembe véve, illetve a pontokhoz illesztett harmadfoku polinom.

Az 3. abran lathat6, hogy mindharom megbizhatdsagi érték esetében a széleken
alacsonyabb értékek vannak, mint a szekvencia kozepén. A regresszios gorbék tovab-
ba aszimmetriat is mutatnak, mivel a maximalis érték nem az szekvencia kozepére
esik, és két oldalan nem ugyanolyan mértékii az értékek csokkenése. Az aszimmetria
még jobban megfigyelhet 6tddfokl polinom illesztése esetén (4. abra): a szekvencia
kozepén talalhatd aranylag egyenletes szakasz bal oldalan hosszabb, de laposabb
emelkedés van, a jobb oldalan révidebb, de meredekebb csokkenés.

Lien 120 sH Prcison piomers MSE 00020 seqlen 128 a1 Recall polorders MSE 0.0025 58000 120 &l FI pol orders MSE:0.0028

4. abra. 128 tokenhosszlisagh szekvenciaknal az egyes poziciokban mért P, R és F1 értékek az
Osszes cimkét figyelembe véve, illetve a pontokhoz illesztett 6tddfoka polinom.

A grafikonok alapjan a felszolit6 alakok funkcidinak megallapitasakor a huBert az
annotalt elemek bal oldalan nagyobb kontextust vesz figyelembe, mint a jobb oldalan,
de a két (kiilonbozé méretil) kontextus hatasa nagyjabol megegyezik. Az 4. abra gra-
fikonjai alapjan a relevans baloldali kontextus mérete kb. 25-30 token hosszusagu, a
jobb oldal pedig 15-20.
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A kontextusfliggéség az egyes funkcioknal is megfigyelhetd, bar kiilonb6z6 mér-
tékben (5. abra). A nodirectiva értéknél nagyobb a kontextus hatasa, mint a sa—
jat hangu értéknél, de a figyelembe vett kontextusok nagysaga nem kiilonboz6. A
koézvetitett funkcid grafikonjan észrevehetd, hogy az F1 értékek sokkal jobban
szornak, mint a masik funkcidnal, és a regresszids gorbe is joval alacsonyabban van.
Ennek oka az, hogy a korpuszban sokkal kevesebb ilyen cimkéji elem szerepel; en-
nek tudhatjuk be azt is, hogy ebben a grafikonban a pontok vizszintes csikokba rende-
z6dnek.

5. abra. 128 tokenhosszisagu szekvenciaknal az egyes pozicidkban mért F1 értékek az a
nodirectiva, sajat hangt és a kozvetitett funkcidkndl, illetve a pontokhoz illesz-
tett 6todfokl polinom.

6 Osszegzés

A tanulmany azt vizsgalta, hogy a pragmatikai jegyek nagy nyelvi modellel torténd
automatikus annotacidja soran az eszkdz mennyire veszi figyelembe a rendelkezésre
allo kontextust. A vizsgalat a MedCollect egészségiigyi alhirkorpuszban talalhaté
felszolitd alakok kiilonbozd pragmatikai funkcidinak kézzel annotalt valtozatanak
segitségével tortént.

A kontextualis hatas kétfajta modszerrel lett elemezve. Az egyiknél azt vizsgaltuk,
hogy a tanitasnal és tesztelésnél hasznalt 50%-os atfedéssel kialakitott szekvenciak
hossza (64, 128, 256, 512 token) befolyasolja-e az eszkdz megbizhatosagi értékeit (P,
R, F1). Azt tapasztaltuk, hogy a szekvenciahossz novelésével egyiitt nott az F1 érték
is (0,80, 0,81, 0,82 ¢és 0,83). A masik modszernél azt vizsgaltuk, hogy a felszolitd
alakok a tesztszekvencian beliili pozicidja hogyan befolyasolja a funkcié meghataro-
zéasanak megbizhatosagat. Azt tapasztaltuk, hogy a szekvencidk széléhez kozeli pozi-
cidkban alacsonyabbak voltak a megbizhatosagi értékek, mint a szekvenciak kézepén,
vagyis a rendelkezésre all6 kontextusnak volt hatasa, tovabba hogy a
kontextusfiiggdség aszimmetrikus, vagyis nagyobb bal oldali kontextust (25-30
token) vesz figyelembe az eszkoz, mint jobb oldalit (15-20 token). A figyelembe vett
kontextus nagysdga megmagyarazza azt is, hogy a szekvenciak hosszanak novelése
miért csak ilyen kis mértékben ndveli a megbizhatosagot: ha a funkciok megallapita-
sahoz csak +25 token kontextust vesz figyelembe az eszkodz, akkor a szekvenciak
kdzepén, ahol ez a kontextus rendelkezésre all, allando megbizhatosagh a kategoriza-
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las, amit csak a szekvencidk végeinek megbizhatosdga ront le. Minél hosszabb a
szekvencia, annal nagyobb a k6zépso rész hossza a végekhez viszonyitva.

A korpuszban levé felszolitd alakok kis szdma miatt a kis eléfordulast funkciok
pozicionkénti megbizhatdésaganak mérése nem értelmezhetd. Ez javithat6 lenne azzal,
ha a szekvenciak atfedését megnovelnénk 75 vagy 90 szazalékra.

A nagy nyelvi modell figyelembe veszik az automatikus pragmatikai annotacio so-
ran a rendelkezésre allo kontextust. A figyelmbe vett kontextus azonban sokkal ki-
sebb, mint a huméan annotatorok esetében feltételezett.
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