XXI. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2025. februér 6-7.

Internetes hirek automatikus osztalyozasa
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Kivonat: Az elmult évtizedekben az online sajt6 valt a hirek egyeduralkodo
forrdsava, amely egyre ndvekvé igényt teremt az automatizalt
tartalomkategorizalasi modszerek irant. Tudomasunk szerint ez az elsé olyan
kutatds, amelynek célja magyar hirek téma szerinti osztalyozasa nagy nyelvi
modellekkel. Jelen vizsgalat célja az online elérhetd magyar hirekben megjelend
témak azonositasa és a hirek szovegeinek osztalyozasa. Az elemzés anyagat 77
magyar hirportal 5,225,195 szovege adta 2013-t0l 2023-ig. A kategoria-készlet
elkészitésére két modszert vizsgaltunk meg: egy statikus szobeagyazasokon
alapul6é modszert, valamint egy BERT alapu témamodellezést. A két modszer
eredményeit manualisan validaltuk, igy jott létre a 19 elembdl allo
kategoriakészletet. A hirek osztalyozasahoz harom moédszert alkalmaztunk: egy
mar 1étezé cimkeajanld rendszer mellett a nagy méretii XLM-RoBERTa és a
PULI LlumiX 32K Instruct modell performanciajat vizsgaltuk, ez utobbit zero-
shot tanitassal. Bar az eredmények nagy szorast mutattak, azt gondoljuk, hogy a
PULI LlumiX 32K Instruct modell kis munkaval tovabbfejleszthetd egy nagy
pontossagu osztalyozova.

1 Bevezetés

1.1 Célkitiizés

Az elmult évtizedekben a nyomtatott sajtd visszaszorulasaval az online média valt a
hirek egyeduralkodé forrasava. A jelenleg magyarul online elérhetd hirek szovegeinek
mérete mar tobb milliard tokenre rag. Ez a tény illetve, hogy napi szinten keletkeznek
ujabb és jabb hirek, sziikségessé teszi, hogy a hireket tartalmuk szerint kategorizalni
tudjuk.

Amennyire tudjuk, ez az els6 olyan kutatas, amelynek célja magyar hirek téma
szerinti osztalyozasa. Kutatasunkhoz legkozelebb talan a sajtoszovegek automatikus
tematikus cimkézését célzd cimkézo algoritmus all (Yang és mtsai, 2020), amely a
hirszovegek nagy mennyiségli, manualisan 1étrehozott cimkéibdl indult ki.

fgy a jelen kutatas célja kettés: egyfelél egy nagy fedésti, am viszonylag atlathato,
jol definialt kategdria rendszert kivanunk kialakitani, amely az osztalyozas alapjaul
szolgalhat, masfeldl a hagyomanyos gépi tanuldsos osztalyozo algoritmusokkal
szemben (tartovektor-gép, naiv-Bayes, véletlen erdd) azt kivanjuk vizsgalni, hogy az
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Ujabb, nagy nyelvi modelleken alapuld eljarasok milyen pontossaggal képesek az
osztalyozas elvégzésére. Az elemzés anyagat kb. 80 magyar nyelvii hirportalon 2013 és
2023 ko6zott megjelent kb. 5 millié hir adta. A kategoria-készlet elkészitése soran két
automatikus modszert hasznaltunk. Az els6é modszer statikus szdbedgyazasokon
alapult: az URL-ek relevans szegmenseinek word2vec reprezentacioibol grafokat
épitettiink, majd ezen grafok részgrafjait vizsgalva automatikusan nyertiik ki a kategoria
jelolteket. A masodik mddszer a BERT alapu témamodellezés volt, ahol a szovegek
vektortérbeli beagyazasa utan dimenzidcsokkentést és klaszterelemzést alkalmaztunk a
témak kinyerésére. A kovetkezd 1épésben az automatikusan kinyert témakat manualis
validalas soran kategoridkba szerveztiik. A végsé kategoriakészlet a két modszer
eredményeinek manualis egyesitésével jott 1étre. A kutatds masodik szakaszaban 500
db véletlenszertien kivalasztott hirt soroltunk be a végsé 19 kategoéria ala. A hirek
osztalyozasa 3 féle modon tortént. Elészor a mar emlitett automatikus neuralis
cimkeajanlé modell hasznalatara keriilt sor. A masodik és harmadik kisérlet soran két
kiilonbdz6 modellt hasznaltunk: egyfeldl a Meta altal kiadott nagy méreti XLM-
RoBERTa-t, masfel6l a PULI LlumiX 32K Instruct modellt zero-shot tanitassal.
Eredményeink azt mutatjadk, hogy a PULI LlumiX 32K Instruct megkozeliti a
cimkeajanldé pontossagat, mig az XLM-RoBERTa minddssze 18% pontossagot
produkal.

1.2 Szakirodalmi hattér

Tudomasunk szerint a hazai kutatasok elsdsorban a témamodellezésre koncentralnak.
Ezen kutatasok foként Latens Dirichlet Allokaciot (LDA) alkalmaztak (pl. Barna és
mtsai, 2023 és Vagi és mtsai 2023). De olyan kutatasokrol is tudunk, amelyek BERT
alapu témamodellezést hasznaltak (pl. Nagy, 2024 ¢és Gelei és mtsai 2023).
Altaldnossagban elmondhaté, hogy a szerz6k témamodellezésre hasznalt modszereket
alkalmaznak egy adott domain-specifikus korpuszra (pl. politika, vallalkozas,
értékelések), melyek az igy keletkezett témakkal leirhatova valnak. Azonban eddig nem
tortént olyan vizsgalat, amely a témamodellezésre szolgaldo technikakat
Osszehasonlitotta volna, sét olyan magyar vizsgalatrol sem tudunk, amely magyar
szovegek téma szerinti osztalyozasaval foglalkozott volna. Kutatasunkhoz legk6zelebb
talan a sajtoszovegek automatikus tematikus cimkézesét célzo algoritmus all (Yang €s
mtsai, 2020), amely a HVG nyomtatott, illetve online verzidinak manualisan Iétrehozott
cimkéibol indult ki. Mivel ezek a cimkék altaldban nem kdvetnek kdzponti szerkesztési
elveket, hanem Ujsagirok hozzak létre dket eseti alapon, a cimkekészlet nagyon nagy,
és sokszor atgondolatlan. A HVG esetében Yang és mtsai tobb mint 75.000 cimkeét
hasznaltak.

Az angol nyelvil hirek esetében mar szamos olyan adatbazis all rendelkezésiinkre,
ahol a hirek kategoridkba vannak szervezve. Ezek kozil talan a legrégebbi és
legszélesebb korben hasznalt a 20 Newsgroups Dataset, amely kb. 20,000 hirt tartalmaz,
amelyek megkozelitleg egyenletesen oszlanak meg 20 kiilonb6z6 hirkategoria kozott.
A hiradatbazis érdekessége, hogy bar egészen a legutobbi idokig intenziven hasznaltak
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osztalyozasi feladatok kiértékelésére', amennyire tudjuk nem 4ll rendelkezésre részletes
dokumentacio sem a hiranyag gylijtésérol, sem a kategoriak kialakitasarol, s6t még a
szerz8 sem biztos?. Egy tovabbi probléma a kategoriak kapcsén jelentkezik: bizonyos
hirosztalyok nagyon szorosan Osszetartoznak, mig masok sokkal tavolabb vannak
egymastol, és igy jobban elkiilonithetéek. Egy masik ismert hiradatbazistol, az AG's
corpus of news articles®-td] eltekintve, a kategorizalt hiradatbazisok jellemz8en egy
hirportal anyagait tartalmazzak, és kategoriarendszeriik vagy kis szamu, elére definialt
elembdl all, példaul a BBC News (Bose, 2019) 5 el6re definialt kategoriat hasznal, vagy
az adott hirportal kategoriat hasznaljak fel, példaul a Guardian News (Kharosekar,
2023), de olyan is van, ahol nem deriil ki egyértelmiien, hogy a kategériak hogyan
keriiltek kialakitasra, példaul a multimodalis N24News (Wang és mtsi, 2022), amely a
New York Times hireit sorolja 24 kategoriaba. A fenti megkozelitések nemcsak az
alkalmazott kategoriak szamaban térnek el, hanem abban is, hogy az osztalyokba sorolt
cikkek szdma kategdrianként egyenletes eloszlast mutat-e vagy sem. A fentiek alapjan
azt mondhatjuk, hogy munkank ujszertinek tekinthetd, hiszen célja egy olyan altalanos
kategoriarendszer részben adatvezérelt kidolgozasa, amely portaltdl fiiggetleniil
lehetévé teszi a hirek besorolasat.

2 Munkafolyamat

2.1 Adatgyiijtés

A kutatas anyagat 5.225.195 online elérheté magyar cikk anyagabdl allt 6ssze, amely a
nyilvanosan elérhetd Common Crawl* 2013 és 2023 kozotti magyar nyelvil
alkorpuszanak a részét képezte. Az anyagot gy allitottuk Ossze, hogy az URL-ekben
leggyakrabban szereplé forrds domainekbdl kézzel kivalogattuk a hiroldalakat —
Osszesen 77-et. Az 1. Téablazat mutatja a 10 leggyakoribb forrasdomainhez tartozo
URL-¢ek szamat.

1. Tablazat: a 10 legyakoribb forrds domain és az azokhoz tartoz6 URL-ek szama

#  Forrds domain  URL-ek szdma

1  index.hu 654.583
2  24hu 547.370
3  hvghu 301.694
4  prohardver.hu  191.579
5  velvet.hu 182.266
6 444.hu 175.886
7  femina.hu 167.298

! P1. https://paperswithcode.com/sota/text-classification-on-20news

2 Altalaban Lang (1995)-nek tulajdonitjak, de a cikk nem emliti expliciten ezt az
adatbazist (v0, http://qwone.com/~jason/20Newsgroups/)

3 http://groups.di.unipi.it/~gulli/AG_corpus of news articles.html

4 https://commoncrawl.org/
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8 rangado.24.hu  153.913
9  starity.hu 131.728
10 infostart.hu 122.638

2.2 A kategériarendszer kialakitasa

A kutatas elsé részében statikus, illetve kontextualis szobeagyazasokat is hasznaltunk
a kategoriakészlet kialakitasara. A végsé kategoriakészlet ezek Osszevonasabol
sziiletett meg a manualis validalas soran.

A kategoria-készlet kialakitasa statikus szobeagyazasokkal

A statikus szobeagyazasokon végzett kisérleteink azon az eléfeltevésen alapultak, hogy
a hirportalok esetében az URL-ek struktiraja tiikr6zi, hogy az adott sajtdorganum
milyen kategéria ala sorolta be az adott hirt. {gy az URL-ek koherensebb képet
nyujtanak a kategoriakrol, mint a cimkék , hiszen ez utobbiak sok esetben egyedi
dontés nyoman sziiletnek meg.

A munkaszakasz az alabbi 1épéseket kdvette:

(1) Az 0sszes URL-bdl a megfeleld6 URL szakasz kivagasaval létrehoztuk a
kategoria-jelolteket. A kategoria-jelolteket a forrasdomain utdn kdzvetleniil kovetd
legkozelebbi két /> kdzotti karaktersorozatként azonositottuk.

(2) A kovetkezd lépésben a kategoria-jelolteket automatikusan ékezetesitettiik
(Laki és Yang 2020), melynek eredményeképpen 1234 kategoériajeldltet kaptunk (pl:
onidao, dnleany, éregség, orokhagyas, oriiliinkvincent).

(3) Ebben a Iépésben, word2vec reprezentaciét rendeltink a kategoria-
jeloltekhez. Ehhez a NYTK-word2vec® modellt hasznaltuk. Sajnos 263 esetben nem
allt rendelkezéslinkre word2vec reprezentacid (pl. whistlermamaja, dokuexport,
tvtorrent, asparhelttitkai), igy ezeket az URL toéredékeket nem vettiik figyelembe. Ezek
jelentds része kitalalt sz60sszetétel volt.

(4) Heéja és Ligeti-Nagy (2023) cikkben leirt modszertan alapjan készitettiik el a
maradék 969 kategoria-jelolt szomszédsagi matrixat, amelyet egy alkalmas
kiiszobérték (0.5) mentén binarizalva egy hurokél-mentes, iranyitatlan G graffa
konvertaltunk. A G graf 386 izolalt cstcsot tartalmazott, tehat dsszesen 583 URL-
fragmentum szolgalt a kategdriak alapjaul.

(5) Majd megvizsgaltuk, hogy a G grafban vannak-e olyan részgrafok, amelyek
kategoria-jelolteket hirkategoridknak megfelelé szemantikai osztalyokba szervezik.

A kézi kiértékelés soran osszefliggd részgrafokat, teljes részgrafokat (klikkek) és k-
klikk kozosségeket vizsgaltunk (k=3). Az dsszefiiggé komponensek vizsgalata soran
azzal a problémaval szembesiiltiink, hogy mindig van egy orids komponens, amely tobb

5 https://nlp.nytud.hu/word2vec/cbow 3.tar.gz
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kategoriat is 6sszevon, masfeldl pedig a kisebb komponensek 6sszetartozo kategoriakat
szabdalnak fel (pl. {unicredit, erste, mkb} és {raiffeisen, cib}).

A klikkek kiértékelése soran azt talaltuk, hogy a teljes részgrafok “tal érzékeny”
struktarak, vagyis ha egy teljes részgrafbol valami miatt egy €l hianyzik, a teljes graf
tobb klikkre esik szét a kategoriak indokolatlan szétdarabolasat eredményezve (pl.
{'2020', 2021', '2019','2023'} és {'2021', '2022', '2023"}.

A klikkhez kozel allo6, am stabilabb reprezentaciot nyujté struktiora a k-klikk
kozosség, amely kevésbé érzékeny az élek elhagyasara. Hiszen egy k-klikk k6zosség
azon k méretii klikkek unidja, amelyek elérhet6k szomszédos (k-1 csticsot megoszto)
k-klikkeken keresztiil.

Azt taldltuk, hogy a k-klikk k6zosségek (k=3) eredményezik a legjobb szemantikai
osztalyokat. A 386 relevans URL szegmensbdl 352 keriilt 3-klikk kozosségekbe 37
csoportositast eredményezve. Sajnos a 37 csoportbol 2 szemantikailag inkoherens,
feltehetéleg kisebb koherens csoportok Osszevonasabol szarmazik, igy végiil 35
szemantikailag koherens 3-klikk kozosséget kaptunk, amelyek &sszesen 196 URL-
szegmenst tartalmaztak. A 2. Tablazatban mutatunk be néhanyat az automatikusan
létrejott kategoriakbol:

2. Tablazat: Néhany k-klikk kozosségekkel 1étrehozott szemantikai osztaly

#  Szemantikai osztalyok

1 {'akciok’, 'nyereményjatékok', 'promécio'}

2 {'akciok', 'programok’, 'rendezvények'}

3 {'frizura’, 'smink’, 'szexi'}

4  {allergia', 'cukorbetegség', 'gyermekbetegségek’, 'korkép',
'laktozérzékenység', 'savtiltengés'}

5 {'felhasznal¢', 'fogyasztd', 'szolgaltatas', 'termék’, 'vasarlo'}

6  {'baba', 'gyerek’, 'kolyok', 'poronty'}

7 {'bank’, 'deviza', 'devizaarfolyamok', 'hitelek’, 'kétvény', 'pénzpiacok’,
'részvény', 'részvényarfolyamok', 'allampapir’, 'arfolyamok'}

8 {'menedzserek’, 'szakértok', 'tervezok'}

9 {'blogger’, 'celeb’, 'klasszis', 'riporter’, 'stilusikon’, 'sztar',
'sztarok', 'sztarvilag', 'vilagsztar'}

10 {'nbl', 'nb2', 'nb3', 'rajatszas', 'tabella’, 'teremfoci'}

Végiil a 1étrejott szemantikai osztalyokat kézzel validaltuk, melynek soran bizonyos
szemantikai osztalyokat 6sszevontunk, masokat pedig irrelevansnak itéltiink a feladat
szempontjabol, igy ezeket elhagytuk.

A kategoria-készlet kialakitisa BERT témamodellezéssel

Masodszor, a hirekben rejlé témak ¢és kategoriak kinyerésére a BERT alapu
témamodellezést is alkalmaztunk. A témamodellezés egy nem feliigyelt gépi tanulasi
modszer, amelyet dokumentumokban latens témak identifikalasara hasznalnak. Jelen
kutatasban Grootendorst (2022) altal javasolt modszert kdvettiik az alapbeallitasokkal
egyiitt, amely az alabbi 1épésekbdl all. A szovegek vektortérbeli beagyazasara a BERT
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modell (Devlin és mtsai, 2019) variansait hasznaltunk. A Nemeskey (2020) altal
létrehozott elsé magyar nyelvit BERT modell, a. huBERT, és a Yang és munkatarsai
(2023) altal fejlesztett 345 millié paraméteres PULI BERT modellt.

Kovetkezd 1épésben dimenzidcsokkentésre keriilt sor az UMAP algoritmust
felhasznalva. Ezutan egy siriiség alapti hierarchikus klaszterezési algoritmust, a
HDBSCAN-t hasznaltuk a klasztereket 1étrehozasara, azzal a megkotéssel, hogy egy
klaszter minimum15 szo6t tartalmazhat, ami az a minimalis elemszam, amely egy
csoport klaszterként vald azonositasahoz sziikséges; az ennél kisebb elemszamu
csoportokat az algoritmus zajként azonositja. A modszer egyik fontos elénye, hogy nem
sziikséges elore meghatarozni a klaszterek szamat. A témak azonositasahoz c-TF-IDF
(class-based TF-IDF) modszerrel végeztiink témakivalasztast. Az utolsdé 1épésben
kézzel validaltuk az eredményeket.

2.3 Osztalyozas

A kutatas masodik részében haromféle osztalyozot alkalmaztunk a hirek kategoriakhoz
valo hozzarendelésére. A hirekbdl véletlenszerii mintavétellel valasztottunk ki 500
darabot, és ezeket a hireket manualisan a kategoriadkhoz rendeltiik.

Elészor a Bevezetésben mar emlitett automatikus neuralis cimkeajanlé modell
hasznalatara kertiilt sor (Yang és mtsai, 2020). A modell cimkéket rendel a bemeneti
hirekhez a hozzajuk tartozo valosziniiségi értékekkel. Mivel a modell cimkekészlete és
a jelenlegi kategdriarendszer kozott csak nagyon kicsi az atfedés (tobb, mint 75.000
cimke vs. 19 kategoria), ezért minden olyan prediktalt kategoriat helyesnek
tekintettiink, ahol a cimke az altalunk létrehozott kategoriaba tartozott (pl. a pénz cimke
a gazdasag kategoriaba tartozik).

Masodszor, egy el6tanitott tobbnyelvii ROBERTa modell tovabbfejlesztett valtozatat
hasznaltunk osztalyozasra az altalunk kialakitott kategoériak valdsziniiségeinek a
meghatarozasahoz zero-shot tanitasi kdrnyezetben (Liu és mtsai, 2019). A Meta altal
kiadott, nagyméretii XLM-RoBERTa modellt alkalmaztuk, amely 2,5 TB méretii
adaton lett eldtanitva. A tanité adat 100 nyelvet tartalmazott, kdztiik magyart. A modell
BERT architektiran alapul és 560 millio paraméterrel rendelkezik (Conneau ¢és mtsai,
2020). Az osztalyozas finomhangolas nélkiil tortént, mivel még nincs megfeleld
finomhangolasra alkalmas adathalmaz a magyarra.

Harmadszor egy generativ nyelvmodellt hasznaltunk, a Nyelvtudomanyi
Kutatokozpont altal fejlesztett PULI LlumiX 32K Instruct modellt (Yang és mtsai,
2024) zero-shot tanitasi kornyezetben. A modell azt a feladatot kapta, hogy az eldre
definialt kategoriak listajabol a legvaloszinlibb témat josolja meg. Az alabbi prompot
hasznaltuk:

Milyen kategdéridba tartozik az aldbbi szdveg: {szdveg}.
Egy szobéval valaszol]j! A lehetséges kategdridk:
{kategdéridk}
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3 Eredmények

3.1 Kategériarendszer elkészitése

A statikus szobeagyazasok esetében a kézi validalas eredménye a kovetkezd 22 téma
lett: auto, motor, sport, életmod, tortenet, bulvar, szorakozds, média, tarsadalom,
oktatas, gazdasag, kultura, politika, pszichologia, tudomany, vilag, egészség, betegség,
tinnepek, csalad, természet és taplalkozas.

A huBERT ¢s PULI BERT altal feldolgozott szovegek nagysagrendileg azonos,
4.732 és 4.741 témat adtak eredményként. Ezutan, a kapott témak jol, kdzepesen és
rosszul definialt kategéridkra vald szétbontasara keriilt sor manualisan, mivel az
algoritmus hajlamos nehezen értelmezhetd vagy inkoherens témakat eredményezni
(Grootendorst, 2022). Egy téma jol-definialt, ha kizarolag jol formalt szavakat
tartalmazott és szemantikailag is koherens volt. Példaul az egyik hazai ellatast leird
téma az alabbi kulcsszavakat adta: elldatas, ellato, ellatdsok, ellatashoz, egészsegiigy,
siirgdsségi, csaladtamogatas, gyermekegészségiigy €s iizemorvos. A kdzepesen vagy
rosszul definialt témak szavai hasonl6 részsztringeket tartalmaznak, de szemantikailag
nem koherensek. Példaul az egyik téma az alabbi kulcsszavakat foglalta magaban:
halozat, halott, haloszoba, haldlaj és halottashaz. A modellek altal adott kimenetek
kiértékelése soran érdekes megfigyelés volt, hogy a két eltér6 BERT modell altal
detektalt témak nagyfoku atfedést mutattak: szamos témat tehat mindegyik BERT
modell felismert. Osszesen 440 jol-definialt témat sikeriilt azonositani (vagyis a témak
kb. 10%-a volt jol-definialt). A 440 téma kozil a 3. tablazatban 10 téma Kkeriil
bemutatasra. A hirek kozt szamos téma megjelent, koztiik iddjaras, kozszereplok,
cégek, szocialis média, turizmus ¢és asztrologia. A témak tovabbi differencialdsa
kérdéses.

3. Tablazat: Azonositott témak és kulcsszavak

#  Kategoéria Kulcsszavak

1 Kozszerepld Orban Viktor, Trump, Merkel, Hugh Jackman,
John Kennedy

2 Szocialis média Instagram, Facebook, Netflix, Youtube

3 Cég Apple, Coca cola, Disney, Ikea, Lego, Unicef, IBM,
NVIDIA, Spotify

4  Idojaras meteorologia, meteor, 6szi, havazas, esd, riasztas,
elorejelzés

5 Turizmus turisztika, szezonalis, huzdagazat, kormanybiztos,
belfold, kiilfold, arbevétel

6 Foci magyar, foci, futball, futballista, liga, fc,
ferencvaros, nemzetk6zi foci

7  Asztrologia csillagjegy, horoszkop, szex horoszkép, pénz
horoszkop, kinai horoszkop

8  Ezotéria vénusz, rejtély, férfi, erogén zona
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9  Szex szextriikk, szexfliggdség, szexvarazslo,
szexpozicid, szexpdz, szerelem és szex
10 Kritika filmkritika, cinematrix, pokverzum, romantikus,

vadidegen, avengers, szindarab, parodia

A statikus szdbeagyazasokon alapuld és a BERT témamodellezés soran is azt
talaltuk, hogy szamos téma csoportosithatd egy nagyobb, felettes kategoridba, igy
mindkét modszer esetében a szemantikailag 6sszetartozo témakat kategoriakba vontuk
Ossze. A megbizhatosag novelése érdekében a kategoriak iterativ megbeszélések révén
keriiltek kivalasztasra. Osszességében, a szovektorok ltal adott témak definialtsaga
megeldzte a ttmamodellezését: az értelmezhetd kategoriak aranya meghaladta a BERT
alapti témamodellezését, de a témamodellezés eredményeként 1j kategoridk is
Iétrejottek. A végleges kategoriarendszer a két modszerrel eldallitott témak metszetébol
kertiilt el6allitasra. A 4. tablazatban talalhato a 19 kategodria és a hozzajuk tartozé témak.

A hirekben azonositott témak és kategoridk a magyar média altal hasznosnak vélt,
rendszeresen eléforduld témait mutatja be. A témamodellezés egyik hatranya, hogy
feltételezi, hogy egy hir egy témardl szol, ami nem feltétleniil teljesiil, és emiatt a
hirekben rejlo egyedi témak felismerése problémakba iitkozhet.

4. Téblazat: Témak 0sszevonasa kategoriakba

# Kategoria Témak

1 Meédia Belfold, kiilfold, klimavaltozas, iddjaras, természeti
katasztrofa, biintetés, baleset, épitkezés, magazin

2  Bulvar Sztarok, celebek, hirességek, életrajz, kozszereplo,
horoszkop, ruhazat

3 Unnepek Husvét, karacsony, sziiletésnap

4 Politika Elnokvalasztds, parlament, jobboldal, baloldal,
demokracia, Fidesz, valasztas, tiltakozas, sztrajk,
miniszterelndk

5 Technolégia bio-tech, cpu, hardver, notebook, internet, robot,
technoldgiai attorés, telefon

6 Tudomany Bioldgia, nobel-dij, Urkutatds, agrartudomany,
univerzum

7 Kultura Zene, mozi, film, fesztival, muzeum, fotozas, képregény,
konyv, sorozat, miivész

8 Gazdasag Bank, pénz, tézsde, segély, vallalat, részvény, kotvény,
befektetés, biztositas, hitel, kata, ingatlan, olaj, adomany,
babavard

9 Csalad Sziilok, anya, gyerck, baba, fiatalok, orokbefogadas,

hazassag, sziilés

10 Egészség és életmdd Vitamin, vegan, vega, gluténmentes, taplalkozas,
szépségapolas, fogyokura, bodypozitivitas, dohanyzas,
testmozgas, immunrendszer, fogyokura
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11 Betegség Covid, koronavirus, tiinetek, virus, melanoma, leukémia,
cukorbetegség, allergia, influenza

12 Természet Vulkan, 6cean, természeti katasztrofak

13 Oktatas Felsooktatas, kozoktatas, egyetem, iskola, érettségi,
tudomanyegyetem

14 Vilag Eurépa, Amerika, Afrika, Torokorszag, Britannia,
Hollywood, Izrael, Ukrajna, Oroszorszag

15 Sport Foci, kézilabda, kosarlabda, jégkorong, valogatott,
tenisz, vilagbajnoksag, olimpia, stadion

16 Jarmiivek, Autd, motor, bmw, mercedes, 1égi kdzlekedés

kozlekedés

17 Téarsadalom Lakés, élelmiszer, rasszizmus, transznemiiség,
homoszexualitas, migracio, munka, munkanélkiiliség,
aldozat

18 Pszichologia Parkapcsolat, depresszio, terapia, molesztalas, stressz,
szakitas, alomfejtés

19 Szoérakozas Poker, szerencsejaték, gaming

3.2 Osztalyozas

A hirek osztalyozasahoz harom kiilonb6z6 modszert alkalmaztunk egy véletlenszeriien
Osszeallitott 500 hirt tartalmazé mintan. Az automatikus neuralis cimkeajanlé modell
érte el a legnagyobb pontossagot: a hirek 79,7%-at osztalyozta helyesen.

A PULI-Llumix 32k Instruct modell szintén figyelemre méltd6 eredményeket
produkalt zero-shot tanitassal, hiszen a hirek 70,1%-at osztalyozta helyesen, mig az
XLM-RoBERTa minddssze 18,4%-o0s pontossagot ért el. Az alacsony pontossag
hatterében 4all, hogy nem taladltunk magyarul elérhetdé adathalmazt a modell
finomhangolasahoz.

Ugyanakkor az automatikus cimkeajanlo rendszer hatranya, hogy a minddssze 500
hirhez 215 kiilonbdz6 cimkét hasznalt fel, ami 6nmagaban nem teszi lehetévé a hirek
tartalmara vonatkozo széleskorii altalanositast. A cimkék vizsgalata soran azt talaltuk,
hogy szamos cimke redundans vagy tulsagosan specifikus volt ahhoz, hogy a helyes
kategoriaba sorolhatd legyen. A rendszer nagy mennyiségli, nem egységesitett
cimkehalmazon keriilt tanitasra, ami magyarazhatja felhasznalt cimkék szamossagat.

4 Kovetkeztetés

A magyar hirek automatikus kategorizacidja a tartalmak szervezését és konnyebb
hozzaférését segiti, hozzajarulva az informacios okoszisztéma jol-szervezettségéhez.
Jelen tanulmany soran 77 magyar nyelvii hirportal 2013 és 2023 kozott keletkezett hireit
vizsgaltuk. A késébbi osztalyozas alapjaul szolgald kategoriarendszer kialakitasahoz
egyfeldl statikus szobeagyazasokbol épitett grafstruktira részgrafjait elemeztik,
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masfeldl témamodellezést alkalmaztunk két kiilonb6z6 BERT alapi modellel. Ez a
munkaszakasz a keletkezett csoportok manualis validalasaval zarult, melynek soran 19
kategoria keriilt kialakitasra.

A masodik munkaszakaszban harom neuralis modszert vizsgaltunk abbol a
szempontbol, hogy milyen pontossaggal képesek a hirek osztalyozasara: egy mar 1étez6
neuralis cimkeajanlé modellt, egy BERT alapt tobbnyelvii modellt, valamint egy
generativ utasitaskovetd modellt. A modellek altal kimenetként adott témak
kiértékeléséhez emberi munka volt sziikséges. Az osztalyozasra hasznalt modellek
koziil a feladatspecifikus cimkeajanlé rendszer adta a legjobb eredményt.

Kutatasunk jelent6sége, hogy egy nagy fedésii, atlathatd és jol definialt kategoria
rendszer kialakitasaval hatékony modszert kinal a hirek automatikus osztalyozasara.

Ugyanakkor lattuk, hogy egy jelenleg is 1étezd, els6sorban mas célokat szolgald
cimkéz6 egyelére pontosabb eredményeket ér el a hirek osztalyozasaban, mint az
altalunk megvizsgalt modszerek. Igy a jelen vizsgilat egy kezdeti 1épésként
értékelendd, amelyet a jovOben tovabb kivanunk fejleszteni. A kodbazis és
osztalyozasra szolgald annotalt korpuszt ennek részeként tervezziik nyilvanossagra
hozni. Elsédleges célunk a jovoben annak a vizsgalata, hogy a state-of-the-art
nyelvmodellek milyen eredményeket érnek el az osztalyozasi feladaton valamint, hogy
a kiilonbozo tanitasi szcenariok és a modellek kiilonbozd beallitasai milyen hatassal
vannak az eredményekre. Tovabbi irany a klaszterelemzés altal adott eredmények
vizualis értelmezése, cimkék eloszlasanak értelmezése ¢és a  kiilonbozo
modellteljesitményt méré metrikak felhasznalasa. Osszességében kideriilt, hogy a
kialakitott cimkekészlet és osztalyozas alkalmasnak tlinik arra, hogy egy nagyobb
hirkorpusz hireit automatikusan cimkézziik. Remélhet6leg a kutatasunk a kozeljovében
hozzéajarul majd az automatikus szdvegelemzési technologiak fejlodéséhez, kiilonds
tekintettel a nagy szoveges adathalmazok kezeléséhez és értelmezéséhez.

Koszonetnyilvanitas
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