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Kivonat Jelen tanulmény célja a magyar nyelvi beszédfelismerés pon-
tossaganak névelése nagy mennyiségd tanitbanyag és onfeliigyelt tanulas
(Self-Supervised Learning, SSL) modszerének alkalmazaséaval. Kisérlete-
ink sorén kisebb, nyilvanos és nagyobb, nem publikus adathalmazokon is
teszteltiik a onfeliigyelt el6tanitas hatékonysagat. Az SSL technika alkal-
mazésa kis méret, magyar nyelvi tanit6 adathalmazok esetén latvanyos
teljesitményjavulast eredményezett a beszédfelismers modellek pontos-
sdgaban. A nagy, tobb ezer 6ras adathalmazon torténd finomhangolas
esetén is felgyorsitotta a tanulasi konvergenciat, azonban a jelenlegi ered-
mények alapjan nem mulja feliil az angol nyelvii feliigyelt elGtanitassal
elért pontossagot. Mindemellett a minden korabbinél nagyobb, tisztan
magyar nyelvii halmazzal feliigyelten finomhangolt modellek t&bb fligget-
len kiértékel§ halmazon is minden korabbit megel6z6 pontossagot értek
el.

Kulcsszavak: mélytanulas, akusztikus modellezés, ASR, SSL

1. Bevezetés

Korabbi kutatésok bizonyitjak, hogy a neuralis halok tanitasanal a konvergalési
sebességet javithatja, ha nem véletlen silyokkal kezdiink egy tanitést, hanem
el6tanitott (pretrained) stlyokbol indulunk ki Cho és mtsai (2020). Nincs ez
masképp az automatikus beszédfelismerés (ASR, Automatic Speech Recognition)
teriiletén sem, ahol egy a célnyelvtdl eltéré nyelvre tanitott haloé sulyai is jo
kiindulasi allapotot jelenthetnek Huang és mtsai (2020).

Az egyre nagyobb méretti neuralis modellek egyre nagyobb adatigényének
kiszolgalasa nem lehetséges draga és lassan elgallithato manudlis(an ellendrzott)
cimkékkel. Erre a problémara jelenthet megoldast az onfeliigyelt tanitas (SSL,
Self-Supervised Learning), aminek célja kimeneti cimkék hasznalata nélkiil olyan
kiindulasi modell/stlyok elsallitasa, melyek képesek magas fokt tudasreprezen-
taciora és igy egy relative sekély raépiils réteggel egyiitt torténd finomhangolas
révén leroviditi a tanulast és javitja a végeredményeket az adott konkrét (pl.
beszéd-széveg atalakitasi) feladatra Yang és mtsai (2022), Lee és mtsai (2024).

87



XXI. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2025. februér 6-7.

Munkénk soréan az volt a célunk, hogy megvizsgaljuk, magyar nyelvi beszéd-
felismerésnél milyen mértékben segithet a célzottan magyar nyelvii hanyaganya-
gokon végzett onfeliigyelt eltanitas. Nagymeéret, kozel hiaszezer 6ranyi magyar
nyelvi hanganyagon tanitottunk SSL akusztikus modelleket, majd kiilonféle jel-
legii és méret, leiratozott hanganyagokon finomhangoltuk és nyilvanos adatokon
értékeltiik ki 6ket. Eredményeinket 6sszehasonlitva mas, magyar nyelvre elérhe-
t6 nyilt modellekkel elértekkel, lathatoan altalanosabban hasznalhato, esetenként
lényegesen magasabb beszédfelismerési pontossagot sikeriilt elérni.

2. Adatok

Els6 1épésként audio adatok gytijtésére volt sziikség az SSL tanitdshoz. Ennél
a modszernél a feliigyelt tanitdshoz képest nagységrendekkel tobb adatra van
sziikség. Az adatok volumenébdl adédoan fontos szempont lett a hangfajlok t6-
moritésének kivalasztiasa. Az adatok konnyebb kezelése végett tarred ! gyiijte-
meényeket hoztunk létre az egyes fajlokbol. Mivel ezek a gytjtemények tobb fajlt
foglalnak egyszerre magukba, igy kevesebb fajlolvasasra van sziikség, optimali-
sabb tanitési folyamatot biztositva.

2.1. SSL

Az onfeliigyelt tanitashoz tehat nagy mennyiségi magyar nyelvi beszédadatra
volt sziikség, aminek beszerzése 6nmagéban nem jelentett kihivast, de a kisér-
letek konnyebb megismételhetGségének és az eredmények jobb hasonlithatosaga
érdekében elényben részesitettiik a nyilvanosan elérhetd adatbazisokat.

A tanitoadatok nagyjat a Voxpopuli V2 Wang és mtsai (2021) halmaz tet-
te ki. Ez a Meta,/ Facebook Research altal karbantartott halmaz tébb nemzet
kiilonb6zs nyelvi europai parlamenti felszolalasat tartalmazza. Hosszabb (t6bb
perces) felvételek is akadnak, de mivel az ASR rendszerek tanitasahoz révidebb
hangszeletekre van sziikség, feldaraboltuk a hanganyagokat 20 masodpercnél nem
hosszabb egységekre. Tobbnyire automatikusan detektalt, csendes, beszédet nem
tartalmazo6 részeknél igyekeztiink a vagasokat megtenni. Tovabba, a hosszabb
sziineteket kivagva csOkkentettiik a teljes halmaz hosszat. A végs6 halmaz 17.470
(tizenhétezer-négyszazhetven) oranyi magyar nyelvi felvételt tesz ki.

Egy relative kisebb, "h4zon beliili" (In House, IH) halmazt is hasznaltunk az
onfeliigyelt tanitasainkhoz. Az IH halmaz f6képpen radios beszélgetémiisorokat
tartalmaz. El6készitésénél a Voxpopuli halmazhoz hasonléan jartunk el, csend
részeknél darabolva, vagva, igy Osszesen 3.36 ezer 6ranyi anyagot kaptunk. Bar
terjedelemben lényegesen rovidebb a Facebook Research altal rendszerezett hal-
mazndl, a beszéd stilusat és jellegét tekintve mas teriilethez tartozik, igy jelentés
hozzéadott értéket képviselt az SSL tanitési folyamat soran, ahol a Voxpopuli +
ITH = SSL halmazon tértént minden tanitas.

! Tarred adathalmazok - https://docs.nvidia.com/nemo-framework/user-guide/
latest/nemotoolkit/asr/datasets.html#tarred-datasets
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2.2. Mozilla Common Voice (CV-16)

Finomhangolas és kiértékelési kisérleteinkhez a szabadon hozzaférheté adatok
koziil a Mozzila Common Voice magyar nyelvi, 16.1 verzidju részhalmazat hasz-
naltuk (CV-16) Ardila és mtsai (2019).

Az adott verzid Gsszesen 92 6ranyi rogzitett, ellenérzott adatmennyiséget tar-
talmaz, melybdl a tanito, validacios és teszt adathalmaz mérete 6raban kifejezve
rendre 52.5, 16.8, 17.7.

2.3. BEA

A tovabbi finomhangolési kisérletekhez olyan adatbézis kerestiink, amiben tarsal-
gasi beszéd talalhato. A BEA (BEszélt nyelvi Adatbazis) Gosy (2013); Neuberger
és mtsai (2014) a Nyelvtudomanyi Kutatokozpont altal gyjtott és karbantartott
adathalmaz, mely spontan (monologikus és dialogikus), valamint olvasott beszé-
det is tartalmaz tobb egyedi beszél5t6l. A BEA-n beliil a BEA-Base részhalmazt
Mihajlik és mtsai (2023) hasznaltuk, ami kifejezetten beszédfelismerési modellek
kiértékelése céljabol késziilt. Az adathalmaz kutatasi célokra ingyenesen hozzé-
férhet6.

Az altalunk tanitésra hasznélt (train-114) halmazanak hossza 68 ora, valida-
ci6s halmaza (dev-spont) 3.8, teszt halmaza (eval-spont) pedig 4.75 éra hosszu.

2.4. BNC

Az altalunk BNC-nek (Broadcast News and Conversations) nevezett adatgytijte-
mény egy privat leiratozott, tobb ezer éranyi, magyar nyelvi televizios miisorok
hangsavjat tartalmazé halmaz. Ttlnyomod tobbségben tobbrésztvevds beszélge-
téseket tartalmaznak a felvételek, kisebb részben pedig olvasott hireket vagy
beszédeket. Felhasznalasa el6tt a hanganyagok darabolasara és normalizalasara
volt sziikség, igy biztositva a konzisztenciat és Osszehasonlithatésagot a tobbi
tanito és kiértékels halmazokkal.

A BNC esetén az altalunk létrehozott tanitéadat hossza 2703 ora, validacios
halmaza 113 6ra és teszt halmaza 41 6ranyi hanganyagot tartalmaz.

3. Kisérletek

Kisérleteink fokuszaban az allt, hogy hogyan tudjuk a nagymeérett beszédadato-
kat a legjobban felhasznalni beszédfelismerd tanitasdhoz. A nagy adatbazisokkal
valé manipulacié természetszertileg nehézkes, ezért a hiperparamétereket a kis-
méret CV-16 és BEA adatokon kiséreltiik meg beallitani/optimalizalni. Ez ese-
tekben tudatosan keriiltiik a kiértékel6 halmazok hasznalatat, azokat késGbbre,
a nagy (BNC) halmazon torténd tanitas kiértékelésére tartogattuk.
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3.1. Kisérleti kornyezet

Minden kisérletet az Nvidia NeMo Toolkit 1.23-as verzidjaval végeztiink Harper
és mtsai (2023). A kornyezet t6bb modellarchitekturat is tamogat, multi-gpu és
multi-node tanitast tesz lehetévé. SSL tanitas is konfiguralhato a segitségével.

A NeMo Toolkit tdmogatja a SLURM iitemez6 rendszert, ami segitségével
az SSL tanitasok toérténtek a Komondor szuperszamitdgépen.

3.2. Modellek

A neurélis architektara kivalasztédsanal arra iigyeltiink, hogy legalabb egy an-
gol nyelvi elStanitott sulymatrix elérhetS legyen. Ezen stlyokat felhasznalva
tudtunk olyan tanitasokat végezni melyekhez az SSL alapu kisérleteinket hason-
litottuk. Onfeliigyelt tanitasnal elészor egy altalanos modellt készitettiink cim-
kézetlen adatok segitségével. Ezen modellbdl kiindulva pedig beszédfelismerési
feladatra finomhangoltuk a modellt kiillonb6z6 annotélt adatokat felhasznalva.

A kutatasainkhoz egy konkrét akusztikus modell architektirat kerestiink.
Mivel az SSL tanitas egy rendkiviil szamitasigényes folyamat, igyekeztiink re-
lative kis paraméterszami, gyorsan tanithaté modellt kivilasztani, szem elGtt
tartva a megfeleléen magas pontossag mellett a lehetséges ipari felhasznaléasi
szempontokat is (véges GPU memoria, szamitasi kapacitasok, stb.). Valasztéa-
sunk igy a NeMo toolkit-ben Harper és mtsai (2023) kényelmesen hasznéalhato
FastConformer Large (CTC) %-re esett, melynek paraméterszama kb. 121 millio
Rekesh és mtsai (2023). A Conformer architektira Gulati és mtsai (2020) lé-
nyegében egy transformer encoder Vaswani és mtsai (2017), amiben a szokésos
attention és elérecsatolt (fully connected) réteg mellett egy 1D konvolucios réteg
is megtalalhato blokkonként a lokalis kontextus hangstlyosabb figyelembe vétele
érdekében. Ez az architektira talan a legnépszertibb az end-to-end mélyneuron-
halok beszédfelismerési alkalmazasdban. A FastConformer csak annyiban tér el
a klasszikus Conformer halézattol, hogy hagyomanyos 1D konvolicié helyett an.
"time-channel separable" konvolaciot Kriman és mtsai (2020) alkalmaz, ami vol-
taképpen egy paraméter- és szamitashatékony kozelité valtozata az utébbinak.

A FastConformer halozat kimenete a skalazhato szétdrméretd szotoredék
(subwords unit) valészintiségeloszlasa 80ms-onként, erre keriilt a végsé CTC Gra-
ves és mtsai (2006) réteg/koltségfiiggvény. A finomhangolashoz hasznalt hang-
anyagok szoveges leiratdak tokenizalasara a SentencePiece Kudo és Richardson
(2018) eljarast alkalmaztuk alapértelmezett 1024-es szotarmérettel.

3.3. SSL tanitas

AZ SSL tanitasoknal Contrastive Baevski és mtsai (2020) és Masked Language
Modeling (MLM) Hsu és mtsai (2021) hibafiiggvényekkel kisérleteztiink. A kont-
rasztiv megkozelitések esetén a modellek tgy tanulnak, hogy kiilonbséget tesznek

2 https://github.com/NVIDIA /NeMo/blob/main/examples/asr/conf/fastconformer /fast-
conformer ctc_bpe.yaml
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a valodi és a zavard latens reprezentaciok k6zott, mig az MLM esetén a szoveges
BERT modellek Devlin és mtsai (2019) tanitasahoz hasonloan a kimaszkolt audio
részletet az ismert (nem maszkolt) kontextusbol kell megbecsiilnie a modellnek.

Az SSL tanitas soran a NeMo adott verzidjanak alapértelmezett beallitasait
hasznaltuk, csak azon paramétereket tiintetjiik fel a tovabbiakban, melyek ett&l
eltértek.

Az SSL tanitashoz 2 darab node-ot hasznaltunk, osszesen 16 darab A100
SXM4 GPU-val, GPU-nként 40 GB VRAM-al. Node-onként 64 CPU core és 256
GB RAM éllt rendelkezésre. Egy epoch ideje nagyjabol 1 6ra volt. Tanitasainknal
mindenhol az AdamW optimizert Kingma és Ba (2014), Loshchilov és Hutter
(2019) alkalmaztuk.

4. Eredmények

A kovetkezkben a 2. fejezetben felsorolt halmazokon végzett SSL modon elétani-
tott stlyokbol kiindult tanitdsok eredményeit k6zo6ljiik, melyek mellé az NVIDIA
altal elGtanitott angol nyelvii akusztikus modellel inicializalt "cross-language
transfer learning" eredményeket is megadjuk referencianak. A magyar nyelvii
SSL modelleket és az angol nyelvii (feliigyelten elGtanitott) modelleket minden
esetben valamely magyar nyelvii adatbézison tanitottuk tovabb (finomhangol-
tuk), mely soran a validacios halmazt hasznaltuk a tanitds monitorozasara. A
végss kiértékelést az el6zbektol fliggetlen tesztadatokon végeztiik.

4.1. SSL + CV-16

Kiilonb6z6 SSL tanitott modellek kiprobalasa tértént ebben a kérnyezetben. A
kezdeti silyokat leszamitva, minden tanitasi paraméter fix, megegyezik a NeMo
FastConformer-Large tanitasi receptjével. A modellek a CV-16 tanit6 halma-
zan tanultak (tovabb), 100 epoch-on keresztiil, 2 * 10~*-es LR, 256-0s tokenizer
mérettel.

Experiment Name‘ SSL Loss Type ‘SSL Epoch‘Num Negatives‘Val WER

en_weights NA NA NA 16.49 %
ssl_weights 1 Contrastive 70 40 15.56 %
ssl_weights 2 Contrastive & MLM 100 40 13.20 %
ssl_weights 3 Contrastive & MLM 100 100 13.43 %

1. tablazat. Angol nyelvi és kiilonb6z6 SSL modellek finomhangolasa CV-16-on.

4.2. SSL + BEA

Ebben a kisérletsorozatban méar csak egyetlen SSL modellel dolgoztunk. ElsGsor-
ban learning rate (LR) hangolaséara fokuszaltunk. CV-16-os kisérletekkel ellentét-
ben itt nem volt elég a kiindulasi SSL modell-re lecserélni a kezdeti angol nyelvii
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el6tanitott silyokat jobb eredmények eléréséhez: ahogy a 2. tdblazat mutatja, a
tanulasi rata gorbéjének alakitésa jelents hatéassal volt a validaciés halmazon
mért hibéra.

Initial weights |Initial LR|Minimum LR|Warmup Steps|Val WER,
en_ weights 5e-4 5e-8 12500 17.11 %
ssl weights 3| 5He-4 5e-6 1000 17.47 %
ssl_weights 3| Te-4 5e-8 1000 18.56 %
ssl_weights_ 3| 4e-4 5e-8 2000 16.46 %
ssl weights 3| 3e-4 5e-8 2000 15.99 %
ssl_weights 3| 2e-4 5e-8 2000 15.32 %
ssl_weights 3| le-4 5e-8 2000 14.81 %
ssl weights 3| 9e-5 5e-8 2000 14.53 %
ssl_weights 3| 8e-5 5e-8 2000 14.76 %
en_ weights 9e-5 5e-8 2000 26.73 %

2. tablazat. Kiilonb6zé SSL modellek finomhangolasa BEA-n és kiértékelésiik
BEA dev_spont-on.

Az 2. tablazatban lathato ssl weights 3 az 1. tablazat azonos nevid modell
silyait jeloli. A valasztas azért erre az eltanitott modellre esett, mert stabilab-
ban voltak alacsonyak a validacios WER értékek a CV-16-on végzett finomhan-
golas soran (a tablazatban csak a végss értékek vannak feltiintetve) mint a tobbi
probalkozasnal.

4.3. SSL + BNC

A harmadik, egyben legfontosabb kisérletként nagy mennyiségt leiratozott adat-
tal, a BNC-el tanitottuk tovabb a kivalasztott eltanitott modellt.

A BNC-n torténd finomhangolast a 20.000 6ranyi magyar nyelvii hanganya-
gon onfeliigyelten el6tanult, valamint az angol nyelven az NVIDIA altal felligyel-
ten elGtanitott modelleken is elvégeztiik. Noha az el6zetes tesztek soran — lasd az
1. és 2. tablazatot — az angol stlyokkal térténd inicializélast mindig feliilmulta a
magyar SSL inicializélas, eztuttal mas eredményt kaptunk.

Bar az SSL el6tanitas a konvergenciat gyorsitotta, de végeredményben nem
hozott javulast az angol nyelvi el6tanulashoz képest. Az 1. dbrén lathatoak a
hiperparaméter-hangolt SSL alapi és angol nyelvii halobol kiindult tanitésok
eredményei. Lathato, hogy az SSL alapt gyorsabban konvergalt, "jobban illesz-
kedett" a tanitasi adathalmazra de végeredményben marginalisan gyengébb ered-
ményt ért el a kiértékel§ halmazon is (3. tablazat). Ennek oka a BNC adatokra
szabott hiperparaméter-optimalizécié hianya is lehet.

A BNC adatokkal finomhangolt modelleket Gsszehasonlitottuk més, magyar
nyelvii neurélis halo alapu leiratozd rendszerekkel. Az egyik ilyen a BEAST2,
amely limitalt mennyiségii adaton, a BEA-n tanult, a BEA teszt halmazan leg-
jobb eredményt elérve. A masik rendszer a szabadon hozzaférheté OpenAl altal

92



XXI. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2025. februér 6-7.

Validation WER after each epoch
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1. abra. BNC adatokon torténd tanitas, angol (en_ weights) és SSL modon tani-
tott stlyokbdl (ssl _wights 3 tuned) kiindulva. Lathato, hogy az SSL tanitott
gyorsabban konvergal a tanitas elején, végiil az angol, feliigyelten tanitott su-
lyokkal éri el a pontosabb eredményt.

Initial Weights|Val WER (%)|Test WER (%)

en_weights 3.66 3.83

ssl_weights 3 3.75 3.96
3. tablazat. Az magyar nyelvii adatokkal tanitott SSL és az angol nyelven ta-
nitott sulyokbdl inditott finomhangoléas validacios és teszt eredményei az BNC
halmazon.

CV-16 FLEURS |BEA
Model ‘ IM 'WER (%)|WER (%) WER (%)
BEAST?2 Van 19.53 25.63 10.98
Whisper large-v3 Implicit 13.4 12.9 21.70
FastConformer HU-SSL + BNC (sajat)| Nincs 7.43 9.98 13.06
FastConformer EN + BNC (sajat) Nincs 7.32 9.74 12.70

4. tablazat. A BEAST2 Kadar és mtsai (2023) rendszer, a Whisper large-v3 Rad-
ford és mtsai (2022) és a sajat megoldasaink eredményei (magyar SSL és angol
el6tanitott halokbol kiindulva), harom, magyar nyelvet is tartalmazo, szabadon
vagy kutatasi célra hozzaférhets kiértékels halmazon.
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fejlesztett Whisper architekturanak 3. iteracioja. A Whisper tobb nyelven ké-
pes leiratozni, igény szerint az elhangzott hanganyag alapjan nyelvdetektalast
is végez, és forditani is képes. A kiilonb6z6 megoldasok pontossiagat a CV-16,
FLEURS Conneau és mtsai (2023) és BEA halmazokon vizsgaltuk, ezek a 4.
tablazatban lathatoak.

Mindkét megoldasunk messze feliillmulja a méasik ketté megvalositéast, teszi
ezt nyelvmodell (LM: Language Model) hasznélata, azaz elézetes ifrott nyelvi
ismeretek nélkiil. Mindemellett a legkisebb paraméterszamu architektara a ha-
rom megoldas koziil. Egyediil a BEA halmazon teljesit rosszabbul a BEAST2-es
modellnél, ez magyarazhat6 tobbek kozt azzal, hogy a tanitdshoz nem lett fel-
hasznalva a BEA tanitohalmaz, igy "out of domain" ez a teszthalmaz szamara.
Ennek ellenére messze feliilmulja a Whisper large-v3 altal elért eredményeket
ezen a halmazon, mely szdmara szintén ismeretlen a BEA halmaz.

5. Osszefoglalas

Az eredményeink nyoméan megallapithato, hogy kis méretii adathalmazokkal va-
16 tovabbtanitaskor az SSL elGtanitas jelentSs javulast tud elérni a az idegen
nyelven elStanitott sulyokhoz képest. Ugyanakkor az altalunk vizsgalt modell-
nél ez az elény elveszik, amikor nagy mennyiségii leiratozott anyaggal torténik a
tovabbtanitéas.

Az oOnfeliigyelt tanitashoz 20 ezer 6ranal is kevesebb anyagot hasznaltunk,
ami relative kevésnek tekinthets az ilyen jellegli megkozelitéseknél. A jovében
szeretnénk ezt a halmazt béviteni, és egy ilyen modellt finomhangolni feliigyelten.

Szeretnénk tovabbé nagyobb méretd modellekkel megvizsgalni az onfeliigyelt
tanitast. Ezek a modellek t6bb VRAM-ot igényelnek, tovabb tanulnak, igy a
jelenlegi munkank kereteibe nem fértek bele. Viszont kutatésok igazoljak, hogy
az SSL tanitas nagyobb méret, nagy paraméterszamu modelleknél tudja igazan
kifejteni hatasat, igy szeretnénk a FastConformer csaldd egyel nagyobb modelljét
megvizsgalni, a FastConformer XL-t, ami nagyjabol 5-szor annyi paramétert
tartalmaz, mint az altalunk vizsgalt architektura.

Koszonetnyilvanitas

A munka részben az NKFI Alap altal tamogatott NKFIH K143075 és K135038,
valamint az NKFIH-828-2/2021 (MILAB) projkektek tamogatasaval valosult
meg. Koszonettel tartozunk tovabba a KIFU-nek (Kormanyzati Informatikai
Fejlesztési Ugynokség ), amiért hozzaférést biztositottak a Magyarorszagon ta-
lalhato Komondor szuperszamitogéphesz, illetve az NVIDIA Akadémiai Hardver
Tamogatasnak (NVIDIA Academic Hardware Grant).

3 https://ror.org/01s0v4q65
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