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Kivonat A kozépkori szovegek szamitogépes feldolgozasa hagyoméanyo-
san szamos nehézségbe tlitkozik, amelyek f6leg két okra vezethetSk vissza.
Az egyik a sziikséges er6forrasok hianya akar szoftvertermékek (morfolo-
giai és szintaktikai elemzdk), akar adatok (elektronikus szotarak, kézzel
annotalt tanitéadatok) tekintetében. A mésik a nyelvi sztenderd hianya,
ami kiterjed mind a szabalyozott és kovetkezetes helyesiras hidnyéara,
mind pedig ,egy” adott nyelv szdmottevs szinkrén és diakron valtoza-
tossagara. Kutatasunkban azt vizsgaltuk, hogy a napjainkban divatos
»Kkis” és , kOzepes” méretd ingyenes, sajat hardveren futtathatd generativ
nyelvmodellek, amelyeket tobbnyelvii modern nyelvi adatokon tanitot-
tak el§, mennyire alkalmasak torténelmi nyelvek feldolgozésara a nagy
kereskedelmi modellekkel dsszevetve. Ehhez Albucasis sebészetrsl szolo
tankonyvének arab eredetije, valamint annak latin, 6francia és 6okcitan
nyelvii kézépkori valtozatai alapjan e modellekkel készitett gépi fordita-
sokat értékeltiink ki a mi filologiai igényti angol forditasat referenciaként
hasznéalva. Az eredmények segitenek annak megitélésében, hogy koézépko-
ri nyelvek feldolgozasakor milyen generativ nyelvmodellek hasznalataval
érdemes probalkozni a szamitasi eréforrasokat és a koltségeket is figye-
lembe véve.

Kulcsszavak: generativ nyelvmodell, LLM, SLM, nyelvtorténet, ala-
csony erSforrasu nyelvek

1. Bevezetés

A torténelmi szovegek feldolgozasaban a megszokott nyelvtechnolégiai megolda-
sok alkalmazéasa komoly nehézségekbe iitkozik. A hagyoményos szotar- és sza-
balyalapt eszkozok fejlesztésének és alkalmazasanak f6 akadalyat a korai nyelval-
lapotok ,szabélyozatlansaga”, a nyelvi sztenderd hianya jelenti. Ez kiterjed mind
a helyesirasi szabalyok, illetve altalanosan kovetett szokdsok hidnyara, mind pe-
dig arra, hogy a nyelvet egységesité kulturalis termékek (konyvnyomtatas, koz-
oktatas, sajté stb.) hidnyaban a szinkron nyelvéallapotokon beliil jelentGsen na-
gyobbak voltak a teriileti vagy akir egyéni eltérések, mint az Gjkortol kezdve.
A szinkron allapoton beliili valtozatossag mellett a diakron eltérések is szamot-
tevGek, igy még az egyazon nyelvtorténeti korszakban keletkezett frasok nyelvi
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jellemzdi is drasztikus eltéréseket mutathatnak. Mindezen tényezSk kizarjak a
hagyomaéanyos szamitégépes nyelvfeldolgozasi megoldasok atfogo alkalmazésat.

A gépi tanulason, ezen beliil kiilénosen az jabb neurélis nyelvmodelleken ala-
puld eszk6zok rendelkeznek olyan jellemzGkkel, amelyek alkalmassa teszik ezeket
az ilyen értelemben ,problémés” szovegek feldolgozasara. Mikddésiik nagyja-
bol illeszkedd mintak illesztésén nyugszik, igy példaul egy generativ nyelvmodell
olyan folytatéast general (azaz kovetkezs tokent, illetve iterativen ilyenek soroza-
tat) egy adott prompthoz (azaz bemenetként kapott tokensorozathoz), amely ha-
sonlit azokhoz a tokensorozatokhoz, amelyek a tanitokorpuszaban a prompthoz
hasonld, azonban vele rendszerint nem pontosan egyezd tokensorozatok utéan ko-
vetkeztek. Ennek készonhetfen a neuralis nyelvmodellek jol ellenéllnak a feldol-
gozando szévegben megtalalhato zajnak, irasmodbeli (,helyesirasi”), morfologiai,
szOhasznalatbeli anomalidknak. Ez a képesség, amely a neuralis nyelvmodelleket
alkalmassa teszi a sztenderdtdl eltéré nyelvvaltozatokban irédott nyelvi termé-
kek, {gy példaul a kozdsségi médidban funkcionalisan frastudatlan nyelvhaszné-
lok &ltal elgallitott szovegek értelmezésére, segitségiikre lehet a régi szovegek
feldolgozéasaban is.

Ugyanakkor a korai torténelmi nyelvéallapotokkal kapcsolatban nehézséget je-
lent, hogy egyrészt kevés olyan nyelvmodell all rendelkezésre, amely kifejezetten
ilyen nyelvi szovegeken lett tanitva, masrészt a tanitasra rendelkezésre allo szo-
vegek mennyisége eleve erésen korlatozott még a gazdag nyelvemlékanyaggal ren-
delkez6 nyelvek esetében is. Az Gsszes dmagyar szovegemlék (MGTSZ korpusz)
terjedelme példédul mindGssze 3 milli6 szévegszo, mig a kodzépkori francia kor-
pusz (BFM) mintegy 6 milli6 szovegszot foglal magaban. Ez legalabb 2-3 nagy-
sagrenddel kevesebb egy hasznéalhaté neuralis nyelvmodell tanitasahoz sziikséges
adatmennyiségnél. A kozépkori nyelvek feldolgozasara képes neuralis nyelvmo-
dellek fejlesztése igy a jelenlegi architekturak és tanitasi elvek (azaz rekurrens
vagy transzformerhalozatok gradiensmodszerrel, maszkolasos tanitassal tanitva)
mellett a kozismert skalazasi szabalyokat figyelembe véve (Kaplan és mtsai, 2020;
lasd még Hoffmann és mtsai, 2024) gyakorlatilag reménytelen.

Tanulmanyunkban azt jarjuk koril, hogy a déntGen modern nyelvi szévege-
ken tanitott nyelvmodellek alkalmasak-e kozépkori nyelvek feldolgozasara. Mas
szoval azt vizsgaljuk, hogy torténelmi szévegek mennyire sikeresen modellezhe-
t&ek eltorzitott, zajos modern nyelvi szovegekként. E célkittizéssel kapcsolatban
felmeriil ugyanakkor az a modszertani kérdés, hogy miként lehet szamszertien
mérni és Osszehasonlitani az egyes modellek hasznalhatosagat, tekintve, hogy
nem allnak rendelkezésre (tudomésunk szerint) ilyen benchmarkok. Ezek hia-
nyaban a tobbnyelvii generativ nyelvmodellek egy jol ismert képességét aknaz-
tuk ki nyelvtudasuk tesztelésére: az adott nyelvbdl angolra fordittattunk veliik.
Bar vizsgalatunk eredményei kozvetleniil csak a modellek forditasi képességérdl
adnak tajékoztatast, a generativ nyelvmodellek univerzalis alkalmazhatosigéaval
kapcsolatos tapasztalatok alapjan abbél indulhatunk ki, hogy arra is kbvetkeztet-
ni engednek, megfelels promptolas vagy finomhangolés mellett adott modell més
célokra, példaul morfologiai, szintaktikai cimkézésre, bizonyos jelentéskategori-
akba ess szavak (pl. tulajdonnevek) felismerésére stb. hasznalhatova tehets-e.
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Vizsgalatunk egy olyan, viszonylag nagy terjedelmii szévegen alapul, amely-
nek arab nyelvd eredetije a 10. szézad végén irdédott, ennek a 13. szazadban
késziilt el latin nyelvi forditasa, majd feltehetSleg ez utébbi forditas alapjan
két vernakularis forditas ofrancia és 6okcitan nyelvre. Ennek készonhetSen egy-
azon szoveg négy kiilonbozs kozépkori valtozata alapjan késziilt gépi forditasok
mindségét tudjuk Gsszehasonlitani. Igy lehetévé valik, hogy nemcsak a vizsgalt
nyelvmodellek forditasi képességét vessiik Ossze, hanem azt is, hogy kiilonb6zé
kozépkori nyelvek egyméshoz képest mennyire sikeresen dolgozhatok fel veliik.

2. Kapcsol6dé irodalom

A nagy generativ nyelvmodelleknek a kdzépkori, illetve altalanosabban a torté-
nelmi nyelvek és nyelvallapotok feldolgozéasara valo hasznalata feltaratlan tertilet,
nem tudunk atfogo kutatéasrol e kérdéskorrel kapcsolatban.

A klasszikus arab nyelv nagy generativ nyelvmodellekkel torténd feldolgoza-
sara nincs példa a szakirodalomban. Az e nyelvvel foglalkozo6 legtjabb szakiro-
dalom csak kisebb, elsGsorban modern arab kéznyelvi anyagra elGtanitott en-
codernyelvmodellek alkalmazasardl szamol be, amelyek tanitasat kiegészitették
korlatozott mennyiségii klasszikus arab széveggel is (Malhas és Elsayed 2022,
ElKoumy és Sarhan 2024), illetve talalunk példat kifejezetten klasszikus arabra
tanitott BERT-modellre is (Inoue és mtsai, 2021).

Okori nyelvek, tobbek kozott a latin gépi tanulasi eszkozokkel torténs fel-
dolgozasarol kozolt a kozelmultban atfogd attekintést Sommerschield és mtsai
(2023). Generativ nyelvmodellek alkalmazasara nem taldlunk példat. Volk és mt-
sai (2024) azt vizsgalja egy igen kis terjedelmi, mindossze 3000 szovegszos teszt-
anyagon, hogy kora tjkori latin és német nyelvi irasok forditasara mennyire
alkalmas a GPT-4 a Google Forditoval és mas gépi forditd eszkozokkel Gssze-
vetve. Stiissi (2023) és Stiissi és Strobel (2024) alapos, szisztematikus munka,
amely kiilonb6z6 ChatGPT-verziok hasznélhatosdgat vizsgalja 16. szazadi latin
szovegek tokenjeinek szofaji cimkézésére.

Torres Aguilar (2022) talnyomorészt modern anyagon tanitott tobbnyelvii
encodermodelleket hasznal k6zépkori, t6bbek kozott latin és 6francia nyelvi sz6-
vegekben tulajdonnevek felismerésére.

Her és Kruschwitz (2024) és Ondrejové és Suppa (2024) azt a kérdést vizsgal-
ja, hogy modern nyelvek alacsony eréforrasi nyelvjarasait (a német nyelv bajor,
illetve a szlovak nyelv Sari§ dialektusat) mennyire sikeresen képesek feldolgozni
generativ nyelvmodellek.

A jelen tanulmany kozvetlen elgzménye két konferencia-eladas, amelyek ke-
retében ismertettiik eljarasunkat és az ofrancidra és 6okcitanra vonatkozo, e ta-
nulményban is idézett eredményeinket (Pethd és mtsai, 2024b), illetve az arabra
és latinra vonatkozokat (Pethd és mtsai, 2024a).
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3. Anyagok

Vizsgéalatunk alapjaul a kozépkori Eurdépaban leginkabb Albucasis néven ismert
10. szézadi andalaziai arab orvos 30 kdtetes, Kitdb at-taszrif cimi orvosi enciklo-
cimid kotete szolgalt. Albucasis Sebészete (ahogy a tovabbiakban hivatkozunk
ra) az egyik legfontosabb orvosi tankonyv volt a mésodik évezred elsG évsza-
zadaiban, jelentGsége és hatésa révén szamos mésolatban és tobb forditasban
fennmaradt. Vizsgalatunk sordn azt elemeztiik, hogy a Sebészet eredetijének és
harom kiilénb6z6 kozépkori eurdpai forditasanak kiilonbozd generativ nyelvmo-
dellekkel késziilt angol nyelvii gépi forditdsai mennyire jol kozelitenek az arab mii
kritikai kiadasaban (Spink és Lewis, 1973) kozolt, tudoméanyos igénnyel késziilt
angol nyelvi referenciaforditashoz. A Sebészet harom konyvon beliil 200 fejezet-
bal all. A terjedelem szovegszavakban mérve nyelvenként eltérs, we -w szerint:
arab 59873, latin 75582, francia 77120, okcitan 99528, angol 91283. A tokenszam
egy taldlomra kivalasztott tokenizalé (a Google Gemma 2 9b-é) szerint: arab
126002, latin 145723, francia 122661, okcitan 154918, angol 110222.

Albucasis tankdnyve klasszikus arab nyelven irédott. Ez a 9. szézad sorén
nyelvtan- és szotarirok altal kanonizalt, onnantél kezdve az iszlam szent nyel-
veként valtozatlan formaban fennmaradt nyelv mind szintaxisdban, mind mor-
fologiajaban igen kozel all a 19. szézadban kialakult modern arab kdznyelvhez,
amely Osszarab miiveltségi nyelvként funkcional napjainkig.

Az arab eredeti mellett a md 1200 koril keletkezett latin, 13. szézadi 6fran-
cia és 14. szazadi 6okcitan nyelvii forditasat dolgoztuk fel. Albucasis mas teljes
kozépkori forditasa nem ismert. Ugyan a mi forditasainak széveghagyomanyat
még nem tarta fel a kutatés, a szakirodalom (pl. Trotter, 1999, Green, 2011)
feltételezi, hogy mind az 6francia, mind az 6okcitan valtozat nem kozvetleniil az
arab eredetin, hanem a latin forditason alapul.

A latin forditas t6bb mint 20 mésolatban kozépkori kéziratként maig fenn-
maradt (ennek részleteirdl lasd Green, 2011), kritikai kiadésa nem késziilt. Latin
elektronikus szdvegként egy 1532-es nyomtatvany alapjan a wiirzburgi egyete-
men Irina Galynina altal készitett XML-dokumentumot hasznaltunk. Az 6fran-
cia forditéas kritikai kiadasa Trotter (2005), ezen alapul a francia kézépkori kor-
pusz (BFM) szamara Alexei Lavrentiev altal készitett XML-valtozat, amelyet
hasznaltunk. Az 6okcitan forditasnak tobb kritikai kiadéasa is késziilt, ezek ko-
ziil a legpontosabb a szakma véleménye szerint Elsheikh (1992). Az ez alapjan
P.T. Ricketts altal készitett, majd Dominique Billy altal TEI formatumra hozott
XML-t hasznéltuk a feldolgozés sordn. Az arab eredeti mar emlitett kritikai ki-
adasa alapjan szintén Wiirzburgban Samer Alsaj és Azzam Hasan altal készitett
XML-valtozattal dolgoztunk.

Amint mar emlitettiik, referenciaforditasként az arab mii kritikai kiadasaban
(Spink és Lewis, 1973) szerepl angol forditast hasznaltuk. E valtozatokon kiviil
tudunk még az arab eredetinek egy 18. szazadi tudoményos latin, egy 19. szédzad
végi modern francia, valamint egy, az 1980-as években késziilt filologiai orosz
forditasarol, azonban ezeket nem hasznéltuk.
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4. Modszer

4.1. Elsfeldolgozas

A négy kozépkori nyelv esetében az emlitett XML-dokumentumokbol indultunk
ki. A referenciaforditasként hasznalt Spink és Lewis-féle angol nyelvi forditasnak
nem rendelkeztiink digitalizalt valtozataval, ezért ezt magunk készitettiik el: A
kritikai kiadas PDF-véltozatabol a PyMuPDF (https://github.com/pymupdf/
PyMuPDF) szoftver segitségével kinyertiik az angol nyelvi oldalak meglévé OCR-
szovegét, automatikusan eltavolitottuk a labjegyzeteket, oldalszamokat, végiil
részben automatizaltan, részben kézzel olyan XML-szerkezetet alakitottunk ki
a szovegben, amely pontosan tiikrozte az arab valtozatnak megfelels fejezetegy-
ségeket. Ugyanezen fejezetek az okcitan kéziratban (és az XML-ben) cimmel és
fejezetszammal jel6lve voltak, azonban a dokumentum nem volt ezek mentén
XML-elemekre tagolva, igy ezeket hozza kellett adni. A francia XML ugyan mér
tartalmazott fejezetelemeket, ezek szamozésa és hatarai azonban eltértek a masik
harom nyelvi valtozat egységes szerkezetétsl, ezért ezeket kézzel hozzaigazitot-
tuk az utoébbiakhoz. Végeredményként azonos szerkezet, azonos moédon tagolt,
fejezetszinten illesztett XML-eket kaptunk.

Az elsfeldolgozas kovetkezd lépése a mondatokra tagolas volt. A meglévd
XML-dokumentumok mondatelemeket nem tartalmaztak. A bekezdéselemeket
a négy indoeurépai nyelv esetében az XML-ben szerepl kézpontozas alapjan a
SpaCy angol, illetve (a harom maésik nyelvben) tobbnyelvi modelljével bontot-
tuk automatikusan mondatokra. Az 6francia kritikai kiadasban annyira hosszi,
esetenként oldalnyi egységek voltak mondatvégi ponttal jellve, hogy itt a SpaCy
tagolasa nem volt elegendd, igy az utdbbival kapott ,mondatokat” tovibb bon-
tottuk a kett&spontok és pontosvesszék mentén. Az arab kritikai kiadas és XML
nem tartalmazott mondatvégi kézpontozast, igy ott ugyanez nem volt jarhatoé.
Kiilonb6z6 megoldasokkal probalkoztunk, tébbek kézott azzal, hogy LLM-ekkel
illessziik a Spink és Lewis-féle, mar mondatokra tagolt forditdshoz az arab szo-
veget, illetve tagoltassuk mondategységekre a bekezdéseket, de végil kézi fel-
dolgozas mellett dontottiink. Az XML-t arab anyanyelvii munkatarsunk, Esra’
Abdelzaher bontotta a klasszikus arab hagyoméany értelmében mondatnak mi-
nésiils egységekre. Amint utolag kideriilt, ez olyan sajatos egységekhez vezetett,
amelyekben a mondat- és tagmondathatarok sok esetben markansan eltértek az
indoeurdpai nyelvek megfelel§ mondatainak tagolasatol, igy azokra sokszor nem
illeszkedtek pontosan.

A mondattagolas nyoman az angolban 3486, az arabban 2343, a latinban
4055, a francidaban 3621, az okcitdnban 3097 mondategységet kaptunk.

4.2. Mondatszinti illesztés

A négy torténelmi széveget mondatszinten automatikusan az angol referencia-
forditashoz illesztettiik fejezetenként haladva. Ehhez a SentAlign alkalmazast
hasznaltuk (Steingrimsson és mtsai, 2023). Mivel nem lehettiink biztosak abban,
hogy a SentAlign altal hasznalt tobbnyelvii mondatbeagyazas-modell elég jol tud
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a négy torténelmi nyelven ahhoz, hogy sikeresen illeszteni tudja a szévegeket,
el6bb a torténelmi szévegeket egy tetszdleges nagy kereskedelmi nyelvmodellel
(torténetesen kényelmi okokbol arab: Gemini Pro; latin, okcitdn: GPT-4o; fran-
cia: Claude Sonnet) szigortian mondategységenként lefordittattuk angolra, majd
az igy kapott, el6zetes ellendrzésiink alapjan altalunk jo6 mindségtinek itélt gépi
forditést illesztettiik a szintén angol referencidhoz. A SentAlign futdsa mintegy
3 percet vett igénybe nyelvparonként. Ugyan kivalé mindségi illesztéseket ho-
zott 1étre, mindemellett minden nyelvpar esetében illesztetleniil hagyott olyan
mondatokat, amelyek ténylegesen valamelyik oldalon 3-nal vagy 4-nél t6bb mon-
dategységet tartalmazo 1:n vagy m:n biszegmenst alkottak. Ezért minden nyelv-
par esetében az illesztéshez hasznalt angol gépi forditast és a referenciaforditéast
Osszevetve ellendriztiik az Gsszes illesztetlen mondategységet, és sziikség esetén
kézzel javitottuk az illesztést.

Az illesztés nyoman az arab-angol parra 2173, a latinra 2881, a franciara
2517, az okcitanra 2806 biszegmenst kaptunk.

4.3. A gépi forditashoz hasznalt modellek

A 1. tablazatban felsorolt modelleket értékeltiik ki.

Modell neve Parameéterek szama (mrd.) |Ingyenes?
Aya 23 8 és 35 +
Aya Expanse 8 +
Claude 3.5 Sonnet ismeretlen -
Command R 35 +
Gemini 1.5 Flash 8b, Flash, Pro |8, illetve ismeretlen -
Gemma, 9 -+
Gemma, 2 9 és 27 +
Granite 3 Dense 2és 8 +
GPT-40 (ChatGPT) ismeretlen -
Llama 3 8 és 70 +
Llama 3.1 8 +
Llama 3.2 3 +
Mistral 7 +
Mistral-Nemo 12 +
Mistral-Small 22 +
Mixtral 8x 7 +
Nemotron-Mini 4 +
Phi-3 3,8 és 14 +
Phi-3.5 3,8 +
Qwen2 7 +
Qwen2.5 7,14 és 32 +

1. tablazat. Kiértékelt modellek
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Mindharom fontos kereskedelmi modell nagy valtozata (Claude 3.5 Sonnet,
Gemini 1.5 Pro, ChatGPT GPT-40) mellett szamos kiilonb6z6 méretd modellt
vizsgaltunk, amelyek az Ollama alkalmazassal (https://ollama.com/) kénnyedén
telepithet&ek és futtathatoak GPU-val (grafikus processzorral) felszerelt személyi
szamitogépeken. Az altalunk tesztelt modellek mai mércével mérve tébbnyire a
kis-kdzepes méretkategoridba tartoznak, a legkisebbek (2-4 milliard paraméter)
pedig kifejezetten tn. kis nyelvmodellnek (SLM) mindsiilnek.

A ChatGPT és a Claude esetében a forrasnyelvi szovegrészeket az ingyenes,
bongészében elérhets felilleten adtuk at a modelleknek, azokat kézzel a cseve-
gémezébe mésolva, majd a generalt forditast a bongészébsl egy szoveges do-
kumentumba maéasoltuk. A Geminit a Google API-n keresztiil, ingyenes Google
Cloud kreditekkel fizetve hasznaltunk. Minden més modellt az Ollama alkalma-
zassal futtattunk részben lokalis asztali szamitégépeken, részben a HUN-REN
felh6ben rendelkezésiinkre allo két V100 GPU-s virtuélis gépen.

A 70 milliard paraméteres Llama 3 kivételével minden ingyenes modellt az
Ollama modellkényvtarban alapértelmezett 4 bites kvantalt valtozatban (Q4_0)
hasznaltuk, ezen beliil az utasitaskovetésre hangolt (instruct) valtozatban. Né-
hany talalomra kivalasztott modell esetében kiértékeltiik probaképpen a 8 bites
kvantalt és a teljes 16 bites lebeg6pontos (fp16) valtozatot is, de miutan sem-
milyen eltérést nem tapasztaltunk a forditasok mindségében a 4 bites kvantalt
modellekhez képest, az utobbiakkal vittiik végig a vizsgalatot.

A kiértékelt modellek kivalasztasa tekintetében donté szempontnak tekintet-
tiik, hogy ezek futtatdsahoz ne legyen sziikség szuperszamitogépes kornyezetre,
hanem egy viszonylag olcs6, néhény szaz eurts kereskedelmi grafikus kartyan
is miikodjenek. Ezek korében tipikus RAM-felszereltségek a kovetkezs modellek
paraméterszami modellek, 12 GB GPU-memoriaval a 14 milliardig terjedSek, 24
GB-tal (két darab 12 GB-os grafikus kartyaval felszerelt PC-n) a 32 millidrdig
terjedGek futtathatoak. A 70 millidrd paraméteres Llama 3 modell csak legfeljebb
2 bites kvantalt valtozatban fut az altalunk vizsgalt legnagyobb grafikus memo-
riaval (32 GB) rendelkez konfiguracion, igy azt teszteltiik. (Szamunkra tokéle-
tesen lényegtelen, hogy e modell 4 bites kvantalt valtozata milyen teljesitményt
nyujtott volna, ugyanis annak hasznéalatdhoz b6 40 GB GPU-memoériara lenne
sziikség, ami lokélis hardveren gyakorlatilag elérhetetlen.) Az ennél nagyobb mo-
dellek, pl. a 72b-s Qwen2 legkisebb kvantalt valtozata sem futott 32 GB-on, igy
a 70b-nél nagyobb modelleket egyaltalan nem vizsgaltuk. Ugyan az Ollama ugy
is képes futtatni nyelvmodelleket, hogy a modell nem fér el teljes mértékben a
GPU-RAM-ban, és ilyen esetekben részben CPU-n, részben GPU-n futtatja a
modellt, annak ateresztéképessége olyan drasztikusan csokken, hogy praktiku-
san nem hasznalhatéak. Albucasis Sebészet-ének egy teljes forditasa 100%-ban
GPU-n modelltdl és hardvertdl fiiggéen tipikusan 1-4 6rat vesz igénybe.

A modellek kiértékelésére altalanosan hasznalt sztenderd szemantikai, ma-
tematikai stb. benchmarkokon (pl. MMLU, Hendrycks és mtsai, 2021a; GPQA,
Rein és mtsai, 2023; HellaSwag, Zellers és mtsai, 2019; Winogrande, Sakaguchi
és mtsai, 2021; MATH, Hendrycks és mtsai, 2021b stb. stb.) az az altalanos ta-
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pasztalat és gyakorlat (v6. pl. Zhao és mtsai, 2024, Yang és mtsai, 2024), hogy
a hasonlé méretd modellek egymassal tudnak versenyezni, és a joval nagyobb
modellek (pl. 14 millidrd szemben a 8 paraméterrel) mért teljesitménye vilago-
san feliilmilja a kisebbekét. El6zetesen azt vartuk, hogy ez a kozépkori nyelvek
feldolgozésara is érvényes lesz.

Az ingyenesen hasznélhat6 modellek egy részét kifejezetten tobbnyelviiként
hirdetik a készitdik, ilyen az Aya (23 nyelv), a Qwen 2 (29), a Qwen 2.5 (konkrét
szam nélkiil, tobbek kozott arab és francia), a Llama 3 csalad (30), a Mixtral
(5, tobbek kozott francia, olasz, spanyol), a Command R (,t6bb mint 10”). A
tobbi modell feltehetdleg erdteljesen angol kézpontu tanitéanyagon alapul. Fel-
tételeztiik, hogy a dedikaltan tébbnyelvii modellek jelent&sen jobban teljesitenek
a tobbihez képest.

Amint latni fogjuk, az emlitett elézetes varakozasok egyikét sem igazoltak
végiil a mérések.

4.4. Promptolas

Mind a négy nyelvhez egy-egy angol nyelvii kezdé promptban &sszefoglaltuk a
feladatot: Albucasis kozépkori sebészeti tankonyvének, illetve latin stb. nyelvii
forditasanak mondatait kell leforditani angolra. A modellnek a megadott szo-
veg forditasaval kell valaszolnia, semmi mést ne flizzon hozza. Az ofrancia és
ookcitan forditas kezdd promptja ezenkiviil egy 4-shot példat is tartalmazott,
tehat négy-négy ofrancia, illetve dokcitdn mondatot, valamint mindegyik mon-
dat utan annak egy tetszéleges kereskedelmi LLM-mel (torténetesen a GPT-4o-
val) készitett jo mindségi angol forditasat. A kezds promptot kéveten a fordi-
tand6 mondategységeket egyenként adtuk 4t az Ollama Python-kényvtaraval a
nyelvmodellnek, valaszként egysoros forditast vartunk. Ha nem egyetlen sorral
valaszolt, a kontextust Gjra atadtuk legfeljebb hdrom alkalommal, majd ha még
ezutan sem kaptunk egysoros valaszt, a kapott valasz els§ sorat tekintettiik a
modell altal adott forditasnak. Ilyen esetekben, valamint akkor, ha a csevegés
elézményei (tehat a felhasznéalo és a modell  hozzaszolasal” paronként egymas
utan) hossztusaga meghaladta az 1000 tokent az adott nyelvmodell tokenizalo-
ja szerint, lenullaztuk a kontextust, és ujbol a kezdé prompttal, majd a soron
kovetkezs forditandé mondattal inditottuk a beszélgetést.

A Gemini modellek promptolasa ettsl az Ollaméaétol eltérs API miatt kii-
16nbozott, ott az instrukcidkat rendszerpromptként adtuk at, kontextusként ezt
kovette a megel6z6 6t felhasznalo—modell hozzajaruldspar, majd ezt zarta a ko-
vetkez§ forditand6 mondat.

A ChatGPT-nek és a Claude-nak egy a fentiekhez hasonld bevezets instrukeio
utan kb. 3000-4000 karakternyi részt adtunk at egyszerre, ami tipikusan egy-egy
fejezetnek felelt meg. Soronkénti forditést kértiink, utélag a kimenet sorainak
szamat ellendriztiik, és ha nem egyezett a bemenetével, Gjra dtadtuk ugyanazokat
a sorokat forditasra. A ChatGPT esetében két, a Claude esetében minden egyes
ilyen szakasz forditasa utén aj chatet kezdtiink. A ChatGPT és Claude esetében
eltekintettiink az API hasznalatatol, mert ez pénzbe keriilt volna, és a Google-lel
ellentétben ezek a cégek nem adtak hasznélhaté mennyiségt ingyen kreditet.
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4.5. Kiértékelés

A harom nagy kereskedelmi nyelvmodellel minden kozépkori szoveg (arab, la-
tin, 6francia, 6okcitan) minden mondatéhoz egy-egy angol forditast generaltunk,
majd az illesztett biszegmensek minéségét Gsszesitve értékeltiik ki.

Az 6okcitanhoz minden egyéb modellel 10-10 gépi forditast generdltunk a
teljes szovegre, majd minden ilyen forditast kiilon-kiilon kiértékeltiik, hogy meg-
allapitsuk, mekkora szoras tapasztalhato az eredményekben. Azt talaltuk, hogy
modellenként a 10 forditas kozott nem volt tapasztalhatoé érdemi eltérés, pl. a
BLEU-értékek kozott mindossze 0,2-0,3 pontnyi kiilonbség jelentkezett, mig a
kiilonb6z6 modellek forditasai kozott szignifikins és nagy mértéki eltéréseket
talaltunk. Kovetkezésképpen nem lett volna haszna a tovabbi nyelvekhez is 10-
10 forditast generalnunk, ezért azokbdl csak 3-3 teljes forditas késziilt.

A modellek altal elgallitott kimenetek utdfeldolgozésara szandékosan nem
tettliink kisérletet sem. Megfigyeltiink ugyan példaul olyan anomaélidkat, hogy
egyes modellek kéretleniil emojikat, diszité elemeket, szogletes zardjelbe tett
kommentarokat és hasonlokat tettek a valaszukba, és ezek egy részét kénnyedén
eltavolithattuk volna. Ettél eltekintettiink annak érdekében, hogy az értékelés
soran kapott pontszamok azt is tiikrozzék, ha egy modell rendszeresen oda nem
tartozo szemetet tett a forditasba. A kapott pontszamok igy nemcsak a modell
forditasi képességét, hanem egyszersmind utasitaskdvetését is jellemzik.

A gépi forditasok és a referenciaforditas mondategységei alkotta biszegmense-
ket szamos kiilonbo6zé forditasmingség-metrika alapjan értékeltiik. A SacreBLEU
(Post, 2018) szoftverrel BLEU pontszamot, emellett egyéb szoftverekkel a fordi-
tasok NIST (Doddington, 2002), METEOR (Banerjee és Lavie, 2005), ROUGE
(Lin, 2004), valamint BLEURT (Sellam és mtsai, 2020, Pu és mtsai, 2021) és
BERTScore (Zhang és mtsai, 2020) pontszamat szamoltattuk ki. A két utobbi
BERT (illetve tagabban encodermodell) alapt, a szemantikai egyezést szamsze-
risiteni probalé mérdszam, mig a tobbi széunigramoknak és -bigramoknak a gépi
forditas (hipotézis) és a referencia kozotti egyezését, valamint relativ elhelyezke-
dését méri. A nagyszamu metrika mellett azért dontottiink, mert latni akartuk,
hogy azonos médon rangsoroljak-e a kiilonboz6 modellek kimenetét.

A vizsgalatunkhoz felhasznalt valamennyi anyagot és szoftvert nyilvanos re-
pozitériumban tettiik elérhetévé: https://gitlab.hadw-bw.de/gpetho/albuc_
translate. Ez az anyag a jovGben 1j modellek kiadésa utan konnyedén felhasz-
nalhato lesz azoknak az altalunk vizsgalt négy kozépkori nyelven térténd benc-
hmarkolasara.

5. Eredmények

A kiértékelések eredményét az 1. abra 6sszegzi. Minden kék vonal atlagosan 20-30
ora, minden mas szini vonal kb. 5-10 6ra GPU-id6 aran elGallitott gépi forditast
jellemez. A harom altalunk kiszdmitott ROUGE pontszam koziil csak a bigra-
mok egyezését mér§ ROUGE-2-ét kozoljiik, mivel a ROUGE-1 és a ROUGE-L
diagramjai egymassal majdnem pontosan egyeztek, valamint a modellek kdzotti

145



XXI. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2025. februér 6-7.

kiilonbségek ezeken kevésbé egyértelmiien rajzolodtak ki. A kiilonb6z8 metrikak-
kal kapott szamokbdl egyezd tendencidk olvashatoak le.

A 4 millidard paraméterig terjeds tipikus SLM-ek koziil a Granite3 és a Lla-
ma 3.2 latvanyosan feliilmilja a naluk joval nagyobb Nemotron-Mini és Phi-3
modelleket, de ezzel egyiitt is gyengék a kis-kdzepes modellekhez mérten.

A 7-9 millidard paraméter kozotti modellek teszik ki a teljes mezény kb. fe-
lét. Itt négy olyan part is talalunk, amelyeket egy modell és frissitett valtozata
alkotnak. Mig a Llama 3 és a Llama 3.1, illetve az Aya és az Aya Expanse telje-
sitménye kozott minimaélis eltérést tapasztalunk, a Gemma 2 a Gemmaéval, illetve
a Qwen2.5 a Qwen2-vel szemben drasztikusan jobb lett mind a négy nyelvben,
pedig ezek kiadasa k6zott minddssze 3-4 honap telt el. Feltting a Gemini 1.5
Flash-8b teljesitménye, amely ugyan a Google altal a Gemma modellek elne-
vezésében kovetett gyakorlattal 0sszhangban valojaban szinte biztosan nem 8§,
hanem 9 milliard paramétert tartalmaz, de ezzel egyiitt is nemcsak a sajat mé-

e 0.

ingyenes modelleket is feliilmulja a nyelvek tobbségében.

A 10 milliard paraméter feletti kategoriaban a legfeltiinébb a hatalmas Lla-
ma 3 70b-nek még a tizedakkora modellekkel képest is igen gyenge szereplése.
Az egyetlen vizsgalt mixture-of-experts modell, a Mixtral 8x7b teljesitménye is
kiabrandit6. A nagy Phi-3 modell — SLM testvéreihez hasonléan — gyakorlati-
lag hasznalhatatlan, a kis-kdzepes méretii modellekhez képest is joval gyengébb
teljesitményt nyujtott. A 12 GB-os GPU-n kényelmesen futd, hasonlé méretii
Mistral-Nemo és Qwen2.5 14b nagyjabol fej fej mellett, viszonylag jol teljesit,
bar utobbi kovetkezetesen minimalisan jobb az el6bbinél, kivéve az arab feldol-
gozasaban, ahol jelent&sen jobb. A 20 és 40 milliard paraméter k6zotti modellek
altalaban minimé&lisan jobb eredményeket adtak az el6bbiekhez képest.

A harom nagy kereskedelmi nyelvmodell 6sszességében hasonlé teljesitményt
nyujtott. Az arab és az 6francia forditdasaban a Gemini, a latinban és az 6okcitan-
ban a GPT-4o teljesitett legjobban. A két magas eréforrasi nyelv tekintetében
a legjobb ingyenes modellek pontszamai megkozelitik, esetenként (vo6. GPT-4o
arab) felil is muljak a kereskedelmi LLM-ek eredményeit. Ugyanakkor az adott
nyelvben legsikeresebb LLM latvanyosan pontosabban forditott, mint a legsike-
resebb ingyenes modell (arab: Qwen2.5 32b és Gemini 1.5; latin: Mistral-Small
és GPT-40). Az alacsony erdforrasa nyelvek tekintetében minden kereskedelmi
modell messze felillmulta a legsikeresebb ingyenes modellt (Qwen2.5 32b).

Fontos hangsulyozni, hogy a referenciafordités az arab eredeti alapjan késziilt,
igy torvényszertien azt tiikrozi a legpontosabban. A latin forditas viszonylag pon-
tos, bar a fordit6 egyes arab kifejezéseket, amelyeknek nem volt kézenfekvs latin
megfelelGje, esetleg amelyeket nem értett, meghagyott latin bettikre atirt arab
szavakként (vo. Trotter, 1999, 360-361), valamint azonosithatéak kihagyéasok és
félreértések is (i.m. 364). Az 6okcitan és az ofrancia ezeket a rontasokat atvette,
azonban ettdl eltekintve az 6okcitan szdveg joval pontosabban megfeleltethetd
az arab eredetinek, mint az 6francia. Az utébbi forditoja feltiinGen sok helyen
pontatlanul dolgozott, sok részt kihagyott, leegyszertisitett. Mindebbdl kévetke-
zik, hogy idealis forditasminGség mellett az arab alapjan késziilt forditasnak kell
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legkdzelebb allnia a referencidhoz, ezt kell kévetnie a latinnak, az éokcitdnnak,
majd jelentésen lemaradva az o6francidnak. Az elméletileg lehetséges optimalis
forditasok kozotti viszonyt legpontosabban a Gemini BLEU eredményei tiikro-
zik, illetve a sikeresebb modellek ROUGE értékei.

Az eredmények ugyanakkor semmit nem arulnak el arrol, hogy a gépi fordi-
tasok abszolut értelemben mennyire jok, igy példaul egy 15-6s BLEU-t mutato
latinbdl késziilt forditds mennyire pontos és érthets. Ugyan szisztematikus kva-
litativ elemzést nem végeztiink, sziréprobaszertien nyelvenként 100-200 biszeg-
menst ellendriztiink, és azt talaltuk, hogy a kereskedelmi LLM-ek forditasmi-
nésége minden kozépkori nyelvre jol hasznalhato, nem marad el jelentGsen egy
emberi forditotol elvarhaté mingségtsl. A 10 alatti BLEU-t mutato forditéasok
ellenben Gsszességében hasznalhatatlanok voltak.

6. (")sszegzés

Eredményeink azt mutatjak, hogy kozépkori latin és arab nyelvi szévegek sza-
mitogépes nyelvészeti feldolgozasaban jol hasznélhatoak a megfizetheté GPU-val
felszerelt asztali szamitogépen is futtathato kozepes méretd nyelvmodellek, igy
ezek feltehetdleg jol finomhangolhatoak lennének példaul cimkézési feladatok-
ra. Ugyanakkor tekintettel arra, hogy a Google altal adott 300 dollar ingyen
kreditbdl a torténelmi korpuszokhoz képest igen nagy mennyiségl kimenet ge-
neralhaté a Gemini 1.5 Flash modellel, ennek hasznalata észszerid alternativaja
lehet az ingyenes modelleknek nyelvtorténeti NLP-alkalmazasok fejlesztésekor.

Az alacsony eréforrasu kozépkori nyelvek feldolgozasa terén ugyanakkor az
ingyenes modellek nem tudnak versenyezni a kereskedelmi LLM-ekkel. A 10 mil-
lidrd paraméternél kisebb modellek egyértelmtien nem alkalmasak ezek értelme-
zésére. Az ugyanakkor nem deriil ki egyértelmtien az értékekbdl, hogy az ezeknél
vilagosan jobban fordité koézepes méretd Qwen2.5 és Mistral modellek megfelel
finomhangoléassal alkalmassa tehetSk-e példaul 6okcitan szévegek j6 minGségl
szofaji cimkézésére, amire elGzetes kisérleteink alapjan a GPT-4o zero-shot ala-
pon, finomhangolés nélkiil is képes.

Ko6szonetnyilvanitas

Koszonjiik Esra’ Abdelzaher intenziv kézremiikodését az arab szévegvaltozat els-
feldolgozéasaban, ezen beliil kiilénosen az arab XML altalunk hasznalt moédositott
verzidjanak kialakitdsdban. Christina Hodeib szintén hasznos megjegyzésekkel
segitette az arab valtozat feldolgozasat.

Halasak vagyunk a Nyelvtudoméanyi Kutatokozpont Lexikai Tudasreprezen-
tacio Kutatocsoportjanak, hogy dijmentesen engedélyezte szamunkra a rendel-
kezésére allo GPU-s szamitasi kapacitas hasznalatat e kutatas keretében.

A Lexikai tuddsreprezentdcio és a Harmadik generdcids szekvendldsi adatok
bioinformatikai elemzése projektek nevében koszonetet mondunk a HUN-REN
Cloud (lasd: Héder és mtsai, 2022; https://science-cloud.hu/) hasznalataért, ami
hozzajarult a publikilt eredmények eléréséhez.
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