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Kivonat Az utébbi hénapokban a nagyméretd nyelvi modellek fejlesz-
tése felgyorsult, ahogy egyre tobb technologiai vallalat torekszik kiilon-
b6z6 nyelvi feldolgozasi feladatok megoldasara alkalmas modellek 1étre-
hozaséara. Ebben a cikkben bemutatunk egy magyar nyelvre optimalizalt,
Llama-2 alapt modellt, amely folytatélagos el6tanitast és utasitaskovetd
finomhangolast alkalmaz a magyar nyelvi sajatossagok figyelembevéte-
lével. A modell finomhangolasdhoz egy 66 000 angol és 15 000 magyar
promptot tartalmazé adatbazist hasznéaltunk, igy a modell képes lett
magyar nyelvii utasitdsok pontos kovetésére is. Az igy létrejott modell
kiilénb6z6 hazai benchmarkokon — kéztiik a HuCOLA, HuSST és HuRTE
teszteken — kimagaslo teljesitményt nyujtott, azero shot tesztek soréan a
HuCOLA teszten 66,98%-0s, a HuSST teszten 70,06%-0s, mig a HuRTE
teszten 74,54%-0s pontossagot ért el, ami feliillmilja a korabbi modelle-
ket.

A kvantitativ eredmények mellett kvalitativ elemzéseket is végeztiink a
modell teljesitményének mélyebb megértése érdekében. A modell magas
szintl kontextuskezel§ képességét példaul egy hosszu szévegkornyezetben
végzett keresési feladattal értékeltiik, mig a stilusérzékenységét kiillonbo-
z6 nyelvi regiszterekben tett probakkal vizsgaltuk. Eredményeink alata-
masztjak, hogy a transzfertanulas révén a modell jelentds tudast képes
4tvenni més nyelvekbdl is, javitva a magyar nyelvi teljesitményét.
Kulcsszavak: PULI modellek, nagy nyelvi modell, utasitaskoveté mo-
dell, Llama-2, el6tanités, folytatolagos elGtanitas, finomhangolas

1. Bevezetés

Az elmult honapokban a nagyméretd nyelvi modellek rendkiviil nagy figyelmet
kaptak. Mingségiik naprél napra fejlédik és egyre t6bb helyen elkezdték Gket in-
tegralni a munkafolyamatokba. A nagyvallalatok meglattak a benniik rejls lehe-
tséget és kialakult egy verseny a nagy nyelvmodellek tanitasaban. Céljuk, hogy
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olyan alapmodelleket hozzanak létre, amelyek jo alapot adhatnak egy ChatGPT-
hez hasonlé alkalmazas létrehozésara. A versenyben komoly konkurensek létez-
nek (Google, Microsoft, Mistral AI', AI-PRO?), de az egyik kiemelkeds vallalat
a Meta?3, amely a Llama modelljeit szabad felhasznalast licenccel publikalja. Ez
lehet&séget biztosit egy ujfajta modelltanitasi iranyhoz, hogy egy jol elGtanitott
nyelvmodellt adaptaljunk egy doménspecifikus tudésra, vagy egy maésik nyelv-
re. Az igy folytatolagosan elGtanitott nyelvmodellek képesek a korabbi tudéasukat
transzferalni az Gj nyelvre és az igy késziilt 1j modell az 0 nyelv elsajatitasa mel-
lett képes megdrizni a korabbi feladatmegoldd képességeit is. Ezzel a modszerrel
az 1j nyelven akar kevesebb adattal is tanithato egy olyan modell, amelynek jobb
a minGsége, mint a tobb adaton, de nullarél tanitott modelleknek.

Magyar nyelvre vonatkozoan eddig csak nullarol betanitott nagyméreti nyel-
vi modellek &llnak rendelkezésre. Ezek ko6zé tartoznak a PULI modell csalad
tagjai, mint példaul az egynyelvi, 6,7 millisrd paraméteres PULI 3SX (Yang
és mtsai, 2023a), valamint a haromnyelvii (magyar-angol-kinai) 7,7 milliard pa-
raméteres PULI Trio (Yang és mtsai, 2023b). Tovabba elérhetd még az angol-
magyar kétnyelvd, 6,7 milliard paraméteres HILANCO-GPTX modell is.

Kutatasunkban egy 7 millidrdos Llama 2 modellt tanitottunk tovabb ma-
gyar nyelvre, majd finomhangoltuk utasitaskovetésre. Az igy elkésziilt modell
szignifikansan feliilmilta az eddigi PULI modelleket.

Jelenlegi utasitaskovetd modelliink tesztelhetd a demooldalunkon®. A foly-
tatolagosan elGtanitott nagymérett nyelvi modelliink elérhet6 a Hugging Face
oldalunkon®.

2. Kapcsol6dé irodalom

A generativ nagy nyelvi modellek el6tti nyelvmodellekkel — mint BERT, Ro-
BERTa — is voltak mar folytatolagos elgtanasi kisérletek. Azokat utétanitasnak
hivtak (post-training), és nagyrészt doménadaptalasi céllal késziiltek (Xu és mt-
sai, 2019; Ke és mtsai, 2022, 2023).

Az utobbi honapokban a folytatolagos elGtanitas 0j értelmet nyert az olyan
modelleknek készonhetSen, mint a Llama modellek (Touvron és mtsai, 2023a,b),
amelyek magas mingséget képviselnek és a megenged§ licenciiknek kdszonhetGen
rendkiviil elterjedtek mind a kutatok, mind a vallalatok korében. Ezek a modellek
annyira magas mingségtiek, hogy kénnyen lehet belgliik akar finomhangolassal,
akar tovabbi el6tanitéssal nagyon jo mindségi célalkalmazéasokat tanitani.

A mi modelliink megjelenésének egyidében jelentek meg a SambaNova Sys-
tems’ &ltal tanitott SambaLingo modellek (Csaki és mtsai, 2024). Gyakorlatilag

! https://mistral.ai

2 https://ai-pro.org

3 https://about.meta.com

* https://hilanco.github.io

5 https://puli.nytud.hu

5 https:/ /huggingface.co/NYTK
" https://sambanova.ai
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ugyanugy folytatolagos elGtanitéssal tovabb tanitottdk a Llama 2 modelleket més
nyelvekre, koztitk magyar nyelvre is. Ok két mérettel is kisérleteztek, a 7 és a
70 millidrd paraméteres modellekkel. A magyar nyelvii kutatasukban tébb mint
60 milliard magyar szavas korpusszal tanitottdk tovabb és az angol-kozpontisag
probléméjara reflektalva a szotar 10%-at lecserélték olyan tokenekre, amelyek
magyar szoelemeket is tartalmaznak. Tovabba az effektiv tanulds érdekében a
tanitoadat 75%-a magyar és 25%-a angol (Csaki és mtsai, 2023).

Alves és mtsai (2024) folytatolagos eldtanitassal hoztak létre jobb mindségi
gépi fordito alapmodellt. Kutatasukban egy Llama 2 modellt tovabb elGtanitot-
tak egynyelvi és parhuzamos korpuszon, majd azutan végeztek utasitaskovetd
finomhangoléast gépi forditésra.

3. Korpusz

Kutatasunk soran a Together Al altal készitett LLaMA-2-7B-32K® modellt tani-
tottuk tovabb magyar nyelvre. Ehhez a feladathoz a PULI Trio modell tanitasé-
hoz hasznalt korpusz (Yang és mtsai, 2023b) hossztt dokumentumait hasznaltuk
fel. Csak azokat a dokumentumokat tartottuk meg, amelyek meghaladjak az 5000
szot. A korpusz f6bb jellemzsi az 1. tablazatban talalhatok.

Dokumentum Szo6|Atlagos dokumentum hossza

atlag / median (sz6)

PULI hossza 763,704|7,902,519,115 10 823,38 / 7 149
Long Context QA 88,957(1,009,562,704 11 348.88 / 11 274
BookSum 9,600, 42,339,698 4,410.39 / 3 265.5

1. tablazat. Az elStanitasra hasznalt korpuszok f6bb tulajdonsagai

A tanitas sordn, hogy a modell ne felejtse el az angol tudasat, beépitettiik
az eredeti finomhangolasi korpuszokat®, amelyeket a Together AI hasznalt a
LLaMA-2-7B-32K modell betanitasdhoz:

— Long Context QA: Natural Questions korpuszbol (Kwiatkowski és mtsai,
2019) szarmazd tobb szovegrészbdl (Multi-passage QA) allo kérdés-valasz
alkorpusz.

— BookSum (Kryscinski és mtsai, 2022): Konyvosszefoglalo korpusz, amelyben
hosszu szovegek és ahhoz tartozd szovegisszefoglalok talalhatoak.

Az 1. tablazatban lathatok a korpuszok statisztikai.

Az utasitaskovets finomhangolashoz ugyanazt a korpuszt hasznaltuk, mint
Yang és mtsai (2024a) a kutatasukban, annyi modositassal, hogy nem kevertiink
bele kinai promptokat. A korpusz az alabbi f6bb tulajdonsiagokkal rendelkezik:

8 https://huggingface.co/togethercomputer/LLaMA-2-7B-32K
9 https://huggingface.co/datasets/togethercomputer/Long-Data-Collections
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— 15 064 magyar prompt: Vegyesen benne van a magyar nyelvre forditott Stan-
ford Alpaca (Yang és mtsai, 2024b), szintetikusan elgallitott promptok, Hu-
LU benchmarkokbol generalt promptok, felhasznalok altal feltett kérdések
és nyilvanos adatbézisokbol gytijtott kérdés valaszok.

— 66 771 angol prompt: angol Stanford Alpaca (Taori és mtsai, 2023) és Dolly (Con-
over és mtsai, 2023) korpusz.

4. Kisérletek és mérések

4.1. Folytatolagos elGtanitas

A kutatasunk {6 célja, hogy a Llama-2 modellt folytatolagos elGtanitassal tovabb-
tanitsuk és adaptaljuk a magyar nyelvre. Az eredeti Llama-2 modell bemeneti
kontextushossza 4096 token volt. Gyakorlati tapasztalataink alapjan ez a kon-
textusablak gyakran nem elegendd, bizonyos feladattipusok igénylik a hosszabb
bemeneti kontextusablakot. Ilyen feladat lehet a hosszu szoveg Gsszefoglalasa, a
dokumentumbdl informécioé kinyerése, a RAG (retrieval augmented generation)
rendszerek (Lewis és mtsai, 2020) vagy a hosszabb parbeszéd rendszerek. Dodé
és Yang (2024) kutatésaban is a Llama 2 modellt hasznaltak, és megallapitot-
tak, hogy a Llama 2 szétara angolkdzpontt, ezért a tokenizalas megtobbszorozi
a szoveg méretét. Lemértiik a magyar tanitéanyagunkon mi is, és a kovetkezd
értékeket kaptuk:

— Tokenek szama: 25 027 297 913
— Atlagos dokumentum hossza (tokenszam) a tokenizalas utan (atlag / medi-
an): 32 770,94 / 21 133

A tokenizalt széveg hossza t6bb mint a haromszorosa az eredeti szovegnek, ez
megegyezik a Dodé és Yang (2024) kutatasaban megfigyelt értékekkel. Ez azt je-
lenti, hogy ha egy hosszabb dokumentumot adunk a modellnek, mar nem fér be-
le a négyezer token hosszu kontextusablakba. Ezért esett a valasztasunk az alap
Llama 2 modell helyett a 32 768 tokenre novelt kontextushosszra tanitott Llama-
2-7B-32K!'% modellre. Ezt a modellt a Together AI tanitotta az OpenChat-
Kit implementécioval'l. A modell kontextushosszat pozicio-interpolacié (Chen
és mtsai, 2023) segitségével novelték meg. A LLaMA-2-7B-32K modell tovabbta-
nitasédhoz szintén ezt az implementéciot alkalmaztuk. Az elsé fél epoch soran csak
a magyar korpuszt hasznaltuk. Fél epoch utan végeztiink némi feliiletes tesztet,
amelynek soran azt tapasztaltuk, hogy a modell elkezdte ,elfelejteni” angol nyelvi
ismereteit. Ennek elkeriilése érdekében a masodik fél epoch alatt hozzakevertiik
azokat a finomhangolasi korpuszokat (Long Context QA és BookSum), amelye-
ket az eredeti LLaMA-2-7B-32K modellhez hasznéltak. A tanitdshoz a kévetkezd
hiperparamétereket alkalmaztuk: 2e-5 tanulasi rata, 8 batch méret GPU-ként,
fp16. Ehhez a feladathoz 8 darab NVIDIA A100 (80GB) GPU-t hasznaltunk. A

10 https://huggingface.co/togethercomputer /LLaMA-2-7B-32K
' https://github.com/togethercomputer/OpenChatKit
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tanitas koriilbeliil két honapig tartott, és 100 000 1épésnél allitottuk le. Az 1j,
folytatolagosan elStanitott modelliink neve: PULI LlumiX.

Az el6tanitas utdn a modelliinket utasitéaskovetésre finomhangoltuk. A finom-
hangolashoz a Stanford Alpaca implementaciojat (Taori és mtsai, 2023) alkal-
maztuk, ugyanolyan beéllitasokkal, mint Yang és mtsai (2023b) a kutatasukban.
A finomhangolas utan kiillonbozd kvantitativ és kvalitativ kiértékelést végeztiink
a modellen. Utasitaskévetésre finomhangolt modelliink neve: PULI LlumiX
Instruct.

A modelliink 1étrejottének idején publikalta a SambaNova Systems a Samba-
Lingo magyar modelljeit, amelyek gyakorlatilag ugyanazon az elven késziiltek,
mint a mi modelliink. Ok is folytatolagosan tovabb eltanitottak a Llama-2 mo-
dellt a magyar nyelvre. Ezért a kiértékelésiink soran a 7 millidirdos SambaLingo-
Hungarian-Base és a 7 milliardos Sambalingo-Hungarian-Chat modelleket is
megvizsgaltuk. Tovabba a korabbi PULI modellek kéziil a PULI Trio és a Pa-
rancsPULI modelleket, mivel ezek rendelkeznek hasonl6 tobbnyelvd hattértudés-
sal, valamint ugyanazon a finomhangol6é anyagon tanult a ParancsPULI, mint a
mi modelliink.

4.2. Kiértékelési kisérletek

Mivel még nincsen hivatalos generativ modelleket kiértékels korpusz, a kvan-
titativ kiértékeléshez harom magyar benchmarkot valasztottunk, a HuCOLA,
HuSST és HuRTE korpuszokat (Ligeti-Nagy és mtsai, 2022). Azért ezt a ha-
rom korpuszt vilasztottuk, mert a HuCOLA ad egy képet arrdl, hogy a modell
mennyire sajatitotta el a magyar nyelvi tulajdonsagokat, a HuSST egy népsze-
ri szentimentelemz6 osztalyozasi feladat, a HURTE pedig egy kovetkeztetéses
feladat, ami komplexebb logikai kdvetkeztetést igényel. A HuCOPA egy tobb-
valasztos feladat, amely komolyabb prompt kisérleteket tenne sziikségessé, ami
megneheziti a kiértékelést és torzithatja az eredményt. A HuWNLI és a HuCB
(Ligeti-Nagy és mtsai, 2023) is kovetkeztetéses feladatok, igy ezeket mér nem
vettiik bele a kiértékelésbe.

Fontosnak tartjuk, hogy részletesebben kifejtsiik a promptokkal valo kisérle-
teinket. Sajnos nem egyértelmt, hogy egy-egy ilyen nagy nyelvi modell kiértéke-
léshez milyen modon hasznaljunk promptokat. Ez vonatkozik mind a nyers, mind
az utasitaskoveté modellekre. Ezeknek a nagy nyelvi modelleknek a kimenetei
nem determinisztikusak, a paraméterbeéllitdsokkal névelhetjiik ezt a képességet,
azonban azt tapasztaltuk, hogy ilyenkor gyakran romlik a kimenet mindsége.
Yang és mtsai (2023b) alacsonyabb hémérsékletet alkalmaztak, 0,4 és 0,6 kozot-
ti, mig Csaki és mtsai (2024) kutatasaban magasabb, 0,6 és 0,8 kozotti értékeket
allitottak be. A top-p értéket csak Csaki és mtsai (2024) allitottak at 0,9-re, a
tobbi paramétert, mint top-k, alapértelmezettnek hagytak. A kutatasunkban a
kozéputat valasztottuk, csak a hémérséklet értékét valtoztattuk 0,6-ra. Ez olyan
érték, amely mar valtozatosabban ad vélaszokat, azonban a determinisztikussig
alacsonyabb. Ezért érdemes tobbszor is lefuttatni a méréseket, hogy pontosabb
képet kapjunk.
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A kvantitativ mérések soran kétféle kiértékelést végeztiink. Az els§ méré-
siink a nyers nyelvmodellekre iranyult. Ehhez a few-shot kisérletet alkalmaztuk.
Azonban egy kis modositast vittiink véghez. Yang és mtsai (2023b, 2024a) kuta-
tasaiban fixen az els6 néhany promptot vették a tanitéanyagbol. Ez egy szeren-
csés valasztas esetén magas eredményt hozhat, azonban egy kevésbé szerencsés
valasztas esetén a modell gyengén teljesithet. Ehelyett Zhu és mtsai (2023) ki-
sérlete alapjan véletlenszertien vélasztottunk ki promptokat a tanitéanyagbol
minden egyes tesztszegmensre. Hogy megallapitsuk az optimalis promptmennyi-
séget, tObbféle mennyiségii prompttal kisérleteztiink.

Kovetkezd kisérletiink a nyers modellek kiértékelése volt, amihez a few-shot
modszert valasztottuk. A few-shot mérésekhez a HuCOLA és a HuSST esetében
a kovetkez6 promptsablont hasznaltuk:

— [sz6veg] = [konvertalt cimke]
— 1. Példa: Az Angliarol valo konyv tetszik. = rossz
— 2. Példa: Konnyti, aranyos és felejthet6. = semleges

A fenti példaban az figyelhet6 meg, hogy a cimkék helyett egy konvertalt
szovegalapu cimkét alkalmaztunk. Megfigyelésiink az volt, hogy az eredeti szam
alapa cimke (0, 1, 2) kevésbé segit a nyelvimodellnek a feladatmegoldasban, és
jobb eredményt tudunk elérni, ha széveges cimkét adunk meg. A HuCOLA ese-
tében a helyes/helytelen és a jo/rossz cimkékkel kisérleteztiink, és az utobbival
tudtunk magasabb eredményt elérni. A HuSST esetében a konvertalt cimkék a
kovetkezGek voltak: negativ, semleges, pozitiv. A HURTE esetében kétféle meg-
old4ssal is kisérleteztiink. Az els6, amikor egy [SEP] tokennel valasztottuk el a
premisszat a hipotézistsl (hasonldé megkozelités, mint amit Laki és Yang (2023)
alkalmaztak a kutatasukban), valamint hasonléan a HuCOLA esetén kisérletez-
tiink a helyes/helytelen és a jé/rossz cimkékkel, és az utobbival értiink el jobb
eredményt. Az els§ valtozat promptsablonja a kdvetkezs volt:

— |premissza| [SEP]| [hipotézis| = |[konvertalt cimke]
— Példa: Ciprus, legyen bar megosztott vagy sem, méajus 1-jén csatlakozik az
EU-hoz. [SEP] Ciprust majus 1-jén osztottak két részre. = rossz

A masodik valtozatban Yang és Ligeti-Nagy (2023) kutatasat vettiik alapul, ahol
a premisszat és a hipotézist szdvegesen kototték Ossze, ezzel segitve a modellnek
a szoveg értelmezésében. A masodik valtozat promptsablonja a kovetkezs volt:

— [premissza] Ebbdl az kovetkezik, hogy [hipotézis] = [konvertalt cimke]
— Példa: Az eladasbol befolyt pénz Hepburn csaladjahoz letétbe keriil. Ebbsl
az kovetkezik, hogy a bevétel Hepburn csaladjaé. = jo

A nyers modellek kiértékelése utan kovetkezett az utasitaskovetd modellek
kiértékelése. Ehhez a feladathoz a zero-shot modszerét valasztottuk. A zero-shot
kisérletnél is tobbféle promptot probaltunk ki. Itt a prompt sablon kotott volt,
a ParancsPULI és a mi utasitaskévetd PULI LlumiX Instruct modelliink a ma-
gyarra forditott Stanford Alpaca sablonjat alkalmazza, ami megegyezik a Yang
és mtsai (2023b) altal publikalt cikkben leirt sablonnal. A Sambalingo modelljei
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egy chat sablont alkalmaznak (Csaki és mtsai, 2024). A harom benchmarkra kii-
16nb6z8 promptokkal kisérleteztiink, majd amelyik a legjobbnak bizonyult, azt
tartottuk meg és mindegyik modellre 3-3 mérést végeztiink, majd a harom mérés
atlagat lathatjuk az 5.1. fejezet 3. tablazataban.

A ParancsPULI és az utasitaskéveté PULI LlumiX Instruct modell esetében
az ,,Utasitas” mez@be tettiik a kérdést megfogalmazo promptot, és az ,Bemenet”
mez6be a kiértékelendd szoveget. A Sambalingo esetében kozvetleniil egymaés
alatt volt a kérdés és a kiértékelends szoveg.

A HuCOLA esetében a kévetkezs promptokat probaltuk ki, a vastagon sze-
dett szdveg teljesitett a legjobban:

— Az [alabbi/kovetkezs| széveg a magyar [nyelvtani/grammatikai] kdve-
telményeknek megfelelGen [jo/helyes/megfelel| vagy nem [jo/helyes/felel
meg]|?

— Helyes-e az [alabbi/kiévetkezd]?

— Az [alabbi/kovetkezs| magyar mondat helyes?

— Az [alabbi/kovetkezs] magyar mondat [grammatikailag/nyelvtanilag] helyes
vagy nem helyes?

A HuSST esetében a kiévetkezs promptokkal kisérleteztiink, a vastagon sze-
dett szdveg teljesitett a legjobban:

— Az [alabbi/kovetkezd] mondat pozitiv, semleges, vagy negativ hang-
vétell?

— Mi az [alabbi/kovetkez6] mondat szentimentje?

Mi az [alabbi/kovetkezd] mondat szentimentje (pozitiv, semleges, negativ)?

— Mi az [alabbi/kovetkez6] mondat szentimentje? Pozitiv, semleges vagy nega-
tiv?

A Sambal.ingo esetében hozza kellett tenni azt a mondatot, hogy ,,R6viden véla-
szolj!”, mivel enélkiil hajlamos volt hosszan valaszolni és a valaszba belefoglalta
mind a harom cimkét (példaul megismételte a kérdést), ami megnehezitette a
kiértékelést.

A HuRTE esetében kétféle kisérlet elegendd volt. Az egyik az a few-shot 2.
valtozat volt, mig a masik felhasznalta a korpusz mezGit, az utobbi teljesitett
jobban, amit kiemeltiink vastagon:

— Helyes az alabbi kovetkeztetés?
[premissza] Ebbdl az kévetkezik, hogy [hipotézis]|
— Kovetkezik-e a hipotézis a premisszabol?
premissza: [premissza]
hipotézis: [hipotézis]

5. Eredmények és kiértékelések

5.1. Kvantitativ kiértékelések

Célunk nem a benchmarkon valé versenyen valo részvétel volt, ezért a kiértéke-
léshez az egyszertiség és a Yang és mtsai (2023b) kutatasaval valo 6sszehasonlit-
hatosag kedvéért, valamint a korpuszokban 1évS cimkék nem egyenletes eloszlasa
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miatt, a kiegyesnstlyozott pontossag (balanced accuracy) (Brodersen és mtsai,
2010) metrikat alkalmaztuk.

Az elsé feladat az volt, hogy megkeressiik az optimalis promptmennyiséget.
A 2. tablazatban lathatoak a kisérletek, hogy megtalaljuk ezt az optimaélis sza-
mot. A kisérletben lathato, hogy a mi esetiinkben a 20 promptpélda volt a legked-
vez6bb a modelliink szamara. Igy a tovabbiakban 20-shot kisérleteket végeztiink
a tobbi modellel is.

HuCOLA|HuSST |HuRTE
5-shot 48,49 | 64,80 | 58,43
10-shot | 49,69 | 66,01 | 59,30
15-shot | 49,56 | 66,76 | 59,88
20-shot| 55,84 | 68,53 | 61,49
25-shot | 52,58 | 65,21 | 61,16
2. tablazat. PULI LlumiX modell kiértékelése kiilonb6z6 mennyiségti promptokkal

A 3.tablazatban lathatoak a few-shot és zero-shot eredmények. A véletlen-
szerd kivalasztas modszere mar ad egyfajta atlagot, és néhany kiegészitd mérés
alapjan azt tapasztaltuk, hogy nem volt jelentSs eltérés, ezért az eredményeink-
ben az els6re mért értékeket jelenitettiik meg (lasd 3. tablazat). A 3 tablazatban
a HuRTE mindkét valtozatanak az eredményét lathatjuk a kévetkezs formaban:
1. valtozat / 2. valtozat.

A few-shot mérések (lasd 3. tablazat) egyértelmiden azt mutatjak, hogy a
folytatolagosan elStanitott modelliink jobban teljesit a tobbi modellnél, de még
a SambaLingo modellnél is. Azonban egy esetet leszamitva a Sambanova mo-
delljei feliilmiljak a korabbi PULI modelleket, ezzel alatdmasztva azt, hogy a
folytatolagos tanitassal jobb eredményt lehet elérni. Az egyetlen érték, amiben
alulmaradt a Sambanova, az az utasitaskovet6 HuCOLA kisérlet. Ennek két
okat latjuk, az els6, hogy a mi utasitaskovet§ finomhangolé anyagunk tartalmaz
1000-1000 darab HuCOLA, HuSSST és HuRTE anyagot, ezzel el6nyt biztosit
a mi modelljeink szamara ezekben a feladatokban. Azonban igy is alulteljesit a
ParancsPULI a legtobb esetben. Ebbdl latszik a transzfertanulés ereje. A masik
okat a Sambalingo modell finomhangolasi anyagédban kerestiik, ami nagyrészt
angol nyelvi anyagbol all 6ssze, ezzel gy érezziik, hogy a magyar nyelvrél alko-
tott tudasa romlik.

Tovabba az is latszik, hogy a HURTE kisérletben a szoveges dtalakitas segitett
a modellnek, ezzel alatamasztva Yang és Ligeti-Nagy (2023) kisérletét.

5.2. Kvalitativ kiértékelés

A kvantitativ kiértékelések utan végeztiink kvalitativ méréseket is. Egy nagy
nyelvi modell esetében kiilonésen fontos ez a rész, hiszen az eddig hasznalt benc-
hmarkok nem egészen arra valok, hogy a generativ modelleket kiértékeljiik. Egy
alapot adnak, de amig nincsen magyar nyelvre ilyen jellegii korpusz, addig a

160



XXI. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2025. februér 6-7.

HuCOLA[HuSST| HuRTE
20-shot
PULI Trio 53,47 | 54,96 | 53,34 / 54,30
PULI LlumiX 55,84 | 68,53 (56,97 / 61,49
SambaLingo Hungarian Base 53,59 66,76 | 54,99 / 60,05
zero-shot (atlag)

ParancsPULI 51,97 | 54,50 52,05
Utasitaskoveté PULI LlumiX Instruct| 66,98 | 70,06 74,54
SambaLingo-Hungarian-Chat 50,83 | 58,24 69,64

3. tablazat. A PULI LlumiX modell kiértékelése és osszehasonlitasa HuLLU benchmar-
kokon

kvalitativ mérésekkel kapunk teljesebb képet a modellekrél. A kvalitativ mé-
réseink els sorban az utasitdskdvetd modellekre iranyultak, hiszen ezekben az
esetekben a legfontosabb a jelentGsége, hogy milyen gyakorlati tudasokat voltak
képesek elsajatitani.

Els6 kvalitativ kiértékelésiink egy tugynevezett , T a szénakazalban” (Needle
in a haystack) kisérlet volt. Az Stletet az Arize Al kisérletébdl!? vettiik, ezt imp-
lementaltuk tjra a sajat feladatunkra. A kisérlet egyfajta stressz-teszt, aminek
a célja a nagy nyelvi modellek teljesitményének kiértékelése kiilonbozé kontex-
tusmeéretek mellett. A teszt soran egy adott, célzott informéaciot (,t”) agyaznak
be egy nagyobb, dsszetettebb magyar szévegkornyezetbe (,szénakazal”). A cél az,
hogy felmérjék egy modell azon képességét, hogy képes-e az adott informaciot
azonositani és felhasznalni egy hatalmas adatmennyiség kozepette.

A kisérlethez A Tronok harca” kényvet hasznaltuk fel. Ebbe véletlenszertien
betettiink egy bele nem ill§ mondatot, ami a mi esetiinkben a kovetkezd volt:

— Ezen a napon iinnepelte [varos neve] varos a [0-100]. évfordulojat.
A prompt, amivel rakérdeztiink az adott mondat tartalmara, a kovetkezs volt:

— Kizarolag a kévetkezs szoveg alapjan, hanyadik évfordulojat tinnepelte [varos
neve| varos? Csak egy szamot adj visszal

A teszt soran a bemeneti kontextusablakot tiz részre osztottuk. Minden tizednek
a 10, 20, 30 stb. szazalékaba helyeztiik véletlenszertien az adott mondatunkat. A
kapott valasz alapjan a 1. dbran lathato az utasitaskévetd PULI LlumiX Instruct
modelliink eredménye. Az eredeti kisérletben a GPT-4 modellt kiértékelve azt
lehetett latni, hogy a modell a bemeneti kontextusablak héatsd részében gyen-
gébben teljesiti ezt a feladatot. De egy Claude 2.1 modell esetén ez a teljesit-
ménycsokkenés még drasztikusabb. A mi modelliinknél is ezt a jelenséget varjuk,
hiszen a finomhangolé promptok, amikkel dolgoztunk, atlagosan 330,51 tokent
tartalmaztak; a leghosszabb prompt 9 999 token hosszt (Llama-2 tokenizalojat
hasznaltuk). Ez alapjan valoban az elvarasainknak megfelelGen (lasd 1. abra) a

12 https://arize.com/blog-course/the-needle-in-a-haystack-test-evaluating-the-
performance-of-llm-rag-systems

161



XXI. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2025. februér 6-7.

16 000 tokenhossz utan mér egyaltalan nem talalja meg a helyes valaszt, vala-
mint a 12 000 tokenhosszig teljesit egész stabilan. Bar érdekes jelenség az elsd
oszlop, ami tovabbi elemzést igényel.

Beszurt "tG" pozicidja (%)
80 70 60 50 40 30 20

90

100

I I I I
3200 6400 9600 12800 16000 19200 22400 25600 28800 32000
Kontextus ablak

1. dbra: T4 a szénakazalban kisérlet

A maésodik kvalitativ mérésiink soran azt vizsgaltuk, a modell valaszainak
stilusa mennyire felel meg a prompt altal implikalt helyzetnek. A stilus meg-
felelGségét elsGsorban a tegezd és magazd igealakok, a mondathossz, valamint
a valaszban hasznalt szokészlet alapjan vizsgaltuk. A nyelvtani helyességet az
elemzés soran nem vettiik figyelembe. A példak a 4. tablazatban lathatoak.
Az els6 promptra adott valasz stilisztikai szempontbél nagy mértékben megfelel
az elvartnak. Udvarias nyelvezetet, hossziit mondatokat, magazé format hasznal,
és alkalmazza az lizleti nyelvezetben gyakran hasznalt bizonyos fordulatokat is
(Minden eréfeszitésiinkkel azon dolgozunk. .. ). Talan egyediil az elszomorit és a
megkérnénk igék nem illenek bele a stilusba.

A tablazat masodik példajaban informalis stilus hasznélata az elvart, amely-
nek a modell valasza nagyrészt megfelel. Tegezs igeformékat, és az utolso elGtti
kivételével rovid, egyszerti mondatokat hasznal. A hasznéalt szavak az dsszponto-
sitani igén kiviil megfelelnek a gyerek nyelvezetének.
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Prompt:

1.|Trj egy levelet egy hoteligazgatd nevében, amelyben bocsénatot kér egy vendégtsl,
mert koszos volt a vendég szobaja!

Valasz:

Tisztelt Vendégiink! Ezuton szeretnénk elnézést kérni a nem megfelels szobatisztasag
miatt. Tudjuk, hogy mennyire fontos a kényelem és a tisztasag, és elszomorit benniin-
ket, hogy nem tudtuk megfelels szinten biztositani szobajat. Minden eréfeszitésiinkkel
azon dolgozunk, hogy széllodankat a legkényelmesebb és legtisztabb hellyé tegyiik, és
elnézést kériink, hogy ezuttal nem sikeriilt megfelelniink elvarasainak. Megkérnénk,
hogy jelezze, ha tovabbi segitségre van sziiksége, vagy ha barmi mast tehetiink a
kellemetlenségekért. Halasak vagyunk, hogy nalunk szallt meg, és reméljiik, hogy a
jov6ben pozitiv tapasztalatokat szerez majd szallodankban. Koszonjiik, hogy felhivta
a figyelmiinket a problémara, és reméljiik, hogy hamarosan ujra vendégiil lathatjuk.
Udvézlettel: [Hoteligazgatd nevében|

Prompt:

2.|Kérj egy kisgyerek nevében ajandékot a Jézuskatol!

Valasz:

Kedves Jézuska! En egy 6 éves kisfitt vagyok, a nevem Bence. Szeretnék egy LEGO
készletet karacsonyra. Tudom, hogy nagyon sok mindent kell még a Jézuskanak a
karacsonyi ajandékokra Gsszpontositania, de nagyon szeretném, ha az enyém lenne a
LEGO City 60. sziiletésnapi torta készlet. K6szoném szépen! Bence

Prompt:

3.|Milyen szavakkal koszont egy kislany egy ismeretlen idgs férfit?

Valasz:

A kislanyok altalaban kedvesen, szeretettel és tisztelettel koszontik az ismeretlen idds
férfiakat. Igy példaul azt mondhatjék: ,.J6 napot!", ,Szial", , Udvozlom!" vagy ,Koszo-
noém, hogy segitett!"

4.|Milyen szavakkal koszont egy kisfitt egy ismeretlen idés nét?

Valasz:

A kisfit lehet, hogy igy koszonti az ismeretlen id8s nét: "Udvozlom, holgyem! Hogy
van ma?" vagy "Szia! Hogy hivnak?" vagy "Hello, asszonyom! Hogy érzi magat?"
vagy "Udv6z16m, holgyem! Hogy szolgal az egészsége?"

4. tablazat. Stilisztikai példak

A stilisztikai kérdéseknél megvizsgaltuk a néi-férfi és az életkorbol fakado
nyelvhasznalati jellemz&ket is. A példakban a modell a kislanyként és kisfiuként
meghatéarozott beszéls szamara gyakran tegezd format javasol, ami nem helyes. A
javasolt magazo formak egy része (pl.: Udvb'zlé’m) azonban a beszéls életkoranak
nem felel meg. A Hello, asszonyom! koszontés pedig sem az udvariassagi, sem
pedig az életkori elvarasoknak nem felel meg.

Végiil harmadik kvalitativ kiértékelésiink soran 117, magyar kultaraval, tor-
ténelemmel, nyelvvel kapcsolatos kérdésre adott valaszok tényszertiségét hason-
litottuk Ossze. A tényszertiséget el6szor egy harmas skalan értékeltiik:

— 0: a promptra adott vilasz teljesen helytelen
— 1: a promptra adott valasz részben helyes, de tartalmaz ténybeli tévedéseket,
vagy helyes, de nem a legrelevansabb vélaszt adta
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— 2: a valasz tényszeri és pontos, nem tartalmaz ténybeli tévedéseket

Fontos megjegyezni, hogy nem vettiik figyelembe a vélasz stilisztikai jellem-
z6it, a nyelvi helyességét, a formai megfelelgségét, csak azt vizsgéltuk, hogy a
kérdésre helyesen valaszolnak-e a modellek. Az eredményeket az 5. tablazatban
foglaltuk Ossze.

Témakor Kérdések szama PULI LlumiX Instruct ParancsPuli Sambalingo

Egyéb 19 61% 47% 66%
Foldrajz 17 82% 85% 71%
Irodalom 26 67% 63% 65%
Miivészet 14 54% 61% 43%
Nyelv 22 70% 48% 45%
Torténelem 16 72% 41% 75%

114 67% 57% 61%

5. tablazat. A modellek kiértékelésének eredménye a kulturalis targyi tudast mérs adat-
halmazon.

A PULI LlumiX Instruct modell j6 teljesitményt nytjtott a kulturalis targyi
tudast mérs kérdések megvalaszolasaban, és a legmagasabb atlagos pontossagot
érte el (67%). Kiilonosen jol szerepelt az Irodalom kategoridban, ahol a t6bbi
modellt meghaladva 67%-0s pontossiaggal vélaszolt a kérdésekre, szemben a
ParancsPuli 63%-os és a Sambalingo 65%-o0s eredményével. A Nyelv témakorben
a PULI LlumiX Instruct modell 70%-os pontossaga joval feliilmulja a masik két
modell alacsony, 48% és 45%-0s pontossagat.

Fontos azonban megemliteni, hogy bizonyos témakorokben més modellek is
felilmultdk a PULI LlumiX Instruct modellt. A Féldrajz kategoriaban példaul
a ParancsPuli érte el a legjobb eredményt 85%-kal, amely kicsit meghaladja a
PULI LlumiX Instruct modell 82%-os teljesitményét, mig a Sambalingo itt 71%-
kal szerepelt. A Térténelem kategoridban a Sambalingo bizonyult a legjobbnak,
75%-0s pontossaggal, ami kicsit felillmulja a PULI LlumiX Instruct modell 72%-
os eredményét. Az Egyéb kategoéridban a Sambalingo vezet, 66%-kal, mig a
PULI LlumiX Instruct modell 61%-ot ért el ezen a teriileten.

6. (")sszegzés

Kutatasunk soran kifejlesztettiink egy magyar nyelvre adaptalt, Llama-2 alap1,
folytatolagosan elGtanitott és utasitaskovets finomhangolassal tovabbfejlesztett
nagyméreti nyelvi modellt. A modell kiilonb6z6 hazai benchmarkokon, mint a
HuCOLA, HuSST és HuRTE, kimagaslo pontossagot ért el, felilmulva a ko-
rabbi modelleket, és erdsségeit kvalitativ elemzések is igazoltak. Eredményeink
ravilagitanak arra, hogy a transzfertanulas jelent&sen néveli a modell nyelvi tel-
jesitményét, lehet&séget nyidjtva a magyar nyelvii nyelvtechnologiai feladatok
pontosabb megoldésara.
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