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Kivonat A tanulmény az elsé autentikus magyar nyelvi szévegekbdl
allo szovegegyszertisitési korpuszt mutatja be. A korpusz 2832 darab
konnyen érthets (egyszertsitett) és standard nyelvi szévegparbol all, me-
lyet a PannonRTV honlapjarol gytjtottiink. A tanulmanyban bemutat-
juk a korpusz Osszeallitasanak és mingségellendrzésének folyamatat, ki-
tériink a korpusz két domainje kozotti kvantitativ kiillonbségekre és ha-
sonlosagokra, végiil a korpusz alapjan felmérjiikk az altalunk elérhetd,
magyarul tudé nagy nyelvmodellek szovegegyszertisitési képességét in-
context tanitasi kdrnyezetben. Cikkiinkben kimutatjuk, hogy az egysze-
risitett szévegek és a standard nyelvi szévegek kozott 1ényeges kiillonbsé-
gek vannak, mind az altaluk hasznalt szavak variancidjaban, mind pedig
a mondatok hosszédban. Eredményeinkbdl lathatéva valik, hogy a korpusz
hasznélata one-shot és few-shot tanitasi kornyezetben is javitja a model-
lek egyszertsitett kimenetét a zero-shot eredményeinkhez képest.
Kulcsszavak: szovegegyszertsités, korpusz, konnyen érthet§ kommuni-
kacio, parhuzamos korpusz

1. Bevezetés

A szovegegyszertsités! (text simplification) altalanos célja az, hogy kiilonbozd,
standard nyelven irodott szovegeket érthetévé tegyen nem prototipikus befoga-
dok szamaéara. Prototipikus befogadok alatt a cikkben a felnétt, ép, anyanyelvi
beszélsket értjik, igy tehat nem prototipikus befogadok példaul a gyerekek, a
nyelvtanulok, funkcionéalis analfabéték, illetve olyan testi vagy értelmi fogyatékos
személyek, akiknek fogyatékossaga hatraltatja cket egy adott, standard nyelvii
diskurzus megértésében (demensek, afaziasok, nyelvelsajatitas elstti hallaskaro-
sodasuk volt, stb.) (Maafs, 2020). Az tehat, hogy szdvegeket bizonyos befogadok

L A gyogypedagogiai szakirodalom az egyszertisitett szovegeket altalaban magyarul a
konnyen érthetd szoveg vagy konnyen érthetd kommunikdcio terminussal illeti. Mivel
azonban az informatikai hagyomany ezen szévegek elGallitasara text simplification-
ként hivatkozik, igy ez a tanulmany is konzekvensen a szévegegyszerisités terminust
hasznalja, az egyértelmtiség és a kurrens diskurzusba val6 beilleszkedés miatt.
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szamara egyszertsitiink, nagyban megkonnyiti, vagy alapjaban lehet6vé teszi
azt, hogy mindennapi diskurzusokban részt vehessenek, valamint azt is, hogy
a megfelel6 informéaciok eljussanak hozzajuk, és azok onalloan feldolgozhatova
valjanak szamukra.

Kiemelends, hogy a szévegegyszertisités nem ekvivalens sem a szdvegossze-
foglalassal, sem pedig a kiilonb6zé szovegek kozérthetévé tételével. Ugyan az
egyszertisitett szovegekben lehetnek olyan részletek, amelyeket Gsszefoglalunk a
konnyebb megérthetéség érdekében, a szovegosszefoglalasnak a célja a szévegek
hosszanak csokkentése a felesleges informaciok elhagyasaval (Shardlow (2014),
Alva-Manchego és mtsai (2020)). A szovegegyszertisités ezzel szemben a szoveg
bonyolultsaganak redukcidjara torekszik: amennyiben ez azt igényli, hogy bizo-
nyos fogalmakat megmagyarazzon, akkor ezzel gyakran él — igy tehat az egyszert-
sitett szovegek akar hosszabbak is lehetnek, mint a forrasszovegeik. A kozérthets
szovegek pedig prototipikus befogadok szamaéra tesznek érthetévé olyan szove-
geket, amelyek szakspecifikusak — a konnyen érthets, azaz jelen tanulmanyban
egyszerisitettként jellemzett szdvegek ezzel szemben standard nyelvi, hétkéznapi
téméakat érintd szovegeket tesznek érthetévé nem prototipikus befogadok szamé-
ra.

A legtobb szoveg leegyszertisitése manuéalis modszerekkel torténik — ez azon-
ban idsigényes és nagy human eréforrast kivan. Igy a szovegegyszertisités témako-
re a nyelvtechnolégiai jellegli kutatédsokban is el6térbe keriilt az utébbi években.
Jelen cikk az elsé olyan, magyar nyelvii hirszévegparokbol allo szévegegyszerti-
sitési korpuszt mutatja be, amely autentikus, tehat nem forditott, hanem erede-
tileg is magyarul irt adatokbol all. A korpusz kutatési célra szabadon elérhetd a
Hugging Face Hubon?. Cikkiinkben eldszor attekintjiik a szévegegyszertisités ed-
digi és jelenlegi allasat (2), ezutan bemutatjuk a korpusz dsszeallitasat (3), majd
ismertetjiik a korpuszon végzett, a két szovegdomaint Gsszehasonlité vizsgala-
tok eredményeit (4), végiil bemutatjuk a korpusz hasznalataval, one- és few-shot
tanitasi kornyezetben végzett vizsgalataink eredményét (5). A cikket egy rovid
Osszefoglalas zarja (6).

2. Kapcsol6dé irodalom

2.1. A szdvegegyszerisités megkozelitései

A nyelvtechnologiai jellegii, szovegegyszertisitéssel foglalkoz6 kutatasok legna-
gyobb része teljes szdvegek egyszertisitése helyett gyakran csak mondatok egy-
szertisitésével foglalkozik. Ennek f6képp az az oka, hogy az elérhets, nagyobb
mennyiségii adatok szdma minden nyelven kevés, illetve az egyszeriisitett szove-
gek gyakran nem standard nyelvi szévegekbdl jottek létre, hanem azokkal péar-
huzamosan, vagy t6lik fiiggetleniil — igy a szdvegek nem felelnek meg egymaés-
nak teljesen. Emellett megemlitendd, hogy a szovegeket altalaban automatikusan
parositjak 0ssze — ez mondatok esetében konnyebb, hiszen mondatok automati-
kus péarositasara, hasonlosdguk mérésére viszonylag régoéta vannak elérhets, jol

2 https://huggingface.co/datasets/ELTE-DH/HunSimpleNews
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hasznalhat6 rendszerek, (hosszabb) szovegek esetében azonban ez nem minden
esetben magatol értet6ds.

Igy tehat mar az els6 modern, neuralis halot hasznalo kutatasok is a mon-
datok egyszertsitését tartottdk céljuknak angol nyelven (Nisioi és mtsai, 2017).
Ezt t6bb nyelvre kévették hasonld korpuszok és probalkozasok: a MultiSimV?2
korpuszaban (Ryan és mtsai, 2023) példaul dsszesen tizenharom nyelv szerepel
(arab, baszk, brazil portugél, dan, angol, francia, német, olasz, japan, orosz, szlo-
vén, spanyol és urdu), melyek nagyrészt mondatszintl egyszerisitésekbdl allnak.
Kiemelendd, hogy t6bb olyan nyelv is van, amelyre csak mondatszintd egyszert-
sitések érhetdek el: ilyen példaul az arab (Khallaf és mtsai, 2022), a dan (Klerke
és Spgaard, 2012), a szlovén (Gorenc és Robnik-Sikonja, 2022) és az urdu (Qas-
mi és mtsai, 2020). A dokumentumalapi parhuzamos korpuszok esetében pedig
sokszor problémat okoz a korpusz nem nyilvanos mivolta, vagy az adathalmaz
kis mérete: az olasz Teacher és Terence korpuszok példaul mindossze 18 és 32
sz6vegparbol allnak (Brunato és mtsai, 2015).

Magyar nyelvre eddig egy parhuzamos korpusz jott létre (Protar és Nemes-
key, 2023), ez azonban egy forditott korpusz, melynek alapjat az angol Simp-
le English Wikipediabol automatikus eszkozokkel osszeallitott anyag adta (Zhu
és mtsai, 2010). Ez a korpusz, épptgy, mint a legtobb a nemzetkézi trendekben,
szintén mondatparokbol all. A szakirodalom azonban gyakran nem vet szamot
azzal, hogy a szdvegek egyszertisitése nem oldédik meg a mondatok izolalt egy-
szertisitésével: ugyan tobb cikk is foglalkozik azzal, hogy milyen miiveleteket kell
elvégezni egy mondaton beliil ahhoz, hogy azok megfelelGen egyszertiek legyenek
(pl.Alva-Manchego és mtsai (2017)), és habar valoban az (elemi) mondatok a
megnyilatkozasok feldolgozasanak alapvets egységei (Tatrai, 2017), ezek a me-
todusok azonban nem szdmolnak a szdvegkonstrualas mondatstrukturan felii-
li alapvets elemeivel, példaul az informéaciok sorrendjének a meghatarozaséval,
azok elosztaséval, a kontextualizalas folyamataval stb. Nem szdmol emellett az-
zal sem, hogy a szovegértelem nem kompozicionalis jellegii, azaz nem egyenld
csupan a mondatok értelmének egymas utan tett vagy Osszeadott halmazaval
(v6. Tolesvai Nagy (2006)) — igy tehat a mondategyszertisités nem tehetd egyen-
16vé a szévegegyszertisitéssel, és szovegek egyszertisitése nem megvaldsithatd a
szoveg mondatainak egymas utani leegyszertisitésével. Emellett nem hagyhatjuk
figyelmen kiviil azt sem, hogy az emberi szovegegyszerisités sem mondatszinten,
a mondatok egymaés utan vald egyszertisitésével, hanem szévegszinten zajlik, igy
tehat hasznosnak tlinik az automatikus egyszertsitési kisérleteket is a szovegszin-
tld egyszertsités felé kozeliteni. Jelen tanulmany a hosszabb, kohezivebb szove-
gek egyszertsitésének iranyaba kivanja tehat megtenni az elsg 1épéseket magyar
nyelven.

2.2. SziOvegegyszerisités nagy nyelvi modellek segitségével

A korai automatikus szdvegegyszertisitési modszertanok féleg lexikai, azaz szo6-
szint{ egyszeriisitéssel foglalkoztak (pl. Bott és mtsai (2012), Keskisérkka (2012))
— azonban a transformer architektira (Vaswani és mtsai, 2017) megjelenése a
szovegegyszertisitésre is hatassal volt: az els§ ezen alapuldé mondategyszertisits
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modellt Nisioi és mtsai (2017) mutattak be. A nagy nyelvi modellek megjelené-
se tovabbi elérelépést jelentett a szovegegyszertisitésben: Feng és mtsai (2023)
kutatéasai szerint a nagy nyelvi modellek teljesitménye meghaladja a mondat-
egyszertisités kurrens modelljeinek legjobbjait, s6t, a teljesitményiik az emberi
egyszertisitéshez is mérhets. Ezzel ellentétben Padovani és mtsai (2024) eredmé-
nyei alapjan egy megfelelen finomhangolt BERT-modell (Devlin és mtsai, 2019)
jelentGsen jobban teljesit az automatikus metrikdk tekintetében, mint az alta-
luk hasznalt ChatGPT-3.5 ((Brown és mtsai, 2020) alapjan). Jelen cikk szintén
ehhez az emergens kutatasi moédszertanhoz kivan kapcsolédni, azonban nem a
mondat-, hanem a szovegegyszertisités terén. Nem csupan a szoveghosszusag és
az ezzel jaro komplexitas oldalarol kinal djdonsagot, hanem a magyar nyelvii
szovegegyszertsitéssel is: ugyan tobbnyelvii szivegegyszertsitésre késziiltek méar
benchmarkok (Ryan és mtsai, 2023), ezek a magyar nyelvet nem tartalmaztak.

3. A korpusz Osszeallitasa

A korpusz anyaga a PannonRTV szabadkai hiroldal cikkeibdl szarmazik. A kéré-
stinkre a portal iizemeltetsi valamint a cikkek fréja tajékoztatott minket, hogy a
hirportal kénnyen érthets szévegeit egy személy irja a konnyen érthetd iranyelvek
alapjan (1d. pl. (Europe, 2017)).2 Ezen a hiroldalon kiviil nincs tudomasunk olyan
magyar nyelvd forrasrél, amely megfelel6 mennyiségben és mindségben allitana
el6 parhuzamos, vagy parhuzamosithato, mifaji szempontbol viszonylag egysé-
ges standard nyelvi—konnyen érthet§ szévegpéarokat magyar nyelven. Magyarul
ezen kiviil nagyon kevés, és nagyon kiilénb6z8 mitifaji kénnyen érthets szioveg
jelent meg, amelyeknek standard nyelvi parja is van: ilyen példaul a Nogradi
Gergely és Bodonyi Panni altal irt Janos vitéz-atdolgozas, mely Petsfi mtvé-
nek els6 harom énekét iilteti at egyszertien érthetd és konnyen érthetd forméba.
(Petofi és mtsai, 2022)

A korpusz osszeallitasahoz elészor a Scrapy (Kouzis-Loukas, 2016) segitségé-
vel legytjtottikk az oldalon megjelentetett cikkeket, az elsé egyszertsitett cikk
megjelenésének idépontjaig. Mivel a hiroldalon megjelend egyszertisitett cikkek
nincsenek semmilyen médon 6sszekotve a standard nyelvi parjukkal, igy az 6sszes
standard nyelvi hirszéveget le kellett menteni, hogy azokat dsszeparosithassuk a
kénnyen érthets szovegekkel. A legytjtések soran Gsszesen 4364 darab egysze-
risitett hirszéveget, és tobb, mint 66 500 standard nyelvi széveget mentettiink
le. A gytijtés két fazisban, 2023 novemberében és 2024 augusztusaban zajlott,
utébbi alkalommal csak azokat a szévegeket mentettiik le, amelyeket kordbban
nem.
A HTML-fajlok lementése utan a szévegekbdl kinyertiik a relevans adatokat,
melyek a kévetkezdk voltak: a cikk cime, leadje, szdvege, a hozzatartozo cimkék; a

3 A korlatozott szerzéi kor természetesen bizonyos mértékig befolyasolja a korpusz
vizsgalhatosagat és felhasznalhatosagat, azonban mivel semmilyen més, még csak
kozelité méretd széveganyag sem elérheté magyar nyelven konnyen érthets szdéve-
gekbdl, igy ezeket hasznaltuk fel.
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cikk URL-je, kozlésének datuma, valamint a cikk kategoriaja. Az utébbi az olda-
lon megjelend tizenkét magyar nyelvi kategoriat tartalmazta (politika, vilag, ré-
gi6, gazdasag, tarsadalom, természetvédelem, 6nkorményzatok, kultira, kékfény,
sport, szines, KEK-hirek), amelybe a cikkek megjelenésiikkor a szerkesztSk vagy
az Ujsagirok altal besorolasra keriilnek. Az adatokat egy JSONL-strukturaban
taroltuk el.

A korédbban emlitett standard és egyszertsitett szévegek kozotti hivatkoza-
sok hianya miatt a szovegek parositasara sziikség volt, azonban ez a nagyszami
szovegmennyiség miatt nem valosulhatott meg manuélisan. A szévegek hason-
losagat Doc2Vec (Rehifek és Sojka, 2010) és Sentence-BERT (Reimers és Gu-
revych, 2019) bedgyazasokkal vizsgaltuk, egy olyan tovabbi kikotést téve, hogy
a standard nyelvi szoveg az egyszertsitett szoveghez képest 0-3 nappal elébb
kellett, hogy keletkezzen. A szovegbeagyazasokat lemmatizalt és nem lemmati-
zalt adatokon is elvégeztiik, majd ezeket Osszevetettiik, ahol pedig a két eljaras
kiilonbo6z6 eredményt adott, manualisan dontéttiink a helyes parositasrol. Végiil
a kétfajta bedgyazasi modszerrel keletkezett eredményeinket is Osszevetettiik, és
ugyanigy jartunk el.

Igy Gsszesen 3629 lehetséges part kaptunk.

Az elvégzett parositasokat az ELTE Digitalis Bolcsészet Tanszékének négy
annotatora ellenérizte manuélisan.

Az annotaci6 alatt harom csoportba sorolhattédk a lehetséges parokat:

— Az Gsszepéarositott két szoveg valoban par: a két széveg ugyanarrol szol,
és az egyszer(sitett szOveg nem tartalmaz olyan kiegészité informéciokat,
amelyek nincsenek benne a standard nyelvi szévegben. Ebbél 6sszesen 2833
darab volt a korpuszban.

— Az Osszeparositott két szoveg nem par, azaz a két széveg nem ugyanarrol
szo6l. Ebbél 6sszesen 175 darab volt a korpuszban.*

— Az Gsszeparositott két szoveg ugyanarrol szol, de az egyszertisitett szo-
veg tartalmaz olyan kiegészité informaciékat, amelyek nincsenek
benne a standard nyelvi szévegben. Ebbdl 6sszesen 621 volt a korpusz-
ban.

Jelen cikkben a parként kategorizalt cikkparokkal dolgoztunk. A plusz infor-
maciot tartalmazo cikkek esetleges javitasa tovabbi munka targyat képezheti.

4. Korlatok és lehet6ségek — tanulsagok a korpusz
szerkezetének vizsgalatarol

A korpuszon a few-shot tanitas el6tt elvégeztiink néhany, a korpusz szerkezetét
érintG vizsgalatot. A vizsgalatokkal célunk a korpusz hasznalati lehetGségeinek és

4 A nem parként elkdnyvelt szovegek egyértelmtien nem voltak parok — ez példaul
a kovetkezd, helyteleniil 6sszepérositott, de az annotatorok altal nem parnak itélt
szovegek cimeibdl is latszik:

Tisztajité kozgytilést tart majusban a VMSZ — 1 dinarral dragabb az lizemanyag;
Szerbia legnagyobb vidamparkja varja majd a Palicson majalisozokat — Elektromos
autokat fognak gyartani Szerbiadban
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korlatainak bemutatasa volt, valamint az egyszertsitett és standard nyelvi sz6-
vegek jellemzdinek Gsszevetése. A korpusz vizsgélata el6tt megemlitendd, hogy a
nyelvi anyag egy forrasbol szarmazik, igy a magyar nyelvii egyszertsitett szove-
gek altalanos tulajdonsagaival kapcsolatban csak nagyon 6vatos megallapitasok
tehet6k. Nem lehet figyelmen kiviil hagyni azt sem, hogy mindkét korpuszkom-
ponens a hirszévegek miifajaba tartozik — ezaltal a nyelvi anyaggal kapcsolatos
konkliziok ezen mifajhoz tartozo szovegekre lesznek leginkabb alkalmazhatok.
A fent felsorolt nehézségek ellenére a szovegkorpusszal kapcsolatos vizsgalato-
kat elengedhetetlennek tartjuk: mivel a magyar nyelvii szovegegyszertisitéssel
kapcsolatban kevés vizsgalat késziilt, valamint kevés egyszertisitett szoveganyag
lelhets fel magyarul, igy sziikségesnek tartjuk azt, hogy a vizsgalatok reflektal-
janak a mar meglévé szoveganyagra, nyelvhasznalatra, és ne kizardlag a priori
megkozelitéssel viszonyuljanak a szdvegegyszertisités problematikajahoz.

Ahogy az korabban emlitésre keriilt, a cikkek a cikkirok vagy az oldal szer-
keszt6i altal kategoridkba lettek rendezve. A pérositas utan az egyszertsitett
cikkek ,megdrokolték” az adatszettben a standard nyelvi parjuk kategoriajat, °
va, valamint az is, hogy az egyszertsitett szovegek kategoridi mennyiben képezik
le az Osszes hirszoveg kategériajanak megoszlasat, azaz hogy vannak-e preferalt
vagy elhanyagolt témakorok az egyszertisitett hirszévegekben.

Az 1. abra ezt a megoszlast mutatja be, azaz az egyszeriisitett szévegek és
a standard nyelvi szévegek kategoridinak szézalékos megoszlasat a sajat korpu-
szukon beliil. A standard nyelvi szovegek esetében az Osszes, az egyszertisitett
cikkek keletkezésének idGszakaban kozzétett cikket hasznaltuk a szazalékos ada-
tok meghatarozasahoz.

Jol lathato, hogy a megoszlasok erdsen kiilonboznek a két csoport esetében:
ugyan mindkét csoport esetében a tdrsadalom kategoéria volt a leggyakrabban
hasznalt, azonban az egyszertsitett szévegek esetében ebbe a kategoriaba a sz6-
vegeknek kozel a fele sorolodott, mig a standard nyelvi szévegek esetében csupan
koriilbeliil a negyedét tették ki az ide kategorizéalt elemek. A t&bbi szveg ese-
tében pedig még drasztikusabb a kiilonbség: a politika, sport vagy a wvildg kate-
goridk esetében erdsen alulreprezentéltak az egyszertsitett szovegek a standard
nyelviekhez képest, mig az onkormdnyzatok és szines kategoridk az egyszertsitett
szovegek korpuszaban kaptak nagyobb szerepet. Ebbdl lathato, hogy az egysze-
riisitett szévegek ir6i alapvetGen mas, valoszintileg a befogadohoz kozelebb allo,
szaméara egyszeriibben beazonosithaté témakat részesitenek elényben.

A korpuszméretek és a kiilonb6z6 lemmak szamossaga alapjan az 1. tablazat-
bol jol latszik, hogy az egyszertisitett korpusz jelentGsen kisebb szétarral operal:
mig a nagysaga koriilbeliil a 80%-a a standard nyelvinek, a kiilonb6z8 lemmak
szama nagyjabol feleannyi. Ugy tiinik tehat, hogy az egyszerfisitett szévegek a
repetitivitasra torekednek a véltozatossag helyett: a konnyebb érthetéség mi-
att a szinonimék helyett ugyanazokat a szavakat hasznéljdk ugyanazon dolog

5 Az 6roklésre azért volt sziikség, mert az egyszertsitett szévegeknek kiilon egységes
kategoéridjuk volt az oldalon beliil; feltételeztiik azonban, hogy mivel a két széveg
alaptémaja megegyezik, igy a kategoriabesorolasuk is megegyezne.
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A kategoriak szazalékos megoszlasa az egyszertsitett és a standard nyelvi
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1. abra: A kategoridk megoszlasanak szézalékos Gsszehasonlitasa az egyszertsi-
tett szovegek kozott és az ugyanebben az idGszakban keletkezett Osszes tobbi,
standard nyelvi hirszoveg esetében.

Standard Egyszeritsitett

Osszes lemma 574808 487728
Lemmatipusok szama 35972 18778
Hapaxok szdma 18005 8227
Egy lemma atlagos el6fordulasa 15,98 25,98
Egy lemma atlagos el6fordulasa hapaxok nélkiil 30,99 45,45

1. tablazat. A két korpuszdomain lemmatizalt adatainak megoszlasa.

vagy fogalom megnevezésére. A nagy mennyiségi hapax, illetve a kiilonb6z6 tu-
lajdonnevek eléforduldsai miatt az atlagos eléfordulasok szama csupan a fenti
adatokkal egyiitt értelmezhetd, dnmagédban nem — azonban ezek az adatok is

arra mutatnak, hogy az egyszertsitett korpuszban a megnyilatkozé sokkal gyak-
rabban hasznalja ugyanazokat a szavakat, mint a standard nyelvi korpuszban.

A 2. tablazatbol kiolvashatd, hogy a két korpusz nemcsak lemmaszinten, de
mondatszinten is kiilonbozik: a standard nyelvi hirszévegek esetében a mondatok
altalaban tobb szobol allnak (tehat hosszabbak). A leadek mondatai tendenci-
6zusan révidebbnek tinnek mindkét korpuszban, mint a szévegtorzs mondatai
— ennek oka valoésziniileg az, hogy a lead funkcidja a hirszéveg Osszefoglalasa,
nem pedig az egyes aspektusok kifejtése. A tablazat adataibol lesziirhets, hogy
az egyszerisitett szovegek mondatai alapvet&en révidebbek. Mivel a mondatok
szama is kevesebb, igy feltehetd az is, hogy bizonyos informaciokat vagy informé-
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Szavak Mondatok Atlagos mondathossz

Standard nyelvi (csak szovegtest) 498923 29308 17,02
Egyszertsitett (csak szovegtest) 444963 37619 11,83
Standard nyelvi (széveg + lead) 557512 36066 15,46
Egyszertsitett (szoveg + lead) 472912 43287 10,93

2. tablazat. A mondatok és a benntik 1év6 szavak aranya a két korpuszdomainben.

s

ciorészleteket elhagy az egyszertsitett szoveg. Az, hogy ez mikor torténik meg,
és a standard nyelvi szovegekhez képest milyen informaciok keriilnek elhagyés-
ra vagy megmagyarazasra a szovegben, tovabbi, kvalitativ vizsgalatok targyat
képezi.

5. A korpusz segitségével elért eredmények

A korpusz segitségével els6dlegesen négy olyan magyarul tudé utasitas-finomhangolt
modellt teszteltiink, amelyek viszonylag kénnyen hozzaférhetsk: a zart salyu
GPT-40 minit (Achiam és mtsai, 2024) API-n keresztiil®, a Llama 3.3 70 mil-
lidrd paraméteres, 4 bitre kvantalt és a Llama 3.1 8 millidrd paraméteres val-
tozatait (Dubey és mtsai, 2024), valamint a Qwen 2.5 7 milliosrd paraméteres
valtozatat (Yang és mtsai, 2024; Qwen, 2024)) pedig sajat GPU-n futtatva. A
nyilt modellek elfutnak egy A100 40GB-s kartyan (a Llama 70B kettén) 20-30
ezres kontextushosszal, a GPT-40 mini pedig megfizethet§ arazasi. A négy {6
modell mellett 6sszehasonlitasképpen kimértiink egy kis modellt, a Llama 3.2 3
millidrdos véltozatat, illetve a GPT-40 mini két alternativajat, a GPT-4o0-t és a
Claude 3.5 Haikut (Anthropic, 2024) is. Ezek eredményei a korabbi Llama 3.1
70B-s méréseinkkel egyiitt a B fliggelékben talalhatok.

A modelleket a SARI- (Xu és mtsai, 2016) és a BLEU-pont (Papineni és mt-
sai, 2002) alapjan vetettiik ossze. A SARI pontszamot a Huggingface evalu-
ate konyvtaraval szamoltattuk ki (von Werra és mtsai, 2020), mig a BLEU-
pontszamokat a sacre BLEU konyvtar segitségével (Post, 2018). Mind a BLEU-,
mind pedig a SARI-pontszam altaldnosan hasznalt az egyszerisitett szovegek
megfelelségének mérésére: az el6bbi n-gram-egyezéseket mér, mig az utobbi a
standard nyelvi sz6veget és a referenciaszoveget veti Ossze a generalt széveggel,
annak fényében, hogy a generalt szoveg mennyire jol:

— ad hozz4 a standard nyelvi széveghez relevans informaéciokat,
— torli ki a standard nyelvi sz6vegbdl a nem fontos elemeket,
— hagyja meg azt a széveget érintetleniil, amit érintetleniil kell hagynia.

Mindkét pontszam esetében 0 és 100 kozotti értéket vehet fel az egyszertisitett
szoveg mindsitése, ahol a 100 jelenti azt, hogy a referenciaszdveg és a generalt sz6-
veg teljes egészében megegyezik. Mindkét pontszam esetében a szovegek cimét,

6 2024 november 20-an futtattuk.
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leadjét és torzsszovegét egybevetve, egy egységként kezeltiik 6ket. A mondatokra
valé lebontast és egyesével valo értékelést nem tartottuk sem megvalosithatéonak,
sem célravezetének, hiszen a szovegek értelmezése — ahogy amellett korabban is
érveltiink — nem egyenls az egyes mondatok értelmezésével. Természetesen ezen
lebontés elkeriilése miatt az eredményeink csak korlatozottan GsszevethetSek a
tobbi, az automatikus szovegegyszerisitést mondatszinten vizsgalo cikk eredmé-
nyeivel.

Minden modell esetében ugyanazt a promptot hasznaltuk, amely a zero-shot
és a one- vagy few-shot megkozelitések esetében a példak megadéasaban, valamint
a szeparatorkarakterek felsorolasaban kiilonbozott. A promptban az egyszertisi-
tést adtuk meg a modelleknek feladatként, valamint a 4. részben bemutatott
eredmények alapjan Osszefoglaltuk az egyszeriisitett szévegek néhany jellemzs-
jét: a tul hosszi mondatok lerdviditésére kértiik, a bonyolult fogalmak elmagya-
razasara, valamint arra, hogy ugyanazt a fogalmat végig ugyanazzal a szoval
illesse a sz6vegben, és ne hasznéljon szinonimékat. A promptok megtalalhatok a
fiiggelékben (A).

A kiilonb6z6 vizsgalati esetekhez a cikkeket az irok altal megadott kategori-
anként szegmentaltuk, valamint a standard nyelvi és az egyszertsitett szovegek
kozott karakteralapa Levenshtein-tavolsagot szamoltunk a Levenshtein csomag-
gal (Bachmann, 2024). A tavolsag alapjan ezutan harom egyforma szamossaga
csoportot hoztunk létre: az alacsony tavolsagtiakba a tavolsdgmetrika szerinti al-
s6 harmadba, a kdzepesekbe a kozépsSbe, mig a felsGbe a fels§ harmadba tartozo
szovegek keriiltek. Minél nagyobb tévolsag volt a két szoveg kozott, feltételezé-
stink szerint annal tobb valtoztatast (informécio-hozzaadast vagy -elhagyast)
kellett eszkozolni a két szévegverzid kozott.

A vizsgalati esetek a kovetkezdk voltak:

1. zero-shot kornyezet (0-shot);

2. one-shot kornyezet, ahol a példa cikk-kategoridja nem egyezett meg a tesz-
teset kategoridjaval (1-shot);

3. one-shot kornyezet, ahol a példa cikk-kategbridja megegyezett a teszteset
kategoridjaval (1-shot + kat.);

4. three-shot kornyezet, ahol a példa cikk-kategoridja nem egyezett meg a tesz-
elemek be a példak kozé (3-shot);

5. three-shot kornyezet, ahol a példa cikk-kategoridja nem egyezett meg a tesz-
teset kategoriajaval, és a Levenshtein-tavolsag alapjan mindharom csoport-
bol egy-egy elem keriilt be a példak kozé (3-shot + Levenshtein);

6. three-shot kdrnyezet, ahol a példa cikk-kategoridja megegyezett a teszteset
kategoriajaval, és a Levenshtein-tavolsag alapjan mindhérom csoportbol egy-
egy elem keriilt be a példak kozé (3-shot + kat. + Levenshtein);

7. three-shot kornyezet, ahol a példa cikk-kategoridja megegyezett a teszteset
kategoriajaval, és a Levenshtein-tévolsag alapjan randomizélva keriiltek ele-
mek be a példak kozé (3-shot + kat);

Minden modellt 6sszesen 6tszor futtattunk le minden adatsorra, majd az
eredményeket atlagoltuk. Ez alol kivétel a Claude és a GPT-4o; itt pénziigyi
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okokbodl az els6t csak egyszer futtattuk végig minden vizsgélati esetre, a maso-
dikat pedig csak arra a két esetre, amin a GPT-40 mini legjobb és legrosszabb

eredményeit érte el.

Modell / vizsgélati eset BLEU SARI Perplexitas
GPT-40 mini

1. (0-shot) 10,48 + 6,52 42,49 + 5,69 15,80 £ 5,76
2. (1-shot) 12,33+£6,96  43,99+571 15,144 5,39
3. (1-shot + kat.) 12,43+ 6,88  43,74+523  1514+531
4. (3-shot) 12,39 + 6,75 43,89 + 5,27 15,31 £ 5,44
5. (3-shot + Levenshtein) 13,38+ 7,40 44,58 +£5,58 14,85 + 5,27
6. (3-shot + kat. + Levenshtein) 13,28 £7,17 44,36 £558 14,58 + 4,58
7. (3-shot + kat) 12,48 £ 7,11 44,05 + 5,78 15,06 £ 5,26
Llama 3.3 70B, kvantélt

1. (0-shot) 6,42 + 4,19 38,59 + 6,71 14,79 £+ 5,36
2. (1-shot) 8514522  40,62+6,19 13,50 + 4,68
3. (1-shot + kat.) 8,57 4+ 5,06 40,88 + 6,58 13,40 £ 5,01
4. (3-shot) 8,72+ 5,21 41,02 + 6,57 13,48 £ 5,03
5. (3-shot + Levenshtein) 10,65 +£ 5,98 42,41 +591 11,72 + 4,06
6. (3-shot + kat. + Levenshtein) 10,60 + 6,05 42,43 + 6,19 11,66 £ 3,91
7. (3-shot + kat) 8,45 + 5,52 40,61 + 6,88 13,57 £ 4,98
Llama 3.1 8B

1. (0-shot) 6,32+426 38174622 2511+ 13,84
2. (1-shot) 6,65+4,81  38,58+629 235741241
3. (1-shot + kat.) 6,51 £ 4,58 38,52 £+ 6,08 23,39 + 11,08
4. (3-shot) 6,58 + 4,89 38,53 + 6,17 23,86 + 12,42
5. (3-shot + Levenshtein) 7,65+ 5,63 39,27 £ 5,95 19,97 +£ 9,26
6. (3-shot + kat. + Levenshtein) 7,562+ 4,88 39,49 + 5,61 20,32 + 9,47
7. (3-shot + kat) 6,94 + 5,11 38,93 + 6,18 24,58 + 12,06
Qwen2.5 7B

1. (0-shot) 5,64 + 4,62 37,563 + 6,28 65,54 + 45,84
2. (1-shot) 8,37 £ 6,20 39,63 + 5,50 45,36 + 29,16
3. (1-shot + kat.) 8,55+ 6,29  39,69+580 44,45+ 29,07
4. (3-shot) 8,41 + 6,08 39,93 + 5,63 47,64 + 30,27
5. (3-shot + Levenshtein) 9,95 + 6,84 40,34 + 5,65 38,32 + 25,25
6. (3-shot + kat. + Levenshtein) 10,17 £6,61 40,65 +544 37,05+ 22,17
7. (3-shot + kat) 8,53 &+ 5,70 39,75 + 5,54 44,33 + 29,79

3. tablazat. A BLEU- és SARI-pontok, valamint a perplexitas megoszlasa
modellenként. A legjobb értékek minden oszlopban, minden modell esetében
felkovérrel vannak jelolve. A jelolések kovetik a vizsgalati esetek leirdsanal
feltiintetettet: a + kat. jelolés a kategoriaegyeztetést jelenti, a + Levenshtein
pedig a harom Levenshtein-csoport figyelembe vételét veszik. A jelek hidnya az

adott tulajdonsig randomizalt vagy figyelembe nem vett voltara utal.
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A 3.,a4. az 5., a6. valamint a 7. tablazatbdl jol lathat6, hogy minden modell
esetében a 0-shot modszertan hozta a legalacsonyabb &atlag- és medidnértéket
is: ebbdl kovetkeztethetiink arra, hogy az oOsszeéllitott korpusz hasznalata few-
és one-shot kdrnyezetben is segit az egyszertisitésben. Tovabba 0-shot esetében
tobb modell néha, a Claude viszont mindig hozzaftizétt egy bevezetd mondatot
a kimenethez (pl. ,Ime az egyszerisitett szoveg:”). Az in-context tanulas ezt is
korrigalta.

Ugy ttnik, hogy 3-shot esetben minden modellnél azok a példak voltak a
legsikeresebbek, ahol a Levenshtein-hasonlosag szerinti csoportositast figyelembe
vettiikk — azaz a modellek jobban teljesitettek akkor, ha a standard nyelvi és az
egyszerisitett szoveg kozotti atalakitasokra variabilis példakat lattak.

A modellek teljesitménye nagyobb szorast mutat: a legjobban a GPT-4o0-mini
teljesit a SARI-pontszamban, még a nala sokkal dragabb GPT-4o-t is megel&zi
kb. 2 ponttal (utébbi 41,29 + 5,89 SARI pontot ér el O-shoton, és 42,70 +
5, 85 pontot 3-shoton kiilénb6z8 Levenshtein-tavolsagokkal). A 3.3-as Llama 70B
verzi6ja kvantalva a nagyobb OpenAl modellhez hasonld teljesitményt nytjt. A
sort a kisebb modellek: a Llama 3.1 8B és a Qwen2.5 7B zarjak tovabbi 2-3 pont
hatrannyal.

A BLEU-pontszamok ezzel szemben lényegesen alacsonyabbak minden mo-
dell esetében. Ennek oka valdszintileg a magyar nyelv ragoz6é mivolta, illetve a
feladat maga: a szévegegyszeriisités megkoveteli mind a mondatszerkezet, mind
a szavak egyszeriibbre cserélését, ami megtori a hosszabb n-gramokat. Ez utébbi
hatast erdsiti, hogy minden cikkhez csak egy referencia van; alternativ egysze-
risitésekkel a pontszam valdszintileg magasabb lenne.

Megemlitendd, hogy a BLEU és a SARI ugyan gyakran korreldlnak, azonban
nem mindig — egyméastol erésen eltérd, magasabb és alacsonyabb eredmények
t6bb nyelv t6bb korpuszan végzett méréseken is megfigyelhetsk (Ryan és mtsai,
2023).

A 3. tablazatban feltiintettiik a valaszok a PULI-GPT-3SX modell szerinti
perplexitasat is (Yang és mtsai, 2023). Ez a metrika a fenti kett6vel szemben el-
sGsorban nem az egyszertisités sikerességével, hanem a valasz nyelvi helyességével
és ,magyarsagaval’ all korrelacioban. A referenciavéilaszok atlagos perplexitasa
11,09; ehhez legkdzelebb a magyar nyelvet hivatalosan nem tdmogaté Llama 3.3
70B keriilt, legtavolabb pedig a Qwen. Ez utébbi nem meglepd annak fényében,
hogy a nyelvtudasa erdsen hullaimzo6: nagyjabol helyes mondatok véltakoznak
teljesen értelmetlenekkel”. Emellett a szdvegben gyakran talaltunk kinai (olykor
angol) szoveget, akar egy magyar mondat kézepén is, melyekben leggyakrabban
a sziveg egyszertsitésére vonatkozé utasitasok voltak taldlhatok.® Ebbél kifo-
ly6olag magyar nyelvmodellezésre nem ajanlhato. A Qwenhez hasonld, vagy még
rosszabb eredményet ért el a Llama 3.2 3B, amely egy egészen meglepd, 600

" Egy fiatal Szabadkdn hésége a napon megszomba volt. vagy
A hdzak faldra terepoltik a tdbldkat, hogy konnyebbé tessék a fajdalom utasitdsdnak
olvasdsadt.

8 Az iiléseken is megMIBURIRE, 5 A HE IR RIA: — Holnap a vdlsdgstdb

tlése lesz.
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folotti perplexitassal rendelkezs szoveget is generalt, mely par értelmes magyar
sz6 utén legnagyobbrészt értelmetlen bettisorokbol allt.?

Egy adott modellhez tartoz6 perplexitasokat Gsszehasonlitva kittinik, hogy
a prompt szerepe nagyon fontos nem csak az egyszerisités, hanem a szévegmi-
néség miatt is. Minden modell a legrosszabb perplexitast a 0-shot esetben érte
el. A kategoria egyeztetése érdemben nem befolyasolta a perplexitést, viszont a
Levenshtein-tavolsag-alapt valogatas akar 15-20 szazalékkal is javitott rajta. A
modellek koziil a magyar nyelvet hivatalosan is tAmogaté GPT-40 mini perple-
xitasat befolyasolta a tesztkOrnyezet a legkevésbé, azonban itt is kozel egy pont
kiilonbséget lehet elérni egy jobb prompttal.

A perplexitas azonban fenntartasokkal kezelendd: szurdprobaszeriien Gssze-
hasonlitva a GPT-40 mini és a kvantalt 70B-s Llama &ltal generalt szovegeket,
vildgosan latszik, hogy az utoébbi vét nyelvtani hibdkat, amik a GPT-re nem
jellemzGek.

Osszességében elmondhato, hogy a modellek kozott az eldre sejthetd sorrend
alakult ki: a GPT-40 mini mind nyelvi, mind szévegegyszerisitési szempontbodl
a legjobb az altalunk tesztelt modellek koziil. A Llama 3.3 70B j6 prompttal
megkozeliti, de a SARI tekintetében kis mértékben elmarad téle. A sort a Llama
3.1 8B és a Qwen 2.5 7B zarja, utobbi nehezen értékelhetd nyelvi teljesitménnyel.

6. Osszefoglalas

A cikk az els6 olyan magyar nyelvi szévegegyszertsitési korpuszt mutatta be,
amely autentikus, tehat eredetileg is magyarul irt adatokbdl all6 szévegparokat
tartalmaz. A korpusz a PannonRTV hiroldal széveganyagébol all, melyek auto-
matikus modszerekkel lettek Osszeparositva. A korpusz kutatéasi célre szabadon
hozzaférhets. A korpuszon el6szor a korpusz két domainje kozotti vizsgalatot vé-
geztiik el: itt az eredményekbdl egyértelmiivé valt, hogy az egyszeriisitett szove-
gek atlagosan lényegesen révidebb mondatokat hasznalnak. Kimutattuk emellett,
hogy az egyszertsitett szovegek ebben a korpuszban egy sokkal kisebb, majdnem
feleakkora szotarral operédlnak a szovegek megkonstruéalasakor. Végiil a korpuszt
négy nagy nyelvi modell segitségével zero- és few-shot tesztkérnyezetekben pro-
baltuk ki, melynek soran megallapitottuk, hogy a korpusz hasznalata elGsegiti a
megfelel§ egyszeriisitett szovegek automatikus létrehozéasat. Ezek alapjan érde-
mesnek tiinik tovabbi vizsgalatokat folytatni a magyar nyelvi szévegegyszertisi-
téssel kapcsolatban, akar modellek finomhangoléséaval, akar az adatszett tovabbi
bévitésével kapcsolatban.

9 Kannor mel on deiz filtrborh vdl Bone Bern dadFSka datas izsak Proapers vie toplyir
Kft be menyel EstatyAll. eszet cleverno regalk Bslsn In dansro ban Neros ours mamm
st gef vistaVdre Communications Arg Kanas fant wasm Fcoris
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A. Promptok

Zero-shot prompt

You are an assistant, specializing in text simplification. Your task is to simplify
news for mentally disabled people.

***RULES FOR SIMPLIFICATION***

- ***Only generate text in Hungarian.*** Do not generate text in any other
language.

- Simplify the standard-language text in the ***TASK*** section. Only use
information that is found in this text. Do not make up any information or facts
that is not in this text.

- Explain the concepts that you deem too hard.

- If you think that a sentence is too long, shorten it.

- Use simple, well-known words. Use the same word for the same concept
throughout the simplified text. Do ***not*** use synonyms for the same concept
to make the text less repetitive.

- If you think that some information in the standard-language text is not
necessary for the reader to understand the text, you may leave it out of the
simplified text.

HAFTASK*®** task
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Few-shot prompt

You are an assistant, specializing in text simplification. Your task is to simplify
news for mentally disabled people.

***RULES FOR SIMPLIFICATTION***

- ¥**QOnly generate text in Hungarian.*** Do not generate text in any other
language.

- Simplify the standard-language text in the ***TASK*** section. Only use
information that is found in this text. Do not make up any information or facts
that is not in this text.

- Explain the concepts that you deem too hard.

- If you think that a sentence is too long, shorten it.

- Use simple, well-known words. Use the same word for the same concept
throughout the simplified text. Do ***not™** use synonyms for the same concept
to make the text less repetitive.

- If you think that some information in the standard-language text is not
necessary for the reader to understand the text, you may leave it out of the
simplified text.

- Use the examples from the ***EXAMPLES FOR SIMPLIFICATION***
section to gain information about what a good simplification is. Make sure to
generate text that is similar to these examples in grammar and simplicity.

- The examples are separated by *HHHHHHHHH4E.

*FEXAMPLES FOR SIMPLIFICATION*** examples

HFHAFTASK*** task
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B. Tovabbi modellek

A lenti téblazat tartalmazza néhény tovabbi modell eredményét. A szadmokat
Osszevetve a 3 tablazattal, a legfontosabb észrevétel, hogy a GPT-40 mini jelen-
t6sen felillmilja mind a GPT-4o-t, mind az Claude 3.5 Haikut, annak ellenére,
hogy ezen a feladaton el6bbi 15X, utobbi tébb mint 6x dragabb. A masik fon-
tos tanulsag, hogy egy alverzi6 kiilonbség is sokat tud jelenteni: a Llama 3.3 70B
kvantalt valtozatanak SARI pontszdma majdnem egy teljes ponttal, perplexitésa
1,5-tel javult a 3.1-es verzidhoz képest.

Modell / vizsgalati eset BLEU SARI Perplexitas
Claude 3.5 Haiku

1. (0-shot) 6,28 + 3,87 38,90 + 6,14 15,11 £ 4,67
2. (1-shot) 8,20 + 5,08 41,04 +6,29 14,10+ 4,30
3. (1-shot + kat.) 7,98 45,12 40,83+ 6,62 14,02+ 4,17
4. (3-shot) 7,96 + 5,14 40,74 £6,22 14,11+ 4,17
5. (3-shot + Levenshtein) 10,58 + 6,02 42,81 + 5,81 12,63 + 3,69
6. (3-shot + kat. + Levenshtein) 10,86 + 6,15 42,87 + 5,96 12,72 + 3,73
7. (3-shot + kat.) 8,15 + 5,07 40,95 + 6,35 13,89 £ 4,09
GPT-40

1. (0-shot) 8,82 + 5,12 41,29 + 5,89 15,93 £ 5,72
5. (3-shot + Levenshtein) 10,24 + 5,75 42,70 + 5,85 14,98 + 5,25
LLama 3.1 70B, kvantalt

1. (0-shot) 6,36 + 4,85 38,28 + 6,85 18,45 £ 7,74
2. (1-shot) 8,13 +£5,37 40,21 + 6,23 15,40 £ 6,39
3. (1-shot + kat.) 8,82 + 5,44 40,76 + 6,37 15,34 + 6,27
4. (3-shot) 8,31 +5,44 40,11 + 6,24 15,59 £ 6,57
5. (3-shot + Levenshtein) 10,55 £ 6,96 41,50 £+ 5,88 13,10 £ 4,52
6. (3-shot + kat. + Levenshtein) 10,76 + 6,60 41,80 + 6,52 13,21 + 5,44
7. (3-shot, + kat.) 8,60 + 5,73 40,54 + 6,40 15,36 £ 5,56
Llama 3.2 3B

1. (0-shot) 5,83 + 4,34 37,12 + 5,70 59,32 4+ 52,30
2. (1-shot) 6,73 £ 5,25 38,21 + 5,92 38,86 + 38,57
3. (1-shot + kat.) 6,41 + 4,88 37,624+5.84 41,57 +41,65
4. (3-shot) 7,13 + 5,67 38,24 4+ 6,39 43,28 + 40,85
5. (3-shot + Levenshtein) 7024567  3849+6,24 40,47 + 44,63
6. (3-shot + kat. + Levenshtein) 6,97 £ 5,56 38,47 £ 6,10 40,84 4 45,33
7. (3-shot + kat.) 6,45 + 4,88 37,90 4+ 6,38 39,04 + 33,18

4. tablazat. A BLEU- és SARI-pontok, valamint a perplexitids megoszlasa
modellenként. A legjobb értékek minden oszlopban, minden modell esetében

felkovérrel vannak jelolve. A jelolések kovetik a vizsgalati esetek leirdsanal

feltiintetettet: a + kat. jelolés a kategoriaegyeztetést jelenti, a + Levenshtein
pedig a harom Levenshtein-csoport figyelembe vételét veszik. A jelek hidnya az
adott tulajdonsig randomizalt vagy figyelembe nem vett voltara utal.
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C. Részletes SARI-, BLEU- és Perplexitas-adatok

A jelolések kovetik a vizsgalati esetek felsorolasanéal feltiintetettet.

Modell Vizsgalati eset Mean £ Stdev  Min Max
1. (0-shot) 6,28 +3,87 0,52 27,68
2. (1-shot) 8,20+£508 0,65 2544
3. (1-shot | kat.) 7,98 +5,12 0,56 34,55
Claude 3.5 Haiku 4. (3-shot) 7,96 + 5,14 0,62 27,89
5. (3-shot + Levenshtein) 10,58 £ 6,02 0,54 29,02
6. (3-shot + kat. + Levenshtein) 10,86 + 6,15 0,84 29,68
7. (3-shot + kat.) 8,15+ 5,07 0,49 28,10
GPT-Ao 1. (0-shot) 882+512 1,61 3562
5. (3-shot + Levenshtein) 10,24 £ 5,75 0,74 27,52
1. (0-shot) 10,484+ 6,52 0,90 35,25
2. (1-shot) 12,33+6,96 1,13 34,81
3. (1-shot + kat.) 12,43+6,88 0,89 37,32
GPT-40 mini 4. (3-shot) 12,39 £ 6,75 0,98 36,28
6. (3-shot + kat. + Levenshtein) 13,28 £ 7,17 1,23 41,17
5. (3-shot + Levenshtein) 13,38 + 7,40 1,67 35,54
7. (3-shot + kat.) 12,484+ 7,11 1,14 34,41
1. (0-shot) 6,42+4,19 0,65 23,46
2. (1-shot) 851 +522 0,22 29,83
3. (1-shot + kat.) 8,57 +5,06 0,64 27,29
Llama 3.3 70B, kvantalt 4. (3-shot) 8,72 £ 5,21 0,43 34,70
5. (3-shot + Levenshtein) 10,65+ 5,98 0,35 33,65
6. (3-shot + kat. + Levenshtein) 10,60 £ 6,05 0,86 30,84
7. (3-shot + kat.) 8,45+552 0,55 30,50
1. (0-shot) 6,36 £+ 4,85 0,06 31,69
2. (1-shot) 8,13+537 0,58 29,24
3. (1-shot + kat.) 8.82+544 0,09 2742
LLama 3.1 70B, kvantalt 4. (3-shot) 8,31 +544 0,63 27,52
5. (3-shot + Levenshtein) 10,55 £ 6,96 0,33 36,96
6. (3-shot + kat. + Levenshtein) 10,76 + 6,60 0,01 36,17
7. (3-shot + kat.) 8,60+573 0,10 30,53
1. (0-shot) 6,32+4,26 0,68 22,12
2. (1-shot) 6,65+4,81 0,05 24,29
3. (1-shot + kat.) 6,51 +4,58 0,17 26,41
Llama 3.1 8B 4. (3-shot) 6,58 +4,89 0,26 27,25
5. (3-shot + Levenshtein) 7,65 + 5,63 0,07 28,68
6. (3-shot + kat. + Levenshtein) 7,52 + 4,88 0,49 26,63
7. (3-shot + kat.) 6,94+511 0,26 27,89
1. (0-shot) 583+4,34 0,13 25,30
2. (1-shot) 6,73+525 0,35 35,72
3. (1-shot + kat.) 6,41 +4,88 0,52 28,76
Llama 3.2 3B 4. (3-shot) 7134567 0,07 36,07
5. (3-shot -+ Levenshtein) 7,02 + 5,67 0,07 34,50
6. (3-shot + kat. + Levenshtein) 6,97 + 5,56 0,01 29,48
7. (3-shot + kat.) 6,45 +4,88 0,23 27,17
1. (0-shot) 5,64+4,62 0,01 2548
2. (1-shot) 8,37+6,20 0,00 32,42
3. (1-shot + kat.) 8,55+6,29 0,00 32,07
Qwen2.5 7B 4. (3-shot) 8,41 + 6,08 0,87 33,52
5. (3-shot + Levenshtein) 9,95 + 6,84 0,80 44,54
6. (3-shot + kat. + Levenshtein) 10,17 £ 6,61 0,94 32,46
7. (3-shot + kat.) 8,53+570 0,11 27,12

5. tablazat. BLEU eredmények
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Modell Vizsgalati eset Mean £ Stdev Min Max
1. (0-shot) 38,00+ 6,14 24,16 58,61
2. (1-shot) 41,04 46,29 23,52 63,53
3. (1-shot + kat.) 40,83+ 6,62 21,91 62,41
Claude 3.5 Haiku 4. (3-shot) 40,74+ 6,22 26,25 62,41
5. (3-shot + Levenshtein) 42,81 + 5,81 26,08 60,06
6. (3-shot + kat. 4+ Levenshtein) 42,87 + 5,96 26,23 63,70
7. (3-shot | kat.) 40,95+ 6,35 23,97 60,89
GPT-40 1. (0-shot) 41,29 +5,89 22,67 57,12
5. (3-shot + Levenshtein) 42,70 £ 5.85 24,08 59,16
1. (0-shot) 42,49 + 5,69 25,08 64,70
2. (1-shot) 43,09+ 5,71 28,92 63,74
3. (1-shot + kat.) 43,74+ 523 2524 59,97
GPT-40 mini 4. (3-shot) 43,89 + 5,27 25,52 61,21
5. (3-shot + Levenshtein) 44,58 + 5,58 30,00 65,02
6. (3-shot + kat. + Levenshtein) 44,36 =558 30,04 70,66
7. (3-shot + kat.) 44,05 45,78 24,54 63,85
1. (0-shot) 38,59+ 6,71 18,26 60,95
2. (1-shot) 40,62 + 6,19 19,99 60,78
3. (1-shot | kat.) 40,88 + 6,58 16,11 62,63
Llama 3.3 70B, kvantalt 4. (3-shot) 41,02 £+ 6,57 18,48 57,80
5. (3-shot + Levenshtein) 42,41 + 5,91 23,42 58,73
6. (3-shot + kat. 4+ Levenshtein) 42,43 + 6,19 25,00 68,95
7. (3-shot + kat.) 40,61 + 6,88 19,84 58,53
1. (0-shot) 38,28 + 6,85 19,41 59,78
2. (1-shot) 40,21 +6,23 23,24 60,14
3. (1-shot + kat.) 40,76 + 6,37 21,65 59,36
LLama 3.1 70B, kvantalt 4. (3-shot) 40,11+6,24 19,20 61,36
5. (3-shot + Levenshtein) 41,50 + 5,88 24,90 59,54
6. (3-shot + kat. 4+ Levenshtein) 41,80 + 6,52 22,34 61,70
7. (3-shot, | kat.) 40,54 + 6,40 21,00 58,29
1. (0-shot) 38,17+ 6,22 15,08 58,73
2. (1-shot) 38,58+ 6,20 17,01 63,09
3. (1-shot + kat.) 38,52+ 6,08 17,92 55,43
Llama 3.1 8B 4. (3-shot) 38,53 + 6,17 15,96 60,53
5. (3-shot + Levenshtein) 39,27 + 5,95 25,12 59,03
6. (3-shot + kat. + Levenshtein) 39,49 £561 2542 52,00
7. (3-shot + kat.) 38,03+ 6,18 20,84 56,70
1. (0-shot) 37,12+ 5,70 19,60 52,43
2. (1-shot) 38,21 +5,92 21,73 58,40
3. (1-shot | kat.) 37,62 +5.84 20,71 53,04
Llama 3.2 3B 4. (3-shot) 38,24 + 6,39 19,89 57,00
5. (3-shot + Levenshtein) 38,49 + 6,24 18,38 52,61
6. (3-shot + kat. 4+ Levenshtein) 38,47 + 6,10 22,42 59,56
7. (3-shot + kat.) 37,90 £+ 6,38 17,94 54,83
1. (0-shot) 37,53 + 6,28 17,87 56,65
2. (1-shot) 39,63 + 5,50 23,39 55,35
3. (1-shot + kat.) 39,69 + 5,89 17,17 57,12
Qwen2.5 7B 4. (3-shot) 30,03+ 5,63 22,04 57,18
5. (3-shot + Levenshtein) 40,34 + 5,65 23,61 57,14
6. (3-shot + kat. + Levenshtein) 40,65 + 5,44 26,24 63,97
7. (3-shot | kat.) 30,75+ 5,54 17,89 55,87

6. tablazat. SARI eredmények
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Atlag Minimum Maximum
1. (0-shot) 15,11 + 4,67 7,45 33,78
2. (1-shot) 14,10 % 4,30 7,49 31,66
3. (1-shot | kat.) 14,02 £ 4,17 7,40 29,37
Claude 3.5 Haiku 4. (3-shot) 14,11 £ 4,17 6,88 27,03
5. (3-shot + Levenshtein) 12,63 £ 3,69 6,02 23,13
6. (3-shot + kat. + Levenshtein) 12,72 £ 3,73 5,88 25,40
7. (3-shot + kat.) 13,89 + 4,09 6,02 26,73
GPT-Ao 1. (0-shot) 15,93 + 5,72 7,52 47,48
5. (3-shot + Levenshtein) 14,98 £ 5,25 5,87 57,49
1. (0-shot) 15,80 £+ 5,76 6,64 47,00
2. (1-shot) 15,14 + 5,39 6,91 34,35
3. (1-shot + kat.) 15,14 + 5,31 5,95 64,81
GPT-40 mini 4. (3-shot) 15,31 £ 5,44 7,02 39,08
5. (3-shot + Levenshtein) 14,85 £+ 5,27 7,02 42,52
6. (3-shot + kat. 4+ Levenshtein) 14,58 + 4,58 7,07 34,15
7. (3-shot + kat.) 15,06 + 5,26 7,22 37,36
1. (0-shot) 14,79 + 5,36 6,60 44,09
2. (1-shot) 13,50 + 4,68 6,07 37,93
3. (1-shot + kat.) 13,40 £ 5,01 5,81 33,86
Llama 3.3 70B, kvantalt 4. (3-shot) 13,48 £ 5,03 6,13 37,76
5. (3-shot -+ Levenshtein) 11,72 + 4,06 5,25 38,82
6. (3-shot + kat. + Levenshtein) 11,66 £ 3,91 5,04 26,39
7. (3-shot + kat.) 13,57 + 4,98 5,90 35,79
1. (0-shot) 18,45 + 7,74 7,10 50,28
2. (1-shot) 15,40 + 6,39 6,00 67,82
3. (1-shot + kat.) 15,34 + 6,27 5,97 42,57
LLama 3.1 70B, kvantalt 4. (3-shot 4 Levenshtein) 13,10 £ 4,52 4,54 27,85
5. (3-shot) 15,59 + 6,57 6,57 41,24
6. (3-shot + kat. + Levenshtein) 13,21 £ 5,44 5,54 38,29
7. (3-shot | kat.) 15,36 =+ 5,56 7,19 44,61
1. (0-shot) 25,11 + 13,84 9,13 163,04
2. (1-shot) 23.57 + 12,41 5.69 165,13
3. (1-shot + kat.) 23,30 + 11,08 8,77 73,61
Llama 3.1 8B 4. (3-shot) 23,86 4+ 12,42 6,07 118,37
5. (3-shot + Levenshtein) 19,97 £+ 9,26 6,13 88,03
6. (3-shot + kat. + Levenshtein) 20,32 4+ 9,47 5,67 59,32
7. (3-shot + kat.) 24,58 + 12,06 8,99 102,85
1. (0-shot) 59,32 4 52,30 5,00 577,32
2. (1-shot) 38,86 + 38,57 3,60 299,56
3. (1-shot + kat.) 41,57 + 41,65 4,76 351,74
Llama 3.2 3B 4. (3-shot) 43,28 + 40,85 9,96 367,61
5. (3-shot + Levenshtein) 40,47 + 44,63 3,83 600,01
6. (3-shot + kat. 4+ Levenshtein) 40,84 + 45,33 1,46 734,61
7. (3-shot + kat.) 39,04 + 33,18 9,48 160,63
1. (0-shot) 65,54 + 45,84 6,93 236,78
2. (1-shot) 45,36 + 29,16 10,32 514,96
3. (1-shot + kat.) 44,45 + 29,07 10,19 163,75
Qwen2.5 7B 4. (3-shot) 47.64 + 30,27 8,57 154,69
5. (3-shot + Levenshtein) 38,32 + 25,25 1,23 161,58
6. (3-shot + kat. + Levenshtein) 37,05 + 22,17 2,66 133,32
7. (3-shot + kat.) 44,33 + 29,79 8,78 137,05
7. tablazat. A perplexitas eredményei
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