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Kivonat A korpuszok egyik legjellemzsbb tulajdonsaga a méretiik, mé-
sodik szempontként pedig az annotéciok mindségét szokas emliteni. Mi-
néség alatt elsGsorban konzisztenciat értiink: azt mérjiik, hogyan teljesit
a korpusz egy részén betanitott modell a korpusz egy masik részén. Cik-
kiinkben kiilonb6z6 méretd morfologiailag annotalt korpuszokon (ELTE
DH gold standard korpusz, NYTK-NerKor, Szeged Treebank) vizsgaltuk,
hogy mekkora az elég nagy korpusz. Mivel a vizsgalt korpuszok standard
cimkekészleteket kovetnek, kézenfekvének tiint a kombinaldsukkal is ki-
sérletezni, igy ugyanis a nagyobb méret mellett nagyobb miifaji valtoza-
tossagot is elérhetiink. Eredményeink szerint nem a korpuszok mérete a
volt dont§ szempont a teljesitményben, a kiilonb6zé korpuszok vegyitése
pedig még rontott is az eredményeken az annotécios sémak eltérd értel-
mezései miatt.

Kulcsszavak: morfologia, korpuszannotécid, korpuszkiértékelés

1. Bevezetés

Mar szinte kozhely, hogy a gépi tanulasra épiil§ természetesnyelv-feldolgozé al-
goritumusoknak nagy mennyiségti tanitéadatra van sziikségiik. De mit jelent
pontosan a nagy mennyiség? Ez nyilvin nagyban fiigg a feladattol. Kutata-
sunkban a szotévesités és a morfologiai cimkézés feladatat valasztottuk a kérdés
megvizsgalasdhoz, mert ehhez t6bb kiilonb6z§ méreti gold standard korpusz all
rendelkezésre. A korpuszok teljesitményének Osszehasonlitasaval elssorban arra
kerestiik a valaszt, hogy mekkora korpusz elég ahhoz, hogy elfogadhato eredmé-
nyeket kapjunk a kérdéses feladatokon. Azaz alapvet&en a méret és a teljesitmény
Osszefiiggését vizsgaltuk, nem volt célunk a korpuszok mindségének értékelése.
A korpuszméret kapcsan felmertiil a kiilonb6zd korpuszok egyiittes hasznéla-
tanak lehet&sége is. Ez kordbban a névelem-felismerésben jol mtikodé modszer-
nek bizonyult (Simon és mtsai, 2022), igy a morfologiai elemzés tanitasahoz is
megprobaltuk kombinalni az azonos cimkekészletet hasznalé korpuszokat. Mivel
ezek a cimkekészletek (emMorph és UD) erGsen szabvanyositottak, igy elvileg
az ezeket hasznalo korpuszok annotacioi kompatibilisek egymassal. Nem szabad
azonban figyelmen kiviil hagyni, hogy mind a szoétovesités, mind a morfologiai
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elemzés joval szubjektivebb feladat a névelem-annotélasnal. Emiatt erésen kér-
déses, hogy az elvileg kompatibilis korpuszok vajon valéban kompatibilisek-e (és
egyaltalan van-e ré sziikség, hogy azok legyenek).

2. Kapcsol6dé munkak

A mieinkhez hasonlo kérdéseket vizsgalt Straka és Strakova (2017) a UDPipe 1.1-
es verzidjanak kiértékelése kapcsan. Mivel szamos nyelvre tébbféle UD korpusz is
létezik, ezekkel kiilon-kiilon és vegyitve is végeztek tanitasokat. Altalanossagban
arra jutottak, hogy a modellek jobb eredményt értek el, ha a tanitashoz csak
egy korpuszt hasznaltak fel, a kiilonb6z6 korpuszok vegyitése rontott a teljesit-
ményen. A kisebb korpuszok esetén részletesebb kisérleteket is végeztek a tani-
toadatok mas korpuszokbol vald dusitasanak lehetségeirsl. Az eredményekben
csak azokat a korpuszokat jelenitették meg, ahol a mas korpusz adataival valod
b&vités jobb teljesitményt eredményezett a fiiggdségi annotéacioban. Ez Gsszesen
12 korpuszt jelent 6gorog, cseh, angol, francia, olasz, latin, szlovén és svéd nyelve-
ken. Ebbdl a POS-tagelés 6, a morfologiai jegyek meghatarozasa 4, a szotovesités
pedig 7 esetben volt sikeresebb a bévitett korpuszok esetén. A korpuszméret méas
forrasbol vald novelése tehat még a kis korpuszoknal sem bizonyult egyértelmten
jo otletnek. A szerzdk ezt a kiilonb6z6 korpuszok annotécioinak inkonzisztenci-
ajaval magyarazzak ("the Universal Dependencies are yet not so universal as
everyone would like").

A UD korpuszok annotécioinak eltéréseit vizsgalja Wisniewski és Yvon (2019),
elsgsorban angol és francia nyelvi treebankeken (mivel ezekbdl elég sok van). A
korpuszok kozotti eltérések detektalasara Boyd és mtsai (2008) modszerét hasz-
naltak, mely szerint ha két azonos szekvencia méshogy van annotalva, akkor
valamelyik szekvencia vélhetSen inkonzisztens. Inkonzisztencidk természetesen
eléfordulhatnak (és el is fordulnak) egy korpuszon beliil is, Wisniewski és Yvon
(2019) eredményei szerint azonban az eltérd annotaciok aranya minden esetben
nagyobb volt, ha a korpuszt egy masik korpusszal hasonlitottdk Gssze, mint ha
sajat magaval. A kopruszok kozotti eltérések jellemzésére egy maésik kisérletet
is végeztek a szerzk. Ebben egy binaris osztalyozot tanitottak be, amelynek az
volt a feladata, hogy eldontse egy mondatrol, hogy két korpusz koziil melyikhez
tartozik. Intuitiv feltételezés szerint minél nagyobb lesz ennek az osztalyozonak
a hibaaranya, annal hasonlobb a két korpusz. Az osztalyozot betanitottak csak
szavakra, csak POS-tagekre és sz6 + POS-tag kombinaciokra is. A legsikeresebb
osztalyozast ez utobbindl érték el, ami arra utal, hogy az azonos szavak (vagy
szoszekvencidk) eltéré annotacioi jol jellemzik a korpuszokat, azaz a korpuszok
kozotti eltérések szisztematikusak.

A korpuszmeéret és a vele betanitott modell sikerességének kapcsolatahoz ér-
demes még megemliteni Martin és mtsai (2020) munkajat, akik CamemBERT
nevi BERT alapt francia modelljiiket (és Osszehasonlitasképpen mas model-
leket) tanitottak be és értékelték ki négy kiillonbozs korpuszon. Ezek kozil a
legnagyobb 389363 tokent tartalmazott, a szofaji cimkézésben a legjobb eredmé-
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nyeket azonban a néala joval kisebb, 68615 tokenbdl 4116 Sequoia korpusszal érték
el a szerzdk.

Egyrészt elmondhatd tehat, hogy az annotéacios sémék eltérése a kiilonbozd
korpuszokban més nyelveknél is ismert probléma. Masrészt feltehetd az is, hogy
a morfologiai cimkéz6 modellek eredményességének nem feltétleniil az oriasi kor-
puszméret a kulcsa.

3. Felhasznalt korpuszok és eszk6zok

Kisérleteinkhez 3 kiilonb6z6 méret kézzel annotalt korpuszt hasznaltunk fel.
Ezek kozill a legnagyobb a HuSpacy tanitéanyagaul is szolgald Szeged Tree-
bank (Vincze és mtsai, 2010). Ennek teljes mérete 1362505 token. Az eredeti
annotacié nagyrészt automatikusan lett a Universal Dependencies szabvanyra
konvertalval, a UD annotéciok csak a korpusz egy kis részén (42032 token) kap-
tak kézi ellenérzést.?

A masodik legnagyobb felhasznalt korpusz az NYTK-NerKor (Simon és Va-
dasz, 2021)3, amely Ssszesen 1017 340 tokent tartalmaz. A korpuszhoz gold stan-
dard morfologiai annotacié késziilt az emMorph cimkekészletével, majd ez az
emtsv emmorph2ud2 (Vadasz és Simon, 2019) eszkozével lett UD szabvanyra
konvertalva. A konvertalt UD annotéaciok automatikus és kézi javitasokon is at-
estek.

A legkisebb vizsgalt korpusz az ELTE DH gold standard korpusza (K. Molnar
és Domator, 2023)%, amely 496 060 tokenbdl all, és az NYTK-NerKorhoz hasonlo
modszertannal késziilt. Mindkét korpuszt az emtsv (Indig és mtsai, 2019) morfo-
logiai elemz6 moduljaival elGelemezték, majd az elemz6 altal adott annotéacidkat
javitottak kézzel az annotatorok. Az eredeti, kézzel ellenérzott annotaciok ennek
megfelelGen itt is az emMorph cimkekészletét kovetik, majd ezek is az emmor-
ph2ud?2 eszkozzel lettek UD annotacioval kiegészitve. Ez utobbi annotacios réteg
nem kapott kézi ellenGrzést.

Mindhéarom korpusz miifajilag heterogén, tartalmaznak egymaéssal atfeds és
egyedi szovegtipusokat is, igy a korpuszok kombinélasaval nem csak nagyobb
méretet, hanem nagyobb miifaji valtozatossagot is elérhetiink. A korpuszokban
talalhato mifajokat az 1. tablazatban foglaltuk Gssze.

! https://github.com/huspacy/huspacy-resources/tree/master/data/
processed/szeged- corpus

2 https://github.com/UniversalDependencies/UD_Hungarian-Szeged/

3 https://github.com/nytud/NYTK-NerKor/

4 https://github.com/ELTE-DH/gold- standard
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1. tablazat. A korpuszok miifajai

A korpuszok teszteléséhez elsésorban a HuSpaCy (Orosz és mtsai, 2023) lem-
matizalo és morfologiai elemz6 moduljait hasznaltuk, mivel azonban a harom
vizsgalt korpuszbol ketts eredetileg emMorph cimkekészlettel késziilt, igy ezek
Osszehasonlitasahoz a PurePos (Orosz és Novak, 2013) tanitasaval is végeztiink
kisérleteket. Ez utobbinal lehetség van elGelemzést is végeztetni a szabélyalapt
emMorph (Novak és mtsai, 2016) modul segitségével.

A korpuszok train-dev-test felosztasahoz a HuSpaCy eredeti (Szeged Tree-
bankbdl szarmazo) tanitoanyaganak aranyait hasznaltuk. A vagasnal szempont
volt, hogy minden alkorpuszbdl nagyjabol azonos aranyban keriiljon széveg a
train, dev és test halmazokba, illetve hogy a bekeriils szovegek teljes mondatok
legyenek. A korpuszokat elGszor kiilon-kiilon hasznaltuk tanitésra és tesztelésre,
majd megprobaltuk kettesével kombinalni Sket.

A HuSpaCy eredményei osszehasonlithatok a spaCy (Honnibal és mtsai,
2020) mas nyelvii modelljeivel. A hivatalos weboldalon® 24 nyelv Gsszesen 82
modelljének eredményei érheték el. Ebbdl 16 nyelv esetén van adat mind a UD
POS-tag, a morfologiai jegyek és a lemmatizalas kiértékelésére. A modellek at-
lagos teljesitménye az egyes feladatokon a 2. tablazatban lathato.

POS Morph Lemma

0,966 0,944 0,940
2. tablazat. A spaCy kiilénb6z6 nyelvii modelljeinek atlagos accuracy értékei

A legjobb eredményt a spanyol, a katalan és a német modellek érték el, ezek
mindhéarom feladaton az atlagosnal jobban teljesitettek. A leggyengébbek (mind-
harom feladaton atlag alatti) teljesitményt a finn, a litvan és a gorég modellek
adték. Ezen kiviil még az olasz és a norvég modellek eredményei mondhatok
kiegyensulyozottnak: mindketts atlagos eredményt nytujt POS-tagelésben, a mé-

5 https://spacy.io/models
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sik két feladaton pedig atlagnal jobbat. A tobbi modell sikeressége eltérd volt az
egyes feladatoknal.

A 3. tablazat az elébb emlitett modellek eredményeit és a modell alapjaul
szolgalo korpuszok méretét mutatja. Az egyes nyelveknél a legjobb eredményt
eléré modellt vettiik figyelembe. A korpuszméret a modell tanitasahoz és kiérté-
keléséhez hasznalt teljes korpusz tokenszamaét jelenti.

Nyelv  Korpuszméret POS Morph Lemma

német 900000 0,99 0,97 0,98
spanyol 500000 0,99 0,99 0,97
katalan 500000 0,99 0,99 0,98
norvég 311277 0,97 0,96 0,97
olasz 278429 0,97 0,97 0,98
finn 201948 0,96 0,92 0,86
litvan 70047 0,95 0,89 0,86
gorog 61673 0,96 0,91 0,90

3. tablazat. A spaCy legjobb és legrosszabb eredményt elért modelljei

Itt az latszik, hogy a gyengébb teljesitményd modellek tanitokorpusza va-
loban jellemzben kisebb, egy bizonyos korpuszméret folott (a 278 ezres olasz
korpusztol kezdve) azonban mar nincs lényeges kiilonbség az eredmények kozott.
Bar az eredmények pontos értelmezéséhez nyilvinvaléan figyelembe kellene ven-
ni az egyes nyelvek (morfologiai gazdagsag) és korpuszok (miifaji sokszintiség)
kiilonbségeit, az altalanos tendencia mégis arra utal, hogy nem a méret a lényeg.

4. Eredmények

4.1. HuSpaCy

A 4. tablazatban a HuSpaCy eredményei lathatok a kiillonbozd korpuszokon és
azok kombinécidin tanitva. A széfaj meghatarozasaban (POS), a NerKor érte el
a legjobb eredményt. A lemmatizalasnal nagyjabol a mérettel aranyosan valto-
zott a teljesitmény az egyes korpuszoknél. A morfolégiai jegyek azonositasiban
(Feats) a Szeged Treebank jelentGsen alulteljesit a masik két korpuszhoz ké-
pest. A legnagyobb eltérés a ritka jegyeknél (Reflex, Aspect, Number [psed]),
a melléknevek fokozasanal (Degree) és a szamjegyeknél (NumType) mutatkozott.
Osszességében azonban elmondhat6, hogy mindharom korpusz eredménye eléri,
s6t meghaladja a spaCy més nyelvii modelljeinek el6z6 fejezetben ismertetett at-
lagos teljesitményét, és kozelitik a hasonld korpuszmérettel biré6 német, spanyol
és katalan modellek eredményeit.

A tablazat also részében azt lathatjuk, hogy a kiilonb6z6 korpuszok kombi-
naldsa szinte minden esetben lényegesen rontott az eredményeken; egyediil az
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ELTE-Szeged pérositas lemma eredménye nem rosszabb mindkét korpusz 6nal-
16 teljesitményénél. A legrosszabb eredményt éppen a két nagyobb korpusz, a
NerKor és a Szeged Treebank parositasa adta.

Korpusz train dev test POS Lemma Feats
ELTE DH 485525 5250 5285 0,982 0,975 0,977
NerKor 997002 10167 10148 0,986 0,982 0,979
Szeged 1340639 11418 10448 0,983 0,987 0,969

ELTE DH -+ Szeged 1826164 16668 15733 0,976 0,979 0,954
NerKor + Szeged 2337641 21585 20596 0,914 0,918 0,897

4. tablazat. A HuSpaCy eredményei kiilonb6z6 korpuszokon tanitva

Az eddigiek szerint tehat a kisebb korpuszok nem teljesitenek (sokkal) rosszab-
bul a nagyobbaknal, igy azt is mértiik, mi az a minimaélis korpuszméret, amivel
még értékelhets eredményt lehet elérni. Ehhez a legkisebb (ELTE-DH) korpusz
train és dev alkorpuszait vagtuk fokozatosan kisebb szeletekre (75-50-25-10-5%).
A teszthalmazon nem valtoztattunk. Ennek eredményei az 5. tablazatban latha-
tok.

train dev POS Lemma Feats

485525 5250 0,982 0,975 0,977
351723 4101 0,977 0,970 0,975
237287 3019 0,975 0,967 0,972
122254 1426 0,976 0,962 0,973
47971 877 0,965 0,930 0,958
23540 610 0,233 0,640 0,079

5. tablazat. A HuSpaCy teljesitménye kisméretii korpuszokon

A POS-tageknél a korpusz 75%-ra (350 ezer token) csékkentése 0.5% vissza-
esést eredményez, a kovetkezs vagasoknal (50 és 25%) azonban nem tapasztalunk
ekkora valtozast. A 25%-o0s (120 ezres) korpusz mind a POS, mind a feats eseté-
ben egy kicsivel még jobb eredményt is ad, mint az 50%-os (237 ezres) korpusz.
A lemmak pontossidga 25%-ig folyamatos csokkenést mutat. Nagyobb romlast
mindharom feladatnal a 10%-os (48 ezres) korpusznal latunk elGszor, a még en-
nél is kisebb tanitokorpusz esetén pedig mér értékelhetetlen eredményt kapunk.
(A 64%-o0s lemma accuracy értelmezéséhez megjegyezziik, hogy a tesztkorpusz
szavainak 63,4%-4ra igaz, hogy a szot6 megegyezik a szoalakkal.)
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4.2. PurePos

Hasonl6 kisérleteket végeztiink a PurePos tanitaséaval is a két emMorph annotéci-
ot tartalmazo korpusszal (ELTE DH és NerKor). Az elemz6t elGszor az emMorph
modul kikapcsoldsaval tanitottuk, azaz elGelemzés nélkiil, csak a korpuszokbol
kellett megtanulnia a cimkekészletet. Itt is elgszor kiilon-kiilon, majd egyiitt is
tanftottunk a két korpusszal. A tanitasi kisérleteket elvégeztiik az ELTE DH
korpusz kisebbre vagott valtozataival is. Ezek eredményei a 6. és 7. tablazatban
lathatok. A 6. tablazatban azért szerepel kiilon oszlopban a UD és az emMorph
lemma, mert a NerKorban kétféle lemma érték is tartozik a szavakhoz: az eredeti
(emMorph) lemmékat a UD-re konvertalas soran a UD sémajara igazitottak a
korpusz készit6i. Kisérleteinkben ezért mindkét lemmaval elvégeztiik a tanitést.

Korpusz train test Tag Lemma (UD) Lemma (emMorph)
ELTE DH 485525 10535 0,948 0,925 0,925
NYTK-NerKor 997002 20315 0,948 0,940 0,925
ELTE + NerKor 1482527 30850 0,942 0,923 0,919

6. tablazat. A PurePos eredményei kiilonb6z6 korpuszokon tanitva emMorph
nélkiil

A két korpusz eredményeit Osszehasonlitva azt latjuk, hogy a cimkézési fel-
adatnal kiilonboz6 méretiik ellenére is azonos teljesitményt nyuijtott a két kor-
pusz. A lemmatizalasnéal a NerKor UD lemmai kénnyebben tanulhatonak bizo-
nyultak, mint az eredeti lemmék, ez utébbiak szintén azonos eredményt mu-
tatnak az ELTE DH korpusszal. Itt is igaz, hogy a két korpusz kombinélasa
nemhogy nem javitott, de még rontott is az eredményeken.

Train méret Tag accuracy Lemma accuracy

485525 0,948 0,925
351723 0,947 0,927
237287 0,946 0,927
122254 0,946 0,938
47971 0,925 0,935
23540 0,894 0,912
11951 0,889 0,908
5863 0,836 0,872

7. tablazat. A PurePos teljesitménye kisméretti korpuszokon emMorph nélkiil

A 7. tablazatban lathaté eredmények szerint a PurePos a HuSpaCy-nél ke-
vésbé érzékeny a korpuszméretre. (Ami nem meglepd, hiszen a PurePosnak ki-
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fejezett célja volt, hogy kis korpuszokon is képes legyen viszonylag megbizhatd
eredményt adni.) A lemmatizalasban még egészen kicsi, alig 12 ezer token méreti
tanitokorpusszal is elérte a 90%-ot. Erdekes, hogy a 120 és a 48 ezres korpuszok-
nal a lemmatizalas eredményessége atmenetileg még javult is, ez valésziniileg a
részkorpuszok sajatossagai miatt lehet. A tagelésnél itt is a 48 ezres korpusz-
nal latjuk az elsé nagyobb visszaesést, de ennek az eredményei is sokaig 90%
kozelében maradnak.

A 8. és 9. tablazatban ugyanezeket a tanitasokat latjuk, de ezittal hasznaltuk
a beépitett emMorph el6elemz6 modult, azaz a korpuszokbol betanitott modell-
nek mar csak az egyértelmisités volt a feladata. Ehhez referencianak érdemes
megvizsgalni, hogy a szavak mekkora része eleve egyértelmi. Ez legkonnyebben
az ELTE DH korpusz xml valtozatan volt mérhets, ez ugyanis tartalmazza az
Osszes alternativ emtsv elemzést. Eszerint a szavak kozel felénél (45,7%) mind
a szOt6, mind az elemzés egyértelmii, igy nem meglepGek az el6z6eknél még
erésebb eredmények. A legjobban az ELTE DH korpusza teljesitett. A NerKor
alulmaradasa valésziniileg annak tudhat6 be, hogy a korpusz készit6i vélhetGen
tobbszor adtak meg sajat elemzést az emtsv altal felajanlottak helyett.

Korpusz train test Tag Lemma (UD) Lemma (emMorph)
ELTE DH 485525 10535 0,963 0,982 0,982
NYTK-NerKor 997002 20315 0,936 0,948 0,954
ELTE + NerKor 1482527 30850 0,942 0,958 0,958

8. tablazat. A PurePos eredményei kiilonb6z6 korpuszokon emMorph elGelem-
zéssel

A korpuszméret csokkentése itt — nem megleps modon — még kevésbé befo-
lyasolta az eredményeket: a korpusz csupan 10%-at (48 ezer tokent) hasznalva is
ugyanolyan eredményeket kaptunk, mint a teljes korpuszon tanitva.

Train méret Tag accuracy Lemma accuracy

485525 0,963 0,982
351723 0,963 0,981
237 287 0,965 0,981
122254 0,967 0,982
47971 0,963 0,982
23540 0,955 0,978
11951 0,955 0,977
5863 0,942 0,971

9. tablazat. A PurePos teljesitménye kisméret korpuszokon emMorph elGelem-
zéssel
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Az 1. abran még jobban latszik a neuralis (HuSpaCy) és a HMM (PurePos)
rendszerek eltér§ karakterisztikidja. A HuSpaCy eredménye mind a szotovesi-
tésben, mind a tagelésben meredeken zuhan a 10%-osra redukalt korpuszméret
alatt, mig a PurePos teljesitménye joval visszafogottabb titemben csékken. (A
HuSpaCy esetén az (1b) abran a feats eredményeket jelenitettiik meg, mert ne-
hézségben ez a leginkabb Gsszevethets az emMorph cimkézéssel.) Az emMorph
el6elemzivel az esés mindkét feladaton még lassabb, a szétovesités pontossaga
pedig végig a HuSpaCy-¢é felett marad.

1 1.0 T T T T T
"
0.95 g
0.9 i
0.9} g
0.8 - - 0.85- a
0.8 - -
0.7 |- B
0.6 | | | | | | | | 0.0 | | | | | | | |
1% 2.5% 5% 10% 25% 50% 75% 100% 1% 25% 5% 10% 25% 50% 75% 100%
(a) Lemma accuracy (b) Tag accuracy
—s— HuSpaCy —e— PurePos PurePos + emMorph

1. dbra. A lemma- és POS-tag pontossag alakulasa a korpuszméret fliggvényében

5. Diszkusszio

Az eredmények tiikrében visszatérhetiink az eredeti kérdéshez: mennyire szamit a
méret? Ugy tiinik, hogy a neuralis halo alapti rendszereknél, amilyen a HuSpaCly,
szamit, de ott sem mindenek felett. A kisebb korpuszok nemcsak vesenyképes-
nek bizonyultak a legnagyobb mérettel bir6 Szeged Treebankkel szemben, de
bizonyos feladatokban meg is el6zték. Azt mondhatjuk tehat, hogy nagyjabol
felmillio tokentdl (ami az ELTE DH korpusz teljes mérete) kezdve mér nem fel-
tétleniil szamit a méret. Az ennél kisebb részkorpuszokon azonban egyértelmii
volt a teljesitménycsokkenés, kiilondsen a lemmatizalasnal. A POS-tagek és a
morfologiai jegyek pontossaga viszont meglepGen kis korpuszméretnél (120 ezer
token) is a "vallalhaté" tartomanyban maradt.

Osszességében tehat gy ttinik, hogy mindharom vizsgalt korpusz mérete
megfelel§ a HuSpaCy tanitasahoz, a PurePosnak pedig még kisebb is elég lenne,
kiilonosen ha a cimkekészlet lehetévé teszi az emMorph elelemzésének haszna-
latat. Ez azt is megmutatja, hogy a neurélis halok és a mesterséges intelligencia
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térhoditasa mellett is lehet helye a szabalyalapt moduloknak: az emMorph és a
PurePos éppen a HuSpaCy szaméra leginkdbb kihivast jelenté lemmatizalasban
volt kiilonGsen sikeres a kisebb korpuszokon. Az, hogy a tagelési feladatban vi-
szont (bar abban is jo) nem éri el a lemmatizalo szintjét amiatt lehet, hogy a
sz6faj kérdése sokszor a szakérté emberi annotatorok szdméra sem egyértelmii.
Mind a NerKorban, mind az ELTE DH korpuszban gyakori tévesztés volt a mel-
léknevek és fénevek keverése, ami a nyelvészeknek is "sziirke zoénanak" szamit.

Tovabbi érdekes és hasznos tanulsag, hogy barmennyire is csabité6 gondolat
a nagyobb méret elérése érdekében egyiitt hasznalni a meglévs korpuszokat, ez
sajnos minden esetben rossz Stletnek bizonyult. Ugy tiinik, hogy a lemmatiza-
las és morfologiai elemzés tulsdgosan sokrétii feladat ahhoz, hogy barmely két
miihely egységesen tudjon annotéilni, még akkor is, ha azonos sémat probalnak
kovetni. A korpuszok kozotti eltérések részletes vizsgalata egy kiilon tanulményt
érdemelne, itt csak néhény kiilonbséget emlitliink meg, amelyek vagy méar a kor-
puszok leirasabol kideriilnek, vagy az altalunk végzett mérések eredményeibsl
nagyon szembetlinGek voltak.

A NerKor példaul sajatos elemzést alkalmaz a tobbtagi tulajdonnevekre.
Ezek bels6 tagjai nem kapnak esetragot, csak sima [/N] taggel annotaljak Sket,
a sz6t6 pedig azonos a szdalakkal. Ez a UD konverziéba nem keriilt at, igy csak
a NerKor és az ELTE DH kompatibilitasat érinti (amennyiben az emMorph an-
notéaciokat hasznaljuk). Tovabbi kiilonbség a két kisebb korpusz kozott, hogy a
NerKor megkiilonbozteti a melléknévi igeneveket a melléknevektsl, el6bbiekre
a [/V] [_ImpfPtcp/Adjl, [/V] [_PerfPtcp/Adj] és [/V][_ModPtcp/Adj] cim-
kéket hasznélja, mig az ELTE DH korpuszban ez a kiilonbség csak a részletes
elemzésben jelenik meg, az egyszert cimke minden esetben [/Adj]. Ez érin-
ti a UD valtozatot is, a NerKor a melléknévi igeneveknél hasznal egy extra
VerbForm feature-t, ami se az ELTE DH, se a Szeged Korpuszban nem szerepel,
ezekben a melléknévi igenevek annotécidja megegyezik a sima melléknevekével.
Egyébként pont ezek az eltérések okozzak a NerKor gyengébb teljesitményét a
PurePos+emMorph tanitasaban, az emMorph ugyanis nem ad sima [/N] illetve
igenévi cimkéket, igy ezek okoztak a legtébb tévesztést ennél a modellnél.

Az ELTE DH korpusz sajatossaga, hogy a ragozott névmasok (pl. rdla) esetén
a szotGben kiilonbséget tesz a személyek (6) és a nem személyek (az) kozott,
mig a masik két korpusz nem hasznélja az az szotovet ezekben az esetekben.
A NerKor dokumentéacioja tovabba megjegyzi, hogy a Szeged Treebank nem
mindig kévetkezetes a névmaésok szétovesitésében, és az sem konnyitette meg a
szabalyok egyértelmid meghatarozasat, hogy néhany ragozott alakra nincs példa
a korpuszban.

Végiil meg kell emliteni a segédigék kérdéskorét, amit szintén eltéréen kezel-
nek a korpuszok. A Szeged Treebankben AUX cimkét kap a mult ideji feltételes
mod (volna) és a jové id6 (fog) segédigéje, valamint a kopula. Az emMorph cim-
kekészletben azonban nincs segédige kategoria, igy az emmorph2ud2 konvertéald
eszkozbe sem keriilt bele. A NerKor a sima [/V] cimkével kiilonbozteti meg a
segédigét a tobbi igétdl, ezt azonban csak a volna esetében hasznéljak (ami érthe-
t6, hiszen a jove id6t jelzd fog-nak és a kopuldknak van ragozasa). Az ELTE DH
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korpusz UD valtozataban viszont (mivel az az emmorph2ud2 eszkozzel késziilt)
egyaltalan nem szerepel az AUX cimke.

6. Osszegzés

Osszefoglalva, a morfologiai annotalas tanitasa a tapasztalataink szerint nem
feltétlentil igényel Oridsi tanitoékorpuszt. A méretnél lényegesebb szempont az
annotaciok konzisztencidja. A korpuszok kombinalasaval kapott eredmények azt
mutattak, hogy mar az annotacios séméak kis eltérései is komoly nehézséget tud-
nak okozni a tanulé algoritumusoknak.

Mindebbdl jogosan kdvetkezne az igény a kiilonb6z6 korpuszok annotécios sé-
mainak egységesitésére, kiilondsen egy olyan nemzetkozi szabvany esetén, mint a
Universal Dependencies. Ugyanakkor azt is 1attuk, hogy nincs feltétlentil sziikség
a meglévéknél nagyobb annotalt korpuszokra, igy az is elfogadhaté irany lehet,
ha hagyjuk, hogy az egyes korpuszok megérizzék az "egyéniségiiket", aminek az
emMorph elemzési réteg jo tere lehet.
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