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Kivonat Cikkiinkben nagy nyelvi modellek tablazat értelmezési képes-
ségeit vizsgéljuk. Ehhez készitettiink egy magyar nyelvi kiértékelGadat-
bézist, amiben Wikipédiardl szarmazé tablazatok és azok alapjan meg-
valaszolhato kérdés-vélasz parok talalhatok. A kérdés-valasz parokat a
tablazat kornyezetében taldlhatd szovegek alapjan automatikusan gene-
raltuk, majd ezeket kézzel ellendriztiik. Az igy kapott korpuszon ossze-
hasonlitottuk 14 nagy nyelvi modell pontossagat. Azt konkludalhatjuk,
hogy 2024 végén a 8 millidrd paraméteres modellek koriilbeliil 10 széza-
lékponttal, mig a 30 millard koriili modellek 5 szazalékponttal teljesitenek
rosszabbul, mint a GPT4o.

Kulcsszavak: kérdésvalaszolas, tablazat, nagy nyelvi modellek

1. Bevezetés

A tablazatok széles korben elterjedtek és gazdag informéacioforrast jelentenek az
interneten és kiilonféle dokumentumokban. Statisztikai adatok szerint az interne-
tes weboldalakon talalhato tablazatok szama elérte a tobb szazmilliot (Lehmberg
és mtsai, 2016); a vallalati kornyezetben pedig az Excel-szert fajlokban 1évs tab-
lazatok szdma meghaladta a 115 milliot (Wang és mtsai, 2020). A tablazatokbol
szarmazo6 relevans informéciok pontos keresése kulcsfontossagu szamos valos al-
kalmazasban, példaul pénziigyi elemzésekben vagy a tudoményos kutatasokban.

Az elmult években a nagy nyelvi modellek (Large Language Models, LLM-
ek) figyelemremélto fejlsdése (Brown és mtsai, 2020; Chowdhery és mtsai, 2023;
Touvron és mtsai, 2023) atalakitotta az tablaztokbol torténd informaciokinyerést
is. Az LLM-ek legf6bb elénye, hogy képesek altalanositani és Gsszetett nyelvi
struktirakat értelmezni, ami kiemelkedGen fontossa teszi Sket a nyelvi adatok
feldolgozasaban. Bar ezek a modellek elsGsorban angol nyelvre optimalizaltak,
egyre nagyobb igény mutatkozik arra, hogy mas nyelveken, példdul magyarul is
sikeresen alkalmazhatok legyenek.

Az egyik érdekes alkalmazasi teriilet a tablazatos kérdésmegvalaszolasi fel-
adat (TQA) (Jin és mtsai, 2022), amely soran a modellnek egy tablazat alapjan
kell a feltett kérdésekre valaszt adnia. Egészen pontosan a TQA feladat soran a
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bemenet egy vagy tobb tablazat és egy természetes nyelven megfogalmazott kér-
dést, amelyet a tablazat(ok)ban talalhaté informéciok alapjan kell megvalaszolni.
A feladat sikeres végrehajtasahoz a modellnek képesnek kell lennie arra, hogy a
kérdés alapjan valamilyen modon a tablazat megfelels cellaiban talalhaté adato-
kat azonositsa és felhasznalja. Ez magaban foglalhat egyszerii adatlekérdezéseket
(pl. ,Mennyi az X termék &ara?”’), Gsszetett miiveleteket (pl. ,Melyik évben
volt a legnagyobb ndvekedés az Y termék értékesitésében?’’), valamint
tobb lépésben elérhetd informaciok aggregalasat is.

Ebben a cikkben bemutatunk egy magyar nyelvii TQA adathalmaz-elGallito
eljarast, ami javarészt automatikusan képes azt létrehozni magyar Wikipédia szo6-
cikkek tablazatos adatait és a hozzajuk kapcsolhatd széveges tartalmakat hasz-
nositva. Az ezekbdl az adatokbol készitett TQA adathalmaz lehetGséget nyujt
az LLM-ek tesztelésére magyar nyelvii adaton, valamint a TQA algoritmusok
hatékonysagénak vizsgalatara.

Cikkiinkben tovabba tobb nagy nyelvi modell pontossagat és sebességét ha-
sonlitjuk Gssze az elkésziilt magyar nyelvi TQA adathalmazon.

2. TQA megkozelitések

Az angol nyelvii TQA feladatra szamos megoldés sziiletett az elmilt néhény
évben. Az encoder-decoder modellek, mint a TAPEX (Liu és mtsai, 2021), és
az MLM (Masked Language Modelling) modszerek (Herzig és mtsai, 2020), fel-
dolgozzak a strukturalt tablazatos adatokat majd a szemantikus térben ezek
alapjan torténik meg a kérdésmegvalaszolas. Ebben a megkozelitésben a mo-
dellek kozvetlentil allitjak el a valaszokat anélkiil, hogy a természetes nyelvi
kérdéseket atalakitandk. Ugyanakkor ezek a modszerek memoriakorlataik miatt
nehezen alkalmazhatok nagymeéretd, valés adathalmazokon és az MLM bemene-
tének hosszlimitacidja is problémét jelent.

Egy masik megkozelités a kérdések formalis lekérdezésekké valo atalakitasa.
Ezek a modszerek a természetes nyelvii kérdéseket valamilyen formaélis lekér-
dez6 nyelvre, példaul SQL-re alakitjak at, amelyet aztan a tablazatos adatok
lekérdezésére hasznalnak (Shi és mtsai, 2020). Bar ezek a modszerek hatéko-
nyak a strukturalt adatbézisokban torténd lekérdezésekben, korlatozottak nem
szabvanyos tabléazatok esetében, és a kérdések SQL-re torténd pontos forditasa
is nehézségekbe tlitkozhet. Megjegyezziik, hogy léteznek hibrid megkdzelitések is,
amelyek 0tvozik a formaélis leképezések és az encoder-decoder modszerét, példaul
a TAPAS (Herzig és mtsai, 2020) vagy a TAGOP (Zhu és mtsai, 2021) modellek.

A mai modern LLM-ek méar tablazatos struktirakat is tudnak kezelni, igy az
elmult 2 évben a zero-shot és few-shot megkozelités lett egyeduralkodé. Cikkiink-
ben mi is ezt a megkozelitést kovetjik, és 14 LLM-hez szerkesztiink promptot,
amivel magyar TQA teljesitményiiket hasonlitjuk Gssze.
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3. Egy Magyar Nyelvii TQA adatbazis

3.1. Adatgyijtés

A manualis annotacié nagyon draga. Ahhoz, hogy ezt a koltséget csokkentsiik,
egy nagyrészt automatikus modszert dolgoztunk ki magyar nyelvii TQA kiérték-
el6adatbazis eldallitasara. A magyar nyelvi TQA adatbéazis létrehozasa a magyar
Wikipédian talalhato tablazatok és kapcsolodd szovegek automatizalt gytijtésé-
vel és feldolgozasaval tortént. Az alabbiakban részletesen bemutatjuk az adat-
bazis Osszeéllitasanak folyamatat, a Wikipédiabol vald adatgytjtést, az adatok
tisztitasat és az adathalmaz struktirajat.

A magyar Wikipédiaban talalhato cikkek jelentds része tartalmaz olyan téb-
lazatokat, amelyek kiilonféle adatokat és kategoriakat rendeznek strukturalt for-
maba. Az adatgytjtési folyamat soran célzottan a kévetkezs tipust informéciokat
gytjtottiik:

— Tablazatos adatok: A cikkekben talalhato tablazatok, amelyek szamos
adattipust, példaul statisztikai adatokat, id6pontokat, orszéagokat, foldrajzi
helyeket vagy torténelmi eseményekre vonatkozé informéciokat tartalmaz-
nak.

— Kapcsol6do szoveges kontextus: A tablazatok koriil talalhato széveges
tartalmakat elemeztiik, mivel ezek gyakran magyarazzak vagy részletezik a
tablazatok tartalmét. Ezeket a tablazathoz kothet6 mondatokat hasznaljuk
majd fel kérdések generalasara.

Az 6sszegyijtott tablazatok HTML-strukturajanak feldolgozésa soran az ada-
tokat egy strukturdlt forméba alakitottuk at, amelyben minden tablazatsor és
-oszlop kiilonallo entitasként kezelhetd. Igy konnyebben tarsithatoak a tablazat
cellaihoz kapcsolodo kérdések.

Mivel a Wikipédian el6fordulhat, hogy egyes tablazatok ismétlédnek vagy
hasonl6 adatokat tartalmaznak, ezért eltavolitottuk a redundéns bejegyzéseket,
hogy az adathalmaz minél valtozatosabb és informativabb legyen.

A tablazatok egyes cellai esetenként hidnyosak vagy nem tartalmaznak re-
levans informéciot. Ezeket a cellakat vagy kitoltottiik, ha a kontextus alapjan
lehetett kovetkeztetni a helyes adatértékre, vagy jeloltiik, hogy ezek az adatok
nem hasznalhatoak a kérdés-valasz feladatban.

A téablazatok cellaiban szereplé adatokat tipus szerint csoportositottuk (pl.
datum, szam, széveg), hogy a késtbbi feldolgozas soran konnyebben hasznalhatok
legyenek. Példaul az idSépontokat és szamadatokat formailag és tartalmilag is
egységesitettiik.

3.2. Kérdések generalasa

A tablazat kozvetlen kérnyezetében taldlhato szovegek egy része a tablazat tar-
talmat magyarazza, kiemelve annak fontos, érdekes részeit. Ezeket a magyaré-
zatokat vettiik a kérdésgenerélas alapjaul mégpedig tgy, hogy az azokban meg-
fogalmazott allitasokat fogalmaztattuk at kérdésekké. Vegyiik példaul az alabbi
szovegrészletet, ami a Szeged népességérdl szold tablazat mellett talalhato:
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a legmagasabb befejezett iskolai végzettség szerint az érettségi
végzettséggel rendelkezdk élnek a legtdbben a varosban 52 347 £64,
utanuk a kovetkezd nagy csoport a diplomédval rendelkezdk 44 502
fovel

Ebbdl az alabbi kérdést generaltuk:
Milyen végzettséggel rendelkezdk élnek a legtdbben a varosban?

A kontextusban talalhato szovegek alapjan lehet&ség van tobbféle kérdéstipus
generélasara is:

— Egyszert informaciot kérjenek: Példaul egy adott cellaban szerepls konk-
rét adat megkérdezése, mint ,,Mi Magyarorszag fdvarosa?’’ egy orszigokra
vonatkozo6 tablazatban.

— Osszetett lekérdezéseket igényeljenek: Olyan kérdések, amelyek tobb
cella vagy sor Osszehasonlitasat, 6sszegzését vagy kiszamitasat kovetelik meg,
példaul ,,Melyik orszag népessége a legnagyobb?’’.

Kivalasztjuk azokat a mondatokat, amelyek tartalmazzak a kozvetlen kozel-
ben szerepelS tablazat valamely celldinak tartalméat. Ezeknek az allité monda-
toknak az atfogalmazéasaval generalunk kérdéseket, azaz egy mondat és abban
eléforduld érték (ami egyben egy tablazat valamely cellajanak értéke) alapjan
olyan kérdést generalunk, ami az értékre kérdez ra. Jelen verzioban ezt a kérdés-
séalakitast a GPT40-mini modell promptolasaval valésitottuk meg.

Az igy Osszeéllitott adathalmaz strukturajaban a WikiTableQA-t (Pasupat
és Liang, 2015) kovettiik. Megjegyezziik, hogy a WTQA-ban szerepelnek lista-
val megvélaszolhato kérdések, azaz olyanok, amik tSbb helyes valasszal rendel-
keznek. Az egyszertiség kedvéért, mi kisztirtiik azokat a kérdéseket, amire tobb
helyes valasz is adhat6 egy tablazatbol. Az adathalmaz a kovetkezd elemeket
tartalmazza:

— Tablazat: A forrastablazat maga, amely a Wikipédiarol szarmazik, és struk-
turalt formaban van téarolva.

— Keérdések: Minden tablazathoz kapcsoloddan tobb kérdés-valasz par talal-
hato.

— Valaszok: Minden kérdéshez tartozik egy referencia-valasz, amely az elvart
kimenetként szolgal a kiértékelés soran.

Példaul: adott egy tablazat, amely Szeged népességének alakuldsat mutatja
be. A fejezetben talalhato szévegrészlet atalakitaséval a kapott kérdés: "Melyik
&vben éltek a legtdbben a varosban?" A vilasz pedig az, hogy 1990-ben.

Az adatgyjtés soran az volt a célunk, hogy csak a megbizhat6 tablazatokat és
allitasokat elemjiik ki, hogy minél kevesebb manuélis ellenérzésre legyen sziikség.
A vizsgalt 2000 szocikkbdl Gsszesen 1086 olyan szovegrészletet vagy mondatot
azonositottunk, amelyben szerepeltek a tablazat kozelében (Wikipedia szocikk
fejezete) a tablazatok cellaiban megtalalhato kifejezések. Azonban ezek tobbsége
nem Aallt relevans kapcsolatban a megfelels tablazattal. Ennek kovetkeztében
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szigoritottunk a keresési feltételeken: az elemzést kizarolag a tablazatok kozvetlen
kornyezetére (a szerepls legalacsonyabb szintd alfejezete) szikitettiik, és tobb
szirési technikat is alkalmaztunk.

Ezek a sziirési eljarasok magukban foglaltak példaul annak vizsgélatéat, hogy
a tablazat cellajaban talalhato célérték tobbszor eldfordul-e a szévegben, vala-
mint a til hossztt mondatok kizarasat, amelyek kevésbé informativak vagy nem
egyértelmiek.

Ezek az eljarasok a vizsgalt szocikkekben a helyes adatpontokat megtar-
tottak. Az igy sziikitett adathalmaz végiil néhény széz potenciélis adatpontot
tartalmazott, amelyeket manuéalisan validaltunk. Ez az eljaras tovabbi sztir6k
bevezetésével még pontosabba tehetd.

Problémat jelent még, hogy a tablazatok nem jol strukturaltak, ezért ezek
a HTML-bél nyert adatok hianyos vagy elcstszott cellakat, néha iires oszlop-
neveket tartalmaznak, amivel nehezebbé teszik a modellek szamara a tablazat
értelmezését. Fontos megjegyezni, hogy mig a WTQ adatbéazis legalabb 8 sorral
és 4 oszloppal rendelkez6 tabldzatokat tartalmaz, addig itt ilyen sziir6t nem al-
kalmaztunk. Ez azt jelenti, hogy megfelelGen felismert tablazat esetén a feladat
lényegesen konnyebb lehet mas adatbazisokhoz képest.

Az automatikus sziir6kon atment példdkat manuélisan ellendriztiik. Egy-
részt értékeltiik, hogy a GPT4o-mini modell helyes magyarsaga és tényleg a
cellaadatra vonatkozo kérdést generalt-e. Méasrészt vizsgaltuk, hogy a kérdés
megvalaszolhato-e kizarolag a tablazat tartalma alapjan. Osszesen 54 érvényes
adatpontot taldltunk tokéletesen helyesnek. Megkozelitésiinkben igy 2000 ma-
gyar Wikipédia-szocikk feldolgozasabol mindéssze 54 érvényes adatpontot sike-
riilt elgallitani, ami 32 egyedi tablazatot hasznal fel. Ez azt jelenti, hogy tab-
lazatonként atlagosan 1-2 relevans mondatot talaltunk, amely kifejezetten kap-
csolodott az adott tablazat tartalmahoz, és a cellakban szerepls értékekre vagy
azok magyarazatara utalt. A tablazatok kozvetlen kérnyezetében talalhato szove-
ges informaciok tulnyomo tobbsége nem felelt meg az elzetesen meghatarozott
relevancia-kritériumoknak, igy ezek tovabbi sziirést vagy pontositast igényeltek.
Habar atlagosan csupan egyetlen adatpont jutott 37 szocikkre, figyelembe kell
venni, hogy a magyar Wikipédia tébb mint 1 milli6 lapot tartalmaz, igy feltéte-
lezhetd, hogy a modszerrel akar tizezres nagysagrendid adathalmaz is kinyerhetd.

Az elkésziilt magyar TQA adatbazis publikusan elérhets a https://github.
com/szegedai/TableQA cimen és felhasznalhaté a magyar nyelvid nagy nyelvi
modellek (LLM-ek) tablazatértelmezési képességének kiértékelésére.

4. LLMek kiértékelése a TQA adatbazison

Az elkésziilt adatbéazis felhasznalasaval, kezdeti kisérletként 14 nagy nyelvi mo-
dellt hasonlitottunk 6ssze. A nyelvi modelleket probaltuk minél nagyobb valtoza-
tossaggal kivalasztani, a szolgéltatasként elérheté két OpenAl GPT4 varianson
kiviil szerepeltek kisebb és nagyobb modellek 1 millidrd paramétertsl 72 milli-
ardig, valamint kiprobaltunk kifejezetten magyar nyelvre fokuszalva tovabbtani-
tott modelleket a PULI LlumiX 32K (Yang és mtsai, 2024) és a SambaLingo-
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Modellnév Paraméterek Pontossag Sebesség (it/s)
szdma (milliard)
Llama 3.2 1B 1 0.207 0.77
Llama 3.2 3B 3 0.530 0.53
Llama 3.1 8B 8 0.681 0.34
Llama 3.1 70B 70 0.755 0.18
Mistral NeMo 12 0.667 1.89
Phi-3.5-mini 3.8 0.463 0.71
Qwen2.5-72B 72 0.752 0.08
Gemma.2 27B 27 0.722 0.17
Cohere Aya Expanse 32B 32 0.722 0.09
C4ATI Command-R 35 0.667 0.08
GPT4o0-mini (2024-07-18) ? 0.741 0.34
GPT4o (2024-08-06) ? 0.778 0.25

1. tablazat. Nyelvi modellek hatékonysaganak a vizsgéilata az elkésziilt tablazat-
adatbazis {616tt.

Hungarian (Csaki és mtsai, 2024). A 12 lokalisan futatott modell esetén a futas-
id6k méréséhez 4db A100-as videokartyat hasznaltunk. Ezen feliil a két OpenAl
modell API szolgaltatas alapu volt.

Minden LLM-nek ugyanazt a feladatszoveget adtuk meg, viszont ezt az adott
modell ajanlasainak megfeleléen helyeztiik el a promptban. A pontossag kiszé-
mitasdhoz csak teljesen egyezd valaszt fogadtunk el, azaz ha az LLM valasza
karakterre megegyezett a helyes cella szovegével. Ha az LLM tobb megoldéasat is
adott, akkor ha a listaban szerepelt a helyes valasz, akkor azt elfogadtuk. Minden
LLM-et 5 alkalommal futtattunk minden kérdésre, az 1. tablazat az 5 futtatas
eredményének az atlagat tartalmazza.

Egyes modellek, mint a MistralNemo és a CohereAya/32, kiegyensulyozott
teljesitményt nyujtott a kérdés-valasz feladatok soran annak ellenére, hogy a do-
kumentaciojuk alapjan nem hasznéltak magyar adathalmazt az elGtanitas alatt.

1. abra jol szemlélteti, hogy az LLM-ek leguijabb generaciojanal a modell
méretének fliggvényében szinte monoton mdédon né azok pontossaga.

Modellnév Paraméterek Pontossag Sebesség (it/s)
szama (milliard)
PULI LlumiX 32K 7 0.444 0.18
Sambalingo-Hungarian 7 0.407 0.23

2. tablazat. Nyelvi modellek eredményei az elkésziilt tablazat adatbazison meg-
engedd kiértékeléssel.

A PULI LlumiX 32K modell instrukciékra hangolt valtozata nem érhets el
szabadon és a Sambalingo-Hungarian-nak is csak chatelésre finomhangolt valto-
zata érhets el. Mivel ezek a modellek nincsenek kérdésmegvalaszolasra hangolva,
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1. abra: Modellek pontossiaga méret szerint rendezve.

ezeknél a modelleknél a generélt kimenetet kézzel ellendriztiik és megengedGen
értékeltiik, hogy a generalt szoveg megvalaszolja-e a kérdést. Ezek eredménye a
2. tablazatban talalhato.

5. Hiba analizis

A kérdéseket két kategoridba osztottuk az alapjan, hogy egyszerii informaciot
kérnek (38 db), amihez elég a megfelel§ oszlop és sor kivalasztasa vagy vala-
milyen Osszetettebb feladatot kell az LLM-nek megoldani (16 db), pl. elemek
megszamolésa, vagy a legnagyobb /legkisebb érték kivalasztasa valamilyen felté-
tel alapjan. Ezek alapjan megvizsgaltuk a legjobban és legrosszabbul teljesitd
2-2 modell hatékonysaga mennyire tért el feladattipusonként.

Modellnév Egyszert Osszetett
Llama 3.1 70B 0.784 0.688
Qwen2.5-72B 0.758 0.717
Phi-3.5-mini 0.518 0.313
Llama 3.2 1B 0.242 0.125

3. tablazat. Modellek teljesitményének 0sszehasonlitasa egyszert és Osszetett kér-
dések felett.

A 3. tablazatban lathato, hogy bar minden modell jobban teljesitett az egy-
szerd kérdések megoldasdban a Qwen2.5-72B esetén ez minddssze 4 szazalékpont
kiilonbséget jelent, mig a Llama 3.1 70B esetén koriilbelil 10 szazalékpontot.
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A kisebb modellek esetén lathatd, hogy a bonyolultabb feladatokon lényegesen
rosszabbul teljesitettek.

Osszehasonlitottuk, hogy a modellek ugyanarra a feladatra mennyire kon-
zisztensen valaszolnak az 5 futtatas alapjan. A két hasonlo architekturaju Llama
modellt nézve az 1 millard paraméteres modell atlagosan 3.1 kiilonb&z6 valaszt
generalt 5 kisérletbdl, mig a 70 millisrd paraméteres modell nem csak jobban
valaszolt, hanem sokkal konzisztensebb is volt, atlagosan 1.72 kiillonb6z6 valaszt
adva.

Az egyik legosszetettebb kérdésforma volt, ahol nem csak valamilyen mate-
matikai mtveletet kellett elvégezni (mint példaul a legnagyobb elem megtalala-
sa) hanem a mivelet altal megkapott érték alapjan kellett egy maésik sor vagy
oszlop tartalmat visszaadni, ilyen kérdés példaul a ¢Milyen végzettséggel
rendelkez8k élnek a legtdbben a varosban?’. Az ilyen Osszetettségi ko-
vetkeztetést elvaro kérdéseken a két legkisebb modell rendre rossz valaszt adott,
még akkor is, ha ezt az adatot egy 2-3 soros tablazatbol kellett kinyerni, mig a
70 millidrdos Llama sok esetben még ezekre az bonyolult Osszetett kérdésekre
is helyesen tudott valaszolni. Annak ellenére, hogy sokszor helyesen meg tudta
valaszolni ezeket a kérdéseket is a Llana 3.1 70B, példaul a hasonl6 logikaju
‘“Melyik évben éltek a legtibben a varosban?’’ kérdésre a &tbdl négyszer
rossz évszamot adott valaszul.

6. Osszegzés

Cikkiinkben beszamoltunk egy automatikus eljarassal létrehozott magyar nyelvii
tablazatos kérdésmegvalaszolo adatbazissal kapcsolatos elsd kisérleteinkrél. Ma-
gat az eljarést, a sziir6ket, a kezelt kérdéstipusokat, az allit6 mondatbol kérdés
generalast még szamos ponton fejleszteni tervezziik a jovében. Példaul lehetne a
listas kérdéseken feliil idébeli és logikai kapcsolatokra kérdezd allitd6 mondatokat
is generalni: Példaul , Hany év telt el Magyarorszag unids csatlakozisa
ota?”’ vagy ,Melyik esemény tortént eldbb?’’, amivel az ilyen kérdésekkel
az LLMek logikai kovetkeztetési képességét vizsgalhatnank. Ha ezek a fejleszté-
sek elkésziilnek egy nagyobb méretii kiértékel§ adatbazist terveziink épiteni és
kozzétenni.

Cikkiinkben 14 darab nagy nyelvi modellt értékeltiink ki egy 54 elemi, ma-
gyar nyelvii tablazatos kérdésmegvalaszolési feladaton. Az eredményekbdl az lat-
szik, hogy a modellek méretétsl fiigg azok pontossaga, illetve, hogy a két pub-
likusan elérheté magyarra tanitott LLM egyértelmtien rosszabbul teljesit, mint
a méretben hasonld, sok nyelvre tanitott, de tijabb architekturat alkalmazé ver-
senytarsaik.

Ko6szonetnyilvanitas

Koszonjiik a lehetéséget, melyet a Korméanyzati Informatikai Fejlesztési Ugynok-
ség altal lizemeltetett Komondor biztositott.
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A kutatas az Eurdpai Uni6é tamogatasaval valosult meg, az RRF-2.3.1-21-
2022-00004 azonositoju, Mesterséges Intelligencia Nemzeti Laboratorium projekt
keretében.
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