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Abstract. Given the advantages observed with Reinforcement Learn-
ing from Human Feedback (RLHF) and Direct Preference Optimization
(DPO) in English, it is promising to explore their effectiveness for ab-
stractive summarization in languages with complex morphological and
syntactic features, such as Arabic. In this study, we fine-tune the Llama 2
model, which demonstrates a significant capability to enhance summa-
rization results. We highlight how Llama 2, combined with advanced
techniques like RLHF and DPO, markedly improves the quality of Ab-
stractive Arabic summarization, showcasing the model’s superior perfor-
mance in this challenging task. Furthermore, the AraSum corpus plays a
critical role in achieving outstanding results, highlighting its effectiveness
in improving the performance of summarization models. While this work
focuses on Arabic, the techniques and insights presented are language-
agnostic, offering broader applications for abstractive summarization in
other languages. Additionally, we introduce the AraRLHF and AraDPO
datasets, which will be made publicly available to support reproducibil-
ity and advance research in Arabic NLP.

Keywords: abstractive summarization, Reinforcement Learning, Ara-
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1 Introduction

In Natural Language Processing (NLP), automatic text summarization stands
as a pivotal task, catering to the ever-increasing volume of information available
in today’s digital age.

Unlike extractive summarization (Zhang et al., 2018) which selects and rephrases
existing segments from the original text, abstractive summarization (See et al.,
2017) involves generating novel sentences that capture the essence of the source
material. This process demands a deep understanding of semantics, contextual
nuances, and linguistic structures to produce coherent and concise summaries.

Specifically in the context of the Arabic language, abstractive summarization
holds significant promise and challenges due to the language’s intricate syntax,
rich morphology, and diverse linguistic features.
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In recent years, reinforcement learning (RL) has emerged as a promising
paradigm for enhancing sequence generation tasks in NLP, such as abstractive
summarization and question-answering. RL enables models to align outputs with
human preferences (Ziegler et al., 2019) and leverage human feedback to improve
factual accuracy and user alignment (Nakano et al., 2021). With its ability to
learn optimal decision-making policies through interaction with an environment,
RL offers an effective approach to refining abstractive summarization models,
particularly when the goal is to align generated summaries with human prefer-
ences.

The outcomes obtained in the English language summarization through Re-
inforcement Learning from Human Feedback (RLHF) demonstrate significant
improvements in the quality of the generated text (Stiennon et al., 2020) offer-
ing a clear advantage over larger supervised models that rely solely on traditional
training methods.

While RLHF has proven effective in adjusting model outputs to better re-
flect human preferences, it is not without its limitations. A major limitation of
RLHF is that its process is considerably more complex than traditional super-
vised learning. To address this complexity, methods like Direct Preference Opti-
mization (DPO) (Rafailov et al., 2023) have been introduced as simpler training
paradigms. DPO enables language models to be trained from human preferences
without the added complexity of reinforcement learning while performing as well
as or even better than existing RLHF algorithms.

The objective of this research is to explore the application of Reinforcement
Learning from Human Feedback and Direct Preference Optimization to the task
of abstractive Arabic text summarization. Our main contribution lies in applying
Reinforcement Learning from Human Feedback (RLHF) and Direct Preference
Optimization (DPO) to the task of abstractive text summarization for the Arabic
language. We demonstrate how LLaMA 2, when combined with these advanced
techniques and the AraSum corpus, significantly enhances the quality of Arabic
text summarization. To foster reproducibility and encourage further research in
Arabic NLP, we will release the AraRLHF and AraDPO datasets, which consist
of human preference data specifically tailored for RLHF and DPO models. The
datasets will be available on our GitHub®.

The rest of the paper is structured as follows: Section 2 reviews related work.
Section 3 outlines the methodology. Section 4 discusses the corpora used, and
Section 5 details the models used. Section 6 presents our experiments and results,
and finally, Section 7 concludes the paper.

2 Related work

Reinforcement learning from human feedback (RLHF), originally developed for
training simple robots in simulated environments and Atari games (Christiano
et al., 2017; Ibarz et al., 2018).

! https://github.com/ppke-nlpg/AraSum
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In terms of reinforcement learning with human feedback to train text summa-
rization models, Bohm et al. (2019) learn a reward function from 2,500 human
judgments of CNN/DM (Nallapati et al., 2016) summaries that are used in a
reinforcement learning setting.

A similar method of recursive task decomposition was used for summarizing
books in (Wu et al., 2021). They combine learning from human feedback with
recursive task decomposition by using models trained on smaller parts of the
task to assist humans in giving feedback on the broader task.

Ziegler et al. (2019) fine-tune pre-trained language models with reinforce-
ment learning by exploiting a reward model trained from human preferences.
Then the model is used to generate summaries over Reddit TL;DR, and CNN/DM
datasets. The limitation of their framework is that their labelers prefer extractive
summaries and there are low agreement rates between labelers and researchers.

Stiennon et al. (2020) followed their previous work on learning from hu-
man feedback and proposed to gather a dataset composed of human preferences
between pairs of summaries as the first step. Then the prediction of the human-
preferred summary is generated by a reward model (RM) trained via supervised
learning. Lastly, the score produced by the RM is maximized as much as possible
by a policy trained via reinforcement learning. This approach significantly out-
performs both human reference summaries and much larger models fine-tuned
with supervised learning alone.

Although RLHF has proven effective in aligning model outputs with human
preferences, it has certain limitations, such as the high cost and complexity of
training reward models, and the potential for misalignment between the reward
model and human preferences (Casper et al., 2023). To address the complexity
of RLHF optimization, Rafailov et al. (2023) introduced Direct Preference Opti-
mization (DPO) as an alternative approach. Unlike RLHF, DPO eliminates the
need for training a reward model and instead directly trains the language model
based on human preferences using a simple binary cross-entropy objective.

Human feedback has been utilized to improve various Al systems across dif-
ferent tasks. For instance, in dialogue systems, Jaques et al. (2019) employed
crowd-sourced human labeling to judge whether dialogue generated by an offline
RL agent was fluent and amicable. Similarly, in the translation task, Kreutzer
et al. (2018) collected both explicit and implicit human feedback to improve
a machine translation model by integrating the feedback into a reinforcement
learning framework. In review generation, Cho et al. (2018) developed models
of coherence from existing texts and used these models as RL rewards to enhance
long-form generation. For question-answering, Nakano et al. (2021) fine-tuned
GPT-3 to answer long-form questions within a web-browsing environment. This
setup enabled the model to navigate the web and incorporate human feedback to
optimize answer quality through imitation learning. Additionally, human feed-
back has been applied to other tasks, such as evidence extraction (Perez et al.,
2019), story generation (Zhou and Xu, 2020), and semantic parsing (Lawrence
and Riezler, 2018).
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The successful integration of RLHF into language technology was notably
advanced by the development of ChatGPT (Ouyang et al., 2024). This research
achieved significant improvements in the model’s ability to generate responses
that align more closely with human-like communication. The approach began
with a supervised fine-tuning phase, where the large language model was trained
on prompts containing specific instructions. This was followed by an additional
fine-tuning phase using reinforcement learning, further enhancing the model’s
response quality and alignment with human preferences.

Regarding abstractive summarization in the Arabic language, one study by
Azmi and Altmami (2018) introduced a four-stage abstractive summarization
framework where the core of the system is an extractive summarizer. Training a
model specifically for headline generation was presented in (Al-Maleh and Des-
ouki, 2020). Another research by Elmadani et al. (2020) utilized the PreSumm
approach along with a multilingual BERT model for fine-tuning both extractive
and abstractive models. AraBART Introduced by Kamal Eddine et al. (2022), a
pre-trained encoder-decoder model designed for abstractive summarization tasks
tailored to the Arabic language. Furthermore, an analysis by Chouikhi and Al-
suhaibani (2022) conducted a comparison analysis of various Arabic language
models’ performance in the task of text summarization.

There are two additional experiments conducted as part of the abstractive
Arabic summarization task. In the first experiment, Kahla et al. (2021) created
the first monolingual, human-written corpus for abstractive Arabic text summa-
rization and used it to fine-tune several language models: m-BERT, AraBERT,
and m-BART-50. To enhance the performance of the baseline systems, a cross-
lingual knowledge transfer method was applied. In the second experiment, Kahla
et al. (2022) extended the Arabic summarization corpus, AraSum?, and made
it publicly available. This expanded corpus contains approximately 50,000 Ara-
bic articles with their corresponding leads. The experiment involved pre-training
monolingual and trilingual BART models for Arabic, as well as fine-tuning these
models and the mT5 model for abstractive summarization using the AraSum
corpus. Results showed that the models trained on AraSum performed well, sur-
passing the state-of-the-art XL-Sum (Hasan et al., 2021) model at the time of
publication.

In terms of Reinforcement Learning from Human Feedback and Direct Pref-
erence Optimization for the Arabic language, there is a noticeable scarcity of
existing research. Leveraging RLHF and DPO presents a powerful technique
that deserves application within such complex linguistic contexts.

3 Methodology

This research explores the application of RLHF and DPO to the task of abstrac-
tive Arabic text summarization.

2 https://github.com/ppke-nlpg/AraSum
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3.1 Reinforcement Learning experiments

The RLHF approach we adopt is based on OpenAI’s methodology (Stiennon
et al., 2020), consisting of three main steps:

— Step 1: Collect demonstration data, train a supervised policy, and
send comparisons to humans.

Humans are provided with reference texts and summaries generated by fine-
tuning a language model. They are then asked to choose the best summary
from the given samples.

— Step 2: Collect comparison data, and train a reward model (RM).
A reward model is trained using the human feedback collected in the first
step. Based on the annotations provided by the human evaluators, this model
predicts the likelihood (log odds) that a given summary is preferred.

— Step 3: Optimize a policy against the reward model using Proximal

Policy Optimization (PPO).
The output of the reward model serves as a reward measure. The supervised
policy will be fine-tuned to maximize this reward using reinforcement learn-
ing, with the Proximal Policy Optimization (PPO) algorithm guiding the
optimization process.

3.2 Direct Preference Optimization experiments

For the DPO approach, we adopt the method proposed by Rafailov et al. (2023),
which simplifies the RLHF process by eliminating the need to fit a reward model.
Instead, DPO directly trains language models based on human preferences. The
DPO approach consists of the following steps:

— Step 1: Collect preference data from human evaluators.
Human evaluators are provided with multiple summaries for a given input
and asked to select the one they prefer.

— Step 2: Apply Direct Preference Optimization.
DPO bypasses the need for a reward model and directly utilizes the human
preference data to train the language model. The model is optimized by
applying a binary cross-entropy objective, where it learns to assign higher
probabilities to the summaries preferred by the human evaluators.

— Step 3: Fine-tune the language model based on preferences.
The language model is fine-tuned to generate summaries that better align
with human preferences, achieving this without the need for reinforcement
learning algorithms.

4 Corpora used

For our experiments, two datasets are required: The first dataset is used in RLHF
to train the reward model to assess summary quality, while in DPO, it directly
guides the optimization of the language model based on human preferences. The
second dataset is used in the final step of both methodologies, which involves
fine-tuning the models based on the collected preferences.
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4.1 Human Preference Dataset

The first dataset, named AraRLHF and AraDPQ, is utilized in the initial step of
both RLHF and DPO, focusing on collecting preference data from human eval-
uators. This dataset is then employed in Step 2 of each methodology. In RLHF,
the AraRLHF dataset is used to train the reward model (RM), which predicts
the quality of generated summaries based on the collected human preferences.
In DPO, the AraDPO dataset is used directly to train the language model based
on these preferences, without the need for a reward model.

To create this dataset, we utilized manual evaluation results from our pre-
vious research (Kahla et al., 2021), where we fine-tuned transformer models for
abstractive Arabic text summarization using the first version of AraSum. This
corpus includes 21,508 articles and their corresponding leads. The transformer
models evaluated were as follows:

— m-BERT model (Devlin et al., 2019): fine-tuned for Arabic.

— AraBERT model (Antoun et al., 2020): fine-tuned for Arabic.

— m-BART-50 model (Tang et al., 2020): fine-tuned for Arabic.

— m-BERT+HUN model (Yang et al., 2021): originally fine-tuned for Hungar-
ian and then fine-tuned for Arabic.

— m-BERT+ENG model: first fine-tuned for English and then fine-tuned for
Arabic.

— m-BART-50+RUS model: first fine-tuned for Russian then fine-tuned for
Arabic.

The evaluation involved three human evaluators who evaluated the outputs
of these six models, indicating their preferred summaries for a given input by
assigning scores to each summary from 100 random samples, see figure 1.

The human evaluation data underwent preprocessing and was restructured
to be suitable for training the reward model in RLHF and for direct use in DPO.

The AraRLHF dataset consists of 1,746 samples, randomly shuffled and di-
vided into 80% for training and 20% for testing. Similarly, the AraDPO dataset
contains 29,682 samples, also shuffled and split into 80% for training and 20%
for testing.

The AraRLHF and AraDPO datasets will be made publicly available upon
publication of this paper to support reproducibility and encourage further re-
search in Arabic NLP. The datasets will be accessible at the following link:https:
//github.com/ppke-nlpg/AraSum

4.2 Dataset for Fine-tuning Llama 2

For fine-tuning the Llama 2, we used the extended version of the AraSum corpus
(Kahla et al., 2022), which contains 49,604 articles along with their corresponding
leads. In addition, we used the Arabic portion of the multilingual XL-Sum corpus
(Hasan et al., 2021), which consists of 46,897 articles and their corresponding
leads. Both datasets are designed for abstractive text summarization.

For instruction fine-tuning, we used the prompt template recommended by
the Stanford Alpaca research (Taori et al., 2023):
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Best: 1

Very good: 2

Good: 3
Acceptable: 4
Poor: 5

Very poor: 6 ‘Il III

BERT_ENG BERT_HUN AraBERT BERT MBART MBART_Rus

aS sH =M

Fig.1: Human evaluation results from our previous study (Kahla et al., 2021),
where H, S, and M represent the human evaluators.

Below is an instruction that describes a task, paired with an input that
provides further context. Write a response that appropriately completes
the request.

#44 Instruction:

Summarize the article written in Arabic below.

#++4 Input:

[article text]

#++ Response:

|article summary]|

Because the Llama 2 model is English-centric, we used an English template.

5 Experiments and Results

In our first experiment, we fine-tuned state-of-the-art Arabic summarization
models with RLHF, specifically the mT5++ models from our previous research
(Kahla et al., 2022).

In the next experiment, we performed supervised fine-tuning (SFT) on the
Llama 2 model for Arabic summarization. Following that, we applied RLHF and
DPO fine-tuning to the SF'T model.

Llama 2 (Touvron et al., 2023b) is an advanced large language model devel-
oped by Meta, marking the second iteration of the LLaMA series (Touvron et al.,
2023a). It represents a significant advancement in natural language processing.
Llama 2 is available in various sizes: a 7-billion-parameter model, a 13-billion-
parameter model, and a 70-billion-parameter model. For our experiments, we
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fine-tuned the smallest model with 7 billion parameters. For supervised fine-
tuning, we used the Stanford Alpaca implementation (Taori et al., 2023). The
training hyperparameters are as follows: learning rate = 2e-5; global batch size
= 256; epoch = 3; warmup ratio = 0.03; sequence length = 1800; bf16; deep-
speed. For this task, we utilized eight NVIDIA A100 GPUs, each with 80GB of
memory.

For RLHF experiments, we applied the Transformer Reinforcement Learn-
ing X implementation from CarperAl (Havrilla et al., 2023). The training hy-
perparameters are as follows: learning rate = le-5; global batch size = 4; epoch
= 3; sequence length = 1800; number layers unfrozen = 2.

For the reward model, we fine-tuned an XLM-RoBERTa-large (Conneau
et al., 2020) model for the Arabic summarization quality prediction model. For
this task, we use the Hugging Face implementaion®. The training hyperparam-
eters are as follows: learning rate = 2e-5; global batch size = 32; epoch = 10;
sequence length = 1024. We also conducted experiments with the mT5 base and
large models (Xue et al., 2021), but they only achieved a Pearson correlation of
10-20.

In Table 1, we can see the results of the reward model experiments. The
evaluation metrics are the same as those used in the research by Yang and
Laki (2023): Pearson Correlation, Mean Absolute Error (MAE), and Root Mean
Square Error (RMSE). We achieved the highest Pearson correlation of 88 with
5 epochs. We used this checkpoint in subsequent experiments.

|Pearson correlation 1|MAE ||RMSE |

XLM-RoBERTa-base 81.25 0.83 1.04
XLM-RoBERTa-large 88.00 0.69 0.86
mT5-base 10.73 1.53 1.75
mT5-large 21.49 1.77 1.97

Table 1: Reward model experiments

For the DPO experiments, we utilized the Hugging Face implementation?,
which is based on the original DPO research (Rafailov et al., 2023). The training
hyperparameters are as follows: learning rate = 5e-4; global batch size = 16;
epoch = 3; sequence length = 1800.

In both the RLHF and DPO experiments, we tested different hyperparam-
eters, with the best ones described above. For these tasks, we utilized a single
NVIDIA A100 GPU with 80GB of memory.

The models that were experimented with and evaluated are as follows:

3 https://github.com/huggingface/transformers /tree/main /examples /pytorch
* https://huggingface.co/docs/trl/dpo _trainer
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— mT5+4+: The state-of-the-art mT5-small model from the study of Kahla
et al. (2022), fine-tuned using the AraSum corpus, and using the XL-Sum
Arabic corpus.

—mT5-++" + RLHF: The fine-tuned mT5-+-+ model is further fine-tuned
with the RLHF approach, where a reward model is trained from human feed-
back, followed by Proximal Policy Optimization (PPO) for policy refinement
on the AraSum corpus, and the XL-Sum corpus.

—'mT5+-+’ + DPO: The fine-tuned mT5++ model is further fine-tuned
with the Direct Preference Optimization (DPO) approach using the human-
evaluated dataset.

— Llama 2: The Llama 2 model with 7 billion parameters, supervised fine-
tuned (SFT) using the AraSum corpus, and the XL-Sum Arabic corpus.

— Llama 2 + RLHF: The SFT Llama 2 model fine-tuned with the RLHF
approach using the development set of AraSum and XL-Sum Arabic corpus,
and the fine-tuned XLM-RoBERTa-large reward model.

— Llama 2 + DPO: The SFT Llama 2 model is fine-tuned with the Direct
Preference Optimization approach using the human-evaluated dataset.

We evaluated the system output using the ROUGE-N and ROUGE-L met-
rics. ROUGE-1 and ROUGE-2 assess the overlap of word unigrams and bigrams,
respectively, while ROUGE-L measures the overlap of the longest common subse-
quence between two texts. ROUGE-L sum extends this by applying the ROUGE-
L calculation at the sentence level and then aggregating the results for the final
score.

It should be noted that the specific ROUGE scores presented here were cal-
culated using the latest version of the ROUGE (Lin, 2004) library that was im-
plemented by Hugging Face®), with the following setting: use_stemmer="True.
Using the latest version, we were unable to reproduce the original values pub-
lished in Kahla et al. (2022) and Hasan et al. (2021). We also tried using the
implementation of XL-Sum® and the original implementation by Google”, but
neither worked. The main objective is to demonstrate the enhanced performance
resulting from our experiments; therefore, we used the values from the latest
version of the Hugging Face Evaluate library. For better readability, we used
the ROUGE * 100 values. For better transparency, the old and new ROUGE
values for the mT5++ models are presented as follows (in the order: ROUGE-
1/ROUGE-2/ROUGE-L):

— old values of mT5++ Arasum Test Set: 33.172/13.914,/24.782
— new values of mt5++ Arasum Test Set: 4.560/0.344,/4.509
old values of mT5++ XL-Sum Test Set: 29.128,/11.049,/24.070
— new values of mt5+-+ XL-Sum Test Set: 1.489,/0.043/1.483

As with other fine-tuning experiments, we needed to determine the optimal
number of epochs. Figure 2 shows experiments conducted with different epoch

5 https://huggingface.co/docs/evaluate/index
5 https://github.com/csebuetnlp/xl-sum /tree/master /multilingual _rouge scoring
" https://github.com/google-research /google-research /tree/master /rouge
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counts. In both the RLHF and DPO experiments, optimal performance was
observed across three epochs: 0.3, 0.6, and 1, with epoch 1 yielding the best

results.
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Fig. 2: Performance of ROUGE-1 across Epochs variations. In both datasets, we
can see a performance improvement when the epoch is 1.

Model ’ROUGE—l’ROUGE-Q’ROUGE—L’ROUGE—L sum
AraSum Test Set
mT5++ 4.560 0.344 4.509 4.537
'mT5++’ + RLHF 3.464 0.245 3.435 3.444
'mT5++" + DPO 2.813 0.248 2.819 0.543
Llama 2 4.636 0.414 4.618 4.616
Llama 2 + RLHF| 4.947 0.486 4.957 4.949
Llama 2 + DPO 4.719 0.470 4.659 4.664
XL-Sum Arabic Test Set
mT5++ 1.489 0.043 1.483 1.481
‘'mT5++" + RLHF 0.633 0.014 0.626 0.635
'mT5++" + DPO 0.534 0.029 0.540 0.543
Llama 2 2.241 0.102 2.225 2.223
Llama 2 + RLHF| 2.344 0.104 2.339 2.325
Llama 2 + DPO 2.447 0.112 2.440 2.431

Table 2: ROUGE scores on the AraSum, and the XL-Sum Arabic test sets.

Table 2 presents the experimental results. The ROUGE scores reveal several
significant insights across the models and fine-tuning approaches. Llama 2, with
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its 7 billion parameters, significantly outperforms the mT5++ model across all
metrics, demonstrating Llama 2’s superior capabilities. Both RLHF and DPO
contribute to improved performance, with Llama 2 + RLHF achieving the high-
est scores on the AraSum dataset, indicating a substantial boost in performance.
In contrast, the 'mT5++" + RLHF model performs the worst across all metrics,
suggesting that mT5 struggles to benefit from the RLHF approach. Addition-
ally, the ROUGE scores for XL-Sum are significantly lower compared to AraSum
across all models, highlighting the strength and quality of the dataset AraSum
in achieving better summarization performance.

6 Conclusion

In this paper, we applied Reinforcement Learning from Human Feedback (RLHF)
and Direct Preference Optimization (DPO) to the task of abstractive text sum-
marization for the Arabic language. By fine-tuning the state-of-the-art LLaMA
2 model, we observed a remarkable enhancement in summarization quality, par-
ticularly when RLHF was used with the AraSum dataset. The performance im-
provements highlight the strength of LLaMA 2, especially when combined with
RLHF on our dataset. Moreover, the AraSum corpus played a crucial role in
achieving superior results, consistently surpassing models fine-tuned on the XL-
Sum dataset. This study demonstrates that advanced techniques like RLHF and
DPO, in combination with a robust dataset such as AraSum and a highly capa-
ble large language model such as LLaMA 2, can significantly elevate the quality
of abstractive Arabic text summarization. While our focus was on Arabic, the
techniques and insights presented in this study are inherently language-agnostic.
They have the potential to be applied to other languages, particularly those
with complex morphological and syntactic features, making this work relevant
for broader multilingual NLP tasks. In addition, we are committed to publicly
releasing the AraRLHF and AraDPO datasets to promote reproducibility and
further advancements in Arabic NLP.

In the meantime, the Llama 3 models have been released. We aim to con-
tinue our experiments with these new models and anticipate achieving further
advancements in performance through their utilization.
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